Telecommunication Standardization  Sector                 AVC - 1112r1

Original: English







Experts Group for Video Coding and Systems in           February 17-22, 1997

ATM and Other Network Environments





STUDY GROUP 16

CONTRIBUTION





Source:	Greg Kisor, Intel Corporation

		email:	gkisor@ibeam.intel.com

		voice:	+1 (503) 264-9324



Jim Toga, Intel Corporation

		email:	jtoga@ibeam.intel.com

		voice:	+1 (503) 264-8816

		fax:		+1 (503) 264-3485





		







Title: Proposed Annex to H.323: H.323 A/V on ATM AAL5





Date: February 10, 1997





�{editor’s note: this revision takes into account suggestions and discussion given in the Boulder meeting.}

Introduction

The purpose of this Annex is to describe the details necessary to implement H.323 on Asynchronous Transfer Mode (ATM) using ATM Adaptation Layer Five (AAL5) as described in ITU-T I.363. The characteristics of ATM are such that ATM virtual channels can operate in modes that provide guaranteed  or non-guaranteed Quality of Service. This Annex will describe the methods needed to build an inter-operable H.323 implementation that uses ATM AAL5 as the network protocols. Although the use of a guaranteed quality of service network is not specified in H.323, it should be obvious to one familiar with ATM how this would be accommodated.

Scope

The scope of this Annex is to specify how H.323 can be used on ATM AAL5. H.323 can be used on ATM, by making use of an IP over ATM method. However, this would be less efficient than using AAL5 directly for the transport of the audio and video streams of H.323. Also, if the media streams were flowing on native ATM AAL5, they could be sent on a QOS based ATM VC. This Annex specifies the method of taking this approach. It retains the use of IP for the H.245 and H.225.0 communications to allow interoperability with H.323 terminals that are using IP over ATM for all streams. This interoperability with legacy H.323 terminals can be done without the use of a gateway if the terminal can send streams on UDP/IP on ATM, but it is likely to not have QOS available from the network.



This Annex is intended to be an Optional enhancement to H.323 endpoints to allow QOS based H.323 communications on ATM AAL5 networks.



Point-to-Point Conferencing

This Annex will specify methods such that point-to-point communications can be done between two H.323 terminals, using ATM AAL5 Virtual Circuits (VC’s) for the media streams. The protocol necessary for this setup will be specified, and methods described for using QOS, if available from the network.

MCU Based Multipoint 

This Annex will specify methods such that multipoint, MCU based communications can be done between two, or more H.323 terminals, using ATM AAL5 Virtual Circuits (VC’s) for the media streams. There is currently no support specified for the H.323 Decentralized Multipoint using ATM point-to-multipoint capability. This is left for further study.

H.323 Interoperability on ATM-AAL5

Interoperability can be specified by ensuring that the endpoint can create a connection to a peer terminal and then use that connection to conduct an audiovisual conference. In the case of specifying interoperability over ATM AAL5, this Annex will specify the methods that are either not specified, or are not plainly evident to one reading the H.323 specification. 

H.323 Interoperability with Terminal using IP over ATM

Interoperability can also be specified for the case of  interoperating with a terminal using a IP over ATM method for the entire H.323 connection. This Annex will describe methods that will allow the terminal to detect if support for the methods in this annex are present. It will allow the audio and video streams to occur on either native ATM AAL5 virtual circuit, or UDP, based Logical channels.

Architecture

The basic protocol architecture of the system is shown in � REF _Ref366341910 \* MERGEFORMAT �Figure 1� below. It uses IP on ATM for delivery of the H.225.0 and H.245 messages. It uses RTP/RTCP on AAL5 directly for the audio and video streams.

�

Figure � SEQ Figure \* ARABIC �1� - Architecture for H.323 on ATM-AAL5

Overview of System

The system architecture is designed to make use of H.323, and its component protocols, as they are specified. It is further designed to use commonly available services of ATM-AAL5 on currently available ATM equipment.

Interoperation with other ITU H Series Terminals

Interoperation with other H Series terminals shall be done through the use of gateway devices as described in H.323. Gateway vendors will need to support the methods described in this Annex, if they are to support the use of native ATM AAL5 VC’s on H.323 terminals. It should be noted that interoperation with other IP network based H.323 terminals does not require a Gateway.

H.225.0 and Q.931 on TCP/IP on ATM-AAL5

The H.225.0 and Q.931 is used on TCP/IP on ATM-AAL5 using one of the two IP on ATM methods mentioned above. The endpoint shall listen on the well known TCP ports identified in H.225.0. If the endpoint is being used on a LAN with a Gatekeeper, the endpoint should use the methods described in H.225.0 to discover and register with the Gatekeeper. This requires the support of UDP multicast. If multicast is not available on the network, the endpoint will have to be pre-configured with the Gatekeeper(s) address(es).



The methods outlined in H.225.0, combined with an ATM over IP method, shall be used to establish the H.245 control channel on TCP/IP on ATM-AAL5. The H.245 control channel will be used to setup all additional logical channels for the media streams to be used in the H.323 conference.



It should be noted that endpoints on a shared IP segment must be using the same IP on ATM methods in order to receive call notifications on the well known ports. If two endpoints are using different IP on ATM methods, they must use a bridging IP router to deliver the message.



If the ATM network has support for both IP on ATM methods, the preferred method shall be Classical IP over ATM as specified in IETF RFC 1577 because of its efficient handling of IP data. Terminals should first attempt to send the call notifications on a TCP connection using Classical IP over ATM. This does not preclude operation on LAN Emulation based ATM networks.

H.245 on TCP/IP on ATM-AAL5

Once the reliable H.245 control channel  has been established using methods described in H.225.0, additional channels for audio, video, and data are established based on the outcome of the capability exchange using H.245 open logical channel procedures. 



H.323 has the capability for the audio and video streams to be established on a different machine address than the H.245 control channels. This is fortunate since the TCP/IP channels are established on the machines IP address, and the audio and video are to be sent on RTP/RTCP on AAL5 directly. The following text is adapted from H.225.0:



Although the transport address for, say, audio and video, may share the same LAN address and differ only by TSAP identifier, some manufacturers may choose to use different LAN addresses for audio and video.  The only requirement is that the convention of Annex A/B should be followed in the numbering of TSAP identifiers  in the RTP session.



This capability is used to effectively establish the A/V streams separate from the IP based H.245 control channel on native ATM VC’s.

Addressing for A/V Streams

H.245 specifies the fields for the address PDU’s to contain an machine address and a port number. According to procedures outlined in H.225.0, for each logical channel opened for an audio or video stream, there is a corresponding RTP/RTCP port pair. The addressing is outlined in the sections that follow.



Transport Capabilities added to Terminal Capability Set

As an element for operation of  H.323 on ATM AAL5, an addition to the Terminal Capability set is described in this document. This includes transport level capabilities such as support for ATM AAL5, unidirectional usage of VC’s, bidirectional usage of VC’s, and ATM QOS types supported (UBR, CBR, VBR, etc.). Terminals that do not send this new capability parameter, shall not make use of the new methods described in this Annex.



The format of the capability parameters is described in section � REF _Ref374507562 \n �4.5�, below. {Editor’s note: this will refer to the appropriate section in H.245 that the protocol will be added to.}





ATM Machine Address

The ATM machine address should be given in the H2250LogicalChannelParameters of the H.245 OpenLogicalChannel. The mediaChannel field shall be filled with the 20byte NSAP-style ATM End System Address BCD encoding, as defined in the ATM Forum UNI 3.1. The RTP and the RTCP virtual circuits are opened as a single logical channel as described in H.225.0 using the same NSAP machine address. The format is specified in the protocol section below.



The use of E.164 for the address is not currently specified in H.245 or H.323/H.225.0. Therefore, its use is for further study.

BHLI Specification

The Broadband High Layer Information, used in the subsequent ATM call connection, is specified in the portNumber field of the OpenLogicalChannel message as described in H.245. A user specified BHLI shall be used and the HighLayerInfo field is what is sent in the portNumber H.245 parameter. The format of the BHLI primitive for ATM Forum UNI 3.1 is specified in the protocol section below. This is to enable the receiving side to associate the ATM VC with the proper RTP logical channel. If used, the separate RTCP ATM VC uses the HighLayerInfo plus one in the ATM connect signaling. 

BLLI Specification 

The Broadband Lower Layer Information field is not used. This must be signaled by setting the appropriate fields in the ATMF UNI 3.1 primitive to the value SAP_FIELD_ABSENT. The format for specifying this is shown in the protocol section below.



The BLLI primitives in ATM Forum Signaling 4.0 may be augmented in the future to allow code-points for H.323 terminals. When this occurs, this Annex will need to be revised to indicate this change.

Capability extensions for ATM Services

The H.245 capabilities exchange for H.225.0 may need to be extended to fully encompass ATM QOS support and relevant network capabilities. This exercise is left for further study in a future revision of H.245.

AAL5 Information Elements

The following text should be used to set the AAL5 parameters, specifying the information elements used for H.323. 



AALTYPE_1     = 1,   /* AAL 1 */

    AALTYPE_34    = 3,   /* AAL 3/4 */

AAL_TYPE =  AALTYPE_5

typedef struct {                     /* for UNI 3.0 */

    UCHAR   Subtype;

    UCHAR   CRBRate;

    USHORT  Multiplier;

    UCHAR   ClockRecoveryType;

    UCHAR   ErrorCorrection;

    UCHAR   StructuredDataTransfer;

    UCHAR   PartiallyFilledCells;

} AAL1_PARAMETERS;



typedef struct {                      /* for UNI 3.1 */

    UCHAR   Subtype;

    UCHAR   CRBRate;

    USHORT  Multiplier;

    UCHAR   SourceClockRecoveryMethod;

    UCHAR   ErrorCorrectionMethod;

    USHORT  StructuredDataTransferBlocksize;

    UCHAR   PartiallyFilledCellsMethod;

} AAL1_PARAMETERS;



typedef struct {

    USHORT ForwardMaxCPCSSDUSize;

    USHORT BackwardMaxCPCSSDUSize;

    USHORT MIDSize;

    UCHAR  Mode;                        /* only available in UNI 3.0 */

    UCHAR  SSCSType;

} AAL34_PARAMETERS;



ForwardMaxCPCSSDUSize = 1536

BackwardMaxCPCSSDUSize = 1536

AAL5_MODE  = AAL5_MODE_MESSAGE  (only used for UNI 3.0)

AAL5_SSCS = AAL5_SSCS_NULL 



The format for specifying this in ATMF UNI 3.1 is shown in the � REF _Ref366374974 \* MERGEFORMAT �AAL5 Information Elements� protocol section below.

A/V-RTP on AAL5 Message Mode

The ATM virtual circuits connections are established prior to sending any data on them. The connection establishment is triggered by servicing the OpenLogicalChannel primitive in H.245. The audio and video streams are then sent to the AAL5 SAP. The size of the Network Transmission Unit (NTU) must be known on both sides. The current suggested size in H.323 of maximum of 1536 bytes should be used.

Unidirectional VC’s

ITU-T H.245 usage in H.323 has no current required method to allow the use of the backward channel of bi-directional VC’s. Therefore the usage of only the forward channel is currently mandatory. The use of both directions of a ATM VC is optional. The audio and video streams will need to be sent on different VC’s in each direction. Therefore, each unidirectional channel requires two VC’s, one for RTP, and one for RTCP.

Using Bidirectional ATM VC’s (Optional)

Bidirectional ATM VC’s may be used for the A/V streams. The implementation will need to support the optional transportCapabilities field within the H2250LogicalChannelParameters.  As with any bidirectional channel the reverseLogicalChannelParameters in H.245 shall be used. If the OpenLogicalChannel command transport parameters indicate bidirectional channel usage, it shall also include parameters for the reverse logical channel. If the terminal does not include the transportCapabilities or indicates unidirectional channel usage, the endpoints then shall follow the procedures outlined for Unidirectional ATM VC’s.

 

If the bidirectional usage is indicated, the receiving terminal shall send an OpenLogicalChannelAck and then it must watch for an ATM VC to be opened by the other terminal. When ATM VC is completed, it may then use the reverse direction for the media type indicated in the OpenLogicalChannel command. The terminal that initiates the OpenLogicalChannel command is the terminal that shall open the ATM VC. If QOS is to be used, it shall indicated by use of QOS parameters that are passed in the OpenLogicalChannel command, as described later. 

 

If both terminals have uncompleted OpenLogicalChannel commands for the same media session, these are resolved using the master/slave methods described in H.245.

NTU Size

The suggested NTU size in H.323 is maximum of 1536 bytes as described above. The maximum NTU for ATM AAL5 is 64Kilobytes. The suggested size should only be changed if it is known to be more efficient network usage. A field is added in the proposed ASN.1 allowing the maximum NTU size to be specified up to 64Kilobytes. Using this new field, the NTU size can then be specified in the capabilities exchange in H.245 setup. The forward and backward maximum NTU size will be taken from the smallest of the local and remote values specified in the capabilities exchange. In the case of a point-to-multipoint virtual circuit, the forward maximum NTU size is the value given by the smallest of the local value or the value received from the MC. The backward maximum NTU size is zero in the point-to-multipoint case.

RTCP on IP over ATM

Using the existing mechanisms in H.245, it is possible to open the logical channel for the RTCP traffic on a UDP/IP connection, using IP over ATM methods. This would allow the number of ATM virtual circuits used for the conference session to be reduced.

RTCP on AAL5

RTCP may be used on AAL5 in the same manner that the audio and video streams are supported, except that a QOS ATM VC is not necessary for the RTCP stream, even if one is used for the A/V stream. The RTCP messages should conform to the usage outlined in H.225.0 for RTCP. The RTCP streams are used to monitor and report on network conditions, so that possible adjustments can be made to support efficient bandwidth usage.

QOS Considerations (Optional)

ITU-T H.323 states support only for non-QOS LANs. Therefore the direct use of QOS in the underlying network is outside the scope of the recommendation. This means there is no way to signal the desired use of QOS channels in the in-band messaging of H.323. This Annex will show how QOS-based ATM virtual circuits can be used for the audio and video streams of the H.323 connection.

QOS on Unidirectional ATM VC’s

ITU-T H.245 usage in H.323 has no current required method to allow the use of the backward channel of bi-directional VC’s. Therefore the usage of only the forward channel is currently required to be specified. Therefore, terminals may use only the forward direction of an ATM VC that has been opened. If this usage model is adopted, it will increase the number of ATM VC’s required for the conference, but may allow implementations to quickly adopt native ATM for the media channels.

QOS on Bidirectional ATM VC’s

In order to signal the use of bidirectional channels using QOS, the terminal sending the OpenLogicalChannel command shall use the transportCapabilities that have been signaled in H.245, which shall indicate the QOS to be used for the ATM VC. The terminal shall specify the optional reverseLogicalChannelParameters field in the OpenLogicalChannel. The capabilities parameters in the OpenLogicalChannel are used to derive the actual QOS needed for both directions. The case may arise that the terminal receiving the OpenLogicalChannel request cannot comply with the capability (and thus the QOS) that the sending terminal specified in the request. In this case, the sending terminal sends a OpenLogicalChannelReject, and then may send a new OpenLogicalChannel request. This request shall use new forward logical channel parameters that match its desired capabilities. The terminal should copy the initial calling terminals capabilities for the reverse channel parameters. The terminal that originated the accepted OpenLogicalChannel,  is responsible for opening the ATM VC(s).



Opening of Virtual Circuits

Support for QOS in the ATM virtual circuit is indicated at the time the virtual circuit is opened. If successful, the ATM network provides a guaranteed QOS for the lifetime of the opened virtual circuit. The actual level of QOS is determined by the data rate support, as explained in the overview of ATM AAL5 above. The most likely available candidate for QOS support for A/V streams is the use of a CBR channel. This is opened by using the proper Q.2931 Information Elements (IE) and the proper ATM Traffic Descriptor IE. The format for the proper primitives is given in the � REF _Ref374160560 \* MERGEFORMAT �Q.2931 Information Elements for QOS Support� protocol section below.

Use of CBR

The most likely available usage of QOS circuits is to use Constant Bit Rate (CBR) ATM VC’s for the audio and video RTP streams flowing on AAL5. The use of CBR can be accomplished by using the proper TrafficType field in the ATM Broadband Bearer Capability IE. The primitive is given in the QOS protocol section below. Use of other QOS VC types is for further study.

Setting the Proper Bandwidth

When a QOS ATM VC is used, it is important to set the proper parameters in the ATM Traffic Descriptor for the forward VC. The PeakCellRate and SustainableCellRate parameters can be derived from the capabilities exchange parameters. For video, the maxBitRate field can be used from the H261VideoCapability or the H263VideoCapability to determine the ATM Cell rate. For audio, the audio capability chosen implies the bit rate to be used. For example, the use of g711Ulaw64k suggests the use of a 64 Kilobit per second audio channel. Another example is that the use of g728 indicates the use of a 16 Kilobyte channel.



To convert bit rates to Cell rates, take the bit rate and divide it by 384(8x48).

Protocol Section

ATM UNI 3.1 Usage

ATM Address

The ATM address is ATM_NSAP in a 20 bytes format in the NSAP-style ATM Endsystem Address scheme. Using ATM Forum UNI 3.1 the address will be specified as follows:

Field Name�Value�Meaning in ATMF UNI 3.1��AddressType�ATM_NSAP�NSAP-style ATM Endsystem Address scheme.��NumofDigits�any�field is ignored for ATM_NSAP case.��Addr�ATM Addr�BCD coding of NSAP-style AESA as in ATMF UNI 3.1.��Use of E.164 addresses is currently not supported.

ATM BHLI

The BHLI is user specified and contains the VC association identification number. Using ATM Forum UNI 3.1 the primitive will be as follows:

Field Name�Value�Meaning in ATMF UNI 3.1��HighLayerInfoType�BHLI_UserSpecific�User Specified BHLI.��HighLayerInfoLength�0x08�Next field is 8 bytes long.��HighLayerInfo�VC Association�Signals VC association number to be used for current Logical Channel.��

It should be noted that the portID field in H.245 is only 16 bits in length. For this reason, only the lower 16 bits are used in the BHLI HighLayerInfo.



The VC Association number is used to open the ATM VC for the RTP media streams. The RTCP data may flow on the VC opened with the VC Association number plus 1, or on a UDP connection with a port number equal to the VC Association plus 1.

ATM BLLI

The BLLI is not used. This is specified by setting the appropriate fields in the BLLI primitive to the value to indicate SAP_FIELD_ABSENT. Using ATM Forum UNI 3.1 the primitive will be as follows:

Field Name�Value�Meaning in ATMF UNI 3.1��Layer2Protocol�SAP_FIELD_ABSENT�BLLI Layer 2 is not used.��Layer2UserSpecifiedProtocol�any�field not used.��Layer3Protocol�SAP_FIELD_ABSENT�BLLI Layer 3 is not used.��Layer3UserSpecifiedProtocol�any�field is not used.��Layer3IPI�any�field is not used.��SnapID�any�field is not used.��Unused fields should be set to all zeros.

AAL5 Information Elements

The AAL5 parameters information elements are described in Section � REF _Ref366374974 \n �3.4.4� -� REF _Ref366374974 \* MERGEFORMAT �AAL5 Information Elements�. Using ATM Forum UNI 3.1 the primitive to specify the AAL_PARAMETERS_IE will be as follows:

Field Name�Value�Meaning in ATMF UNI 3.1��AALType�AALTYPE_5�AAL5 is to be used.��ForwardMaxCPCSSDUSize�Value from H.245 MaxNTUSize Cap exchange.�Max Forward NTU is smaller of local and remote H.245 MaxNTUSize Cap.��BackwardMaxCPCSSDUSize�Value from H.245 MaxNTUSize Cap exchange.�Max Backward NTU is smaller of local and remote H.245 MaxNTUSize Cap. Zero is used for point-to-multipoint connections.��SSCSType�AAL5_SSCS_NULL�SSCS layer is a null layer.��Q.931/H.245 Usage

The establishment of a H.323 call using ATM AAL5 is done in a manner similar to using H.323 totally on IP. The difference is that the completed OpenLogicalChannel exchange in H.245 should result in 2 virtual circuits being established on the ATM AAL5 connection. One VC is for the RTP traffic, and one is for the RTCP traffic. This means that the H.245 acknowledged OpenLogicalChannel should cause a explicit connection to be made at the ATM layer. This is illustrated in � REF _Ref374419794 \* MERGEFORMAT �Figure 2� and � REF _Ref374419835 \* MERGEFORMAT �Figure 3� below for the unidirectional VC usage and the bidirectional VC usage respectively.

�

Figure � SEQ Figure \* ARABIC �2� - H.323 call establishment showing ATM effect. ATM VC’s used unidirectionally.

�

Figure � SEQ Figure \* ARABIC �3�- H.323 call establishment showing ATM effect. ATM VC’s used bidirectionally.

It should be noted that the ATM Virtual Circuit Opens will occur in only one direction if bi-directional VC’s are used. In this case, the terminal acknowledging the OpenLogicalChannel will merely bind the RTP session to the underlying ATM connection(s) using the VC Association number(s).



{Editor’s Note: The above scenario for Unidirectional VC usage causes 8 ATM VC’s to be opened for a point-to-point A/V conference. Through the use of bidirectional VC usage, this number reduces to 4. It should be noted that it is possible to reduce the number further. The RTCP traffic can be sent on the same VC as the RTP traffic, without additional multiplexing. This is because the choice of dynamic payload numbers is restricted when used with the RTP marker bit to be in the range that does not creates a number that collides with defined RTCP packet types (currently the range 200-204). This could lower the VC count to 2 VC’s, one for video and one for audio. If the video and audio were also sent on the same VC, this would effectively reduce the number of VC’s to one per point-to-point connection. This is possible because the RTP and RTCP  headers can be used to de-multiplex the packets. It was also pointed out at the Boulder meeting that the RTCP logical channel could be opened on an UDP/IP connection thus using only two bidirectional VC’s that are only carrying media. The signalling is already in place to specify the logical channel at a different address than the corresponding RTP LC.}

RTP Usage

Usage of RTP on H.323 is outlined in Annex a of H.225.0. The use of RTCP is currently required for all H.323 connections, and therefore is required even when using a CBR virtual circuit.

Interoperation with H.323 on IP 

Since the H.225.0 and H.245 connections are on TCP/IP, the terminal will be able to receive calls from any terminal that is properly connected to the network. It is possible that H.323 terminals will be used, on ATM,  that do not support the methods described in this Annex. They will strictly follow the methods for usage on UDP for the A/V streams. In this case, the remote terminal will refuse to open the LogicalChannel using the native ATM addressing. If this occurs, the local terminal can then use UDP on a IP on ATM method to communicate the streams to the remote terminal.



The protocol to OpenLogicalChannel using native ATM AAL5 VC’s for A/V streams should only be used if the Capabilities have indicated that the ATM AAL5 network services are supported. This is through the use of a new capability parameter that is proposed. If this capability parameter is not present in the Terminal Capability Set, then the terminal should only use OpenLogicalChannel using UDP/IP over ATM. This will insure that the terminal can communicate with other terminals that support H.323, but may not support the methods in this Annex.

Proposed Addition to Terminal Capability Set 



The following structures provide signaling for capabilities associated with transports.  These structures are harmonized with previous proposal AVC-1019 from Eibsee Germany. {Editor’s note: This section should be added to H.245}



H2250Capability	::=SEQUENCE

{

	maximumAudioDelayJitter	INTEGER(0..1023),	-- units in milliseconds

	receiveMultipointCapability	MultipointCapability,

	transmitMultipointCapability	MultipointCapability,

	receiveAndTransmitMultipointCapability	MultipointCapability,

	mcCapability	SEQUENCE

	{

		centralizedConferenceMC	BOOLEAN,

		decentralizedConferenceMC	BOOLEAN,

		...

	},

	rtcpVideoControlCapability	BOOLEAN,	-- FIR and NACK

	mediaPacketizationCapability	MediaPacketizationCapability,

	...,

	transportCapability	TransportCapability OPTIONAL

}



ATMParams	::=SEQUENCE

{		

       maxNTUSize	INTEGER(0..65535),        --units in octets

	uBR		BOOLEAN,                       --unspecified bit rate

	vBR		BOOLEAN,                       --variable bit rate

	cBR		BOOLEAN,                       --constant bit rate

	…

}

QOSCapability	::=SEQUENCE

{

		rsvpParams	RSVPParams OPTIONAL,

		atmParams	ATMParams OPTIONAL,

		...

}



MediaTransportType	::=CHOICE

{

	IP-UDP		NULL,

	IP-TCP		NULL,

	ATM-AAL5-UNIDIR	NULL, -- virtual circuits used as unidirectional 

	ATM-AAL5-BIDIR	NULL, -- virtual circuits used as bidirectional

	…

}



MediaChannelCapability	::=SEQUENCE

{

		mediaTransport	MediaTransportType  OPTIONAL,

			...

}



TransportCapability	::=SEQUENCE

{

  	nonStandard            	NonStandardParameter OPTIONAL,

	qOSCapabilities	SEQUENCE OF QOSCapability OPTIONAL,

	mediaChannelCapabilities	SEQUENCE OF MediaChannelCapability OPTIONAL,

	...

}



H2250LogicalChannelParameters	::=SEQUENCE

{

	nonStandard	SEQUENCE OF NonStandardParameter OPTIONAL,

	sessionID	INTEGER(0..255),

	associatedSessionID	INTEGER(1..255) OPTIONAL,

	mediaChannel	TransportAddress OPTIONAL,

	mediaGuaranteedDelivery	BOOLEAN OPTIONAL,

	mediaControlChannel	TransportAddress OPTIONAL,  -- reverse RTCP channel

	mediaControlGuaranteedDelivery	BOOLEAN OPTIONAL,

	silenceSuppression	BOOLEAN OPTIONAL,

	destination	TerminalLabel OPTIONAL,

	

	dynamicRTPPayloadType	INTEGER(96..127) OPTIONAL,

	mediaPacketization	CHOICE

	{

		h261aVideoPacketization	NULL,

		...

	} OPTIONAL,

	...,

	transportCapability	TransportCapability OPTIONAL 

}



ATM QOS Support (Optional)

The following protocol should be used if the audio and video RTP streams are going to flow on QOS based ATM VC’s.

Q.2931 Information Elements for QOS Support 

If the RTP streams are to be established on a QOS ATM VC, the following Q.2931 IE structure must be used in the list of concatenated Q.2931 IE structures. If no QOS is to be used the structure is not included. The format for the ATMF UNI 3.1 primitive for the Q.2931 IE is as follows:

Field Name�Value�Meaning in ATMF UNI 3.1��IEType�IE_QOSClass�QOS is to be used.��IELength�size of PDU�Size of all fields of the Q.2931 IE.��IE (array)�AAL5 IE�as listed above.��ATM Broadband Bearer Capability Information Element

If the RTP streams are to be established on a QOS ATM VC, the TrafficType in the ATM Broadband Bearer Capability IE structure must be used to indicate the QOS desired. The possible values are shown below:

TrafficType�Meaning in ATMF UNI 3.1��TT_NOIND�No indication of traffic type (no QOS or ‘best effort’).��TT_CBR�A CBR QOS channel is to be used.��TT_VBR�A VBR QOS channel is to be used.��The use of VBR ATM VC’s are left for further study.



Use of UNI 4.0

Currently UNI 4.0 is not finalized by the ATM Forum. It has many useful features that will make multipoint conferences possible. In particular, it has a leaf initiated join primitive. This will need to be accommodated  in a future version of this Annex.



{Editor’s Note: It is also desired to obtain code-points for H.323 in signaling for the BLLI for ATMF signaling 4.0. This should be done through liaison with the ATM Forum.}

Overview of ATM-AAL5



The following section is a brief overview of ATM AAL5. It is included here for informative purposes as an Appendix to the preceding Annex. The information in this section is intended to be consistent with ITU-T I.361 and I.363. These standards are included now by reference.



ATM moves information at the ATM layer in cells that are 53 bytes in length. Five of those bytes are for the ATM cell header, and 48 bytes are the ATM service data unit (ATM-SDU). An ATM Adaptation Layer (AAL) enhances the service provided by the ATM layer to support functions required by the next higher layer. The AAL performs specific functions that are required by the user, control and management planes and supports the mapping between the ATM layer and the next higher layer. The AAL receives information from the ATM layer in one or more 48 byte ATM-SDU. It also passes information to the ATM layer in the form of a 48 byte ATM-SDU. An AAL uses a specific combination of a segmentation and reassembly (SAR) sublayer and convergence sublayer (CS) to provide different service access points (SAPs) to the layer above the AAL.



AAL5 has the CS subdivided into two parts, the Common Part CS (CPCS) and the Service Specific CS (SSCS) as shown in � REF _Ref366334802 \* MERGEFORMAT �Figure 4� below.

�

Figure � SEQ Figure \* ARABIC �4� - Structure of AAL5

AAL5 provides the capabilities to transfer the AAL-SDU from one AAL user to another AAL user through the ATM network. The Service Access Point (SAP) above the CS is known as the AAL-SAP. The SAP below the SAR is called the ATM-SAP. There is a one-to-one relationship between an AAL-SAP and an ATM-SAP on a per-virtual circuit basis.



AAL5 provides the capabilities to transfer the AAL-SDU from one AAL-SAP to one other AAL-SAP through the ATM network in a point-to-point connection. AAL5 users will have the capability to select a given AAL-SAP associated with the QOS required to transport the AAL-SDU (for example, delay and loss sensitive QOS). This is shown in section a of � REF _Ref366336110 \* MERGEFORMAT �Figure 5� below.



AAL5 in non-assured operation provides the capability to transfer the AAL-SDUs from one AAL-SAP to more than one AAL-SAP through the ATM network in point-to-multipoint connections. This is shown in section b of � REF _Ref366336110 \* MERGEFORMAT �Figure 5� below.
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Figure � SEQ Figure \* ARABIC �5� - AAL5 Connection types.

The AAL type 5 makes use of the service provided by the underlying ATM layer. Multiple AAL connections may be associated with a single ATM layer connection, allowing multiplexing at the AAL; however, if multiplexing is used in the AAL, it occurs in the SSCS. The AAL user selects the QOS provided by the AAL through the choice of the AAL-SAP used for data transfer.

Mode Support

Two modes of service are defined for AAL5 in ITU-T I.363. These are Message Mode and Streaming Mode. The ATM Forum UNI 3.1 only specifies support for message mode. Most common ATM network interface cards (NICs) only provide Message mode in their AAL5 support. Therefore we will only address the use of message mode on AAL5 in this Annex.

Message Mode Description

The characteristics of Message Mode service is given below as adapted from ITU-T I.363:

Message Mode service – The AAL Service Data Unit is passed across the AAL interface in exactly one AAL Interface Data Unit (AAL-IDU). This service provides the transport of fixed size or variable length AAL-SDUs.

i)	In case of small fixed size AAL-SDUs, an internal blocking/deblocking function in the SSCS may be applied; it provides the transport of one or more fixed size AAL-SDUs in one SSCS-PDU.

ii)	In case of variable length AAL-SDUs, an internal AAL-SDU message segmentation/reassembling function in the SSCS may be applied. In this case a single AAL-SDU is transferred in one or more SSCS-PDUs.

iii)	Where the above options are not used, a single AAL-SDU is transferred in one SSCS-PDU. When the SSCS is null, the AAL-SDU is mapped to one CPCS-SDU.



Data Rate Support (UBR, CBR, VBR)

An ATM network simultaneously transports a wide variety of network traffic -- voice, data, image, and video.  It provides users with a guaranteed quality of service (QOS) on a per Virtual Channel (VC) basis. ATM provides for three levels of QOS for bearer traffic delivery of ATM-SDUs on a VC. These are Constant Bit Rate (CBR), Variable Bit Rate (VBR), and Unspecified Bit Rate (UBR). The QOS for a VC is assigned at the creation of the VC.



All ATM equipment supports UBR. This is effectively best effort delivery, not providing any true QOS. Nearly all ATM equipment supports CBR. This requires the specification of a peak bandwidth (PB) that will be used on the VC. Any data sent at a rate greater than the PB is not guaranteed to be delivered. Any buffering that is required for data rate adjustment must be done at the endpoints of the ATM SAP. Some ATM equipment supports VBR. It allows the rate of delivery at the ATM SAP to vary. 



IP on ATM

Initial uses of ATM networks in the enterprise are for traditional LAN traffic. To aid in the rapid adoption of ATM, it was desired to allow the ATM network to be used for IP traffic. To this end two proposals have gained popularity. These are firstly LAN Emulation (LANE), proposed by the ATM Forum, and secondly Classical IP over ATM, proposed by the IETF. It is unfortunate that the two methods cannot communicate directly with each other on a shared IP segment. There must be a bridging router to enable two endpoints, using different IP on ATM approaches, to communicate with each other. 

LAN Emulation - ATM Forum

LAN Emulation  allows traditional LAN protocols, including IP based protocols, e.g. IPX, SPX, TCP, UDP, etc., to be used on ATM. It actually emulates an Ethernet LAN to the software on the computer using the network. It effectively hides the fact that ATM is being used for the network traffic. A serious drawback to this method is that it is done in such a way that the LAN traffic cannot use the QOS capabilities of the ATM layer. Since the LAN traffic cannot embrace QOS, it cannot run RSVP on the IP routers.

Classical IP over ATM - IETF

Classical IP over ATM is designed to allow IP protocols, e.g. TCP,UDP,  to be used on ATM. This method shares the serious drawback with LANE, that it is done in such a way that the LAN traffic cannot use the QOS capabilities of the ATM layer. It allows use of a classical IP router infrastructure to manage traffic on the LAN, but does not use QOS in the ATM layer. It also cannot embrace RSVP. ATM VC’s are used at the lowest layer to move data between endpoints and routers.
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