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Introduction


The purpose of this document is to propose MC+ MP Cascading in H.323.  This document motivates the need for the addition of cascading to Revision 2 of the H.323 standard.  The proposal discusses a hierarchical model, allowing a Master MCU to be dynamically determined or predetermined prior to conference commencement.  The work draws upon the model expressed in the T.120 standards for ease of supporting Audio/Video and T.120 Data conference topologies as well as preparing for eventual harmonization with the T.130 series.  This proposal also supports cascading with H.320 MCUs through a H.320/H.323 gateway. This scope of this document is limited to cascading of  H.323 MCUs (MC+MP). Control procedures are modeled upon H.243 cascading, but a number of suggestions will be made based on experience implementing H.243 cascading to make some mechanisms more efficient. As a result some suggestions will be detailed for the next revision of  H.245[3]. 





H.323 revision 1 [1], includes a description of three multipoint conference models: centralized, hybrid, and decentralized.  The position taken for this proposal is that the cascading is of limited value for decentralized multipoint conferences.





Another factor also is the conference model used. There are two models: fully centralized and centralized with multicast video. It is our position that cascading isn’t applicable to Decentralized conferences.
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Motivation


It is a VideoServer position that there are a number of strong topological justifications for H.323 MCU cascading.  Three examples are enumerated and described below:





Large centralized multipoint conferences where all participants have full H.323 terminal capabilities and are active participants in the conference.


Efficient connection of conferences containing large numbers of both H.323 and H.320 terminals.


Bandwidth savings in cases where there is large geographic distance and limited bandwidth between communities of connected terminals.





The H.323 standard must provide for conferences with a large number of active participants. In contrast, H. Loosely-Coupled Conferences[8] describes a conference organized among a small number of active participants in a panel and a large passive audience of receive only terminals. Adoption of H.323 MCU cascading will provide the mechanism for scaling centralized multipoint conferences beyond the resources available on a single MCU.





For conferences where there are large groups of both H.320 and H.323 users it is highly desirable to serve each community with an MCU optimized for the terminal type.  In this topology the communities would be connected through a single gateway carrying the cascaded media and control streams, thus reducing the amount of gateway resources necessary.  





Finally, in large conferences where many H.323 terminals are geographically separated,  operational costs can be reduced by connecting to a local H.323 MCU and cascading that MCU with another H.323 MCU by making a single long distance call for the cascaded link.





Clearly, there are many variations on the above points. In conclusion, the intent has shown some very  compelling advantages to defining cascading for H.323. 


Hierarchical Model


In this section we define cascading to be the connection of  2 or more H.323 MCUs or the connection of an H.323 MCU with a H.320 MCU through a gateway.  In this model, the Master MCU is at the root of the tree. There shall be only one Master at the root any time. All other MCUs are designated as Slaves and/or intermediate Masters.





Although there is only one “real” Master for the entire hierarchy, every tier of MCUs will regard the MCUs in the upward direction of the tree as its Master. In this model all Slaves forward any requests they receive from a lower leaf node MCUs upward until the request finally gets to the root.  Thus, in every pair of MCUs connected to each other, one is a Slave and the other is its Master. The intermediate Masters are in turn Slaves to other Masters in an upper tier.





In the next sections, the term Master is used to mean either the intermediate Master or the root Master. When it is intended as the root Master then it is explicitly stated as such.  Thus, the following definitions:





Root Master:  The Master at the root of the tree and the MCU that makes the ultimate decisions in the conference (like start video switching, token handling..)





Intermediate Master: MCUs that are not at the root of the tree, but are also not the last tier in the hierarchy. These Masters are also Slaves to MCUs in an upper tier. 





Slave: All MCUs excluding the root Master. Slaves can be intermediate Masters to Slaves in a lower tier.





Both intermediate Masters and Slaves should behave as Master and Slave at the same time depending on whether they are dealing with MCUs in upper or lower tiers.


Master/Slave MCU Determination


The following steps are done when 2 MCUs connect to each other, after the call setup completes.





Both MCUs exchange caps and acknowledgments.


Both MCUs will send the Master Slave PDU and use terminal type of 240. This means that both MCs are active and can not become inactive.


The following cases apply whether the 2 MCUs connected are both H.323 MCUs or one is H.323 MCU and the other is H.320 connected through a gateway. The gateway will know that the H.320 MCU is the predetermined Master by receiving the two H243 commands “MCC” and “MIM”. These mean “I am an MCU” and “I am the Master” respectively. If and once the gateway receives these commands it starts the Master Slave with the H.323 MCU and it would use the terminal type of 240. For the sake of simplicity, in the next bullet items, you can view the combination of gateway and the H.320 MCU as a h323 MCU.


The Master has been pre-determined: In this case the pre-determined Master will reject the Master Slave request from the other MCU with an error code “PRE-DETERMINED MASTER”. The other MCU once receiving that error it will go back to the idle state and NOT try again. It will declare itself the Slave by sending the Master the command “SLAVE MCU”. The Master will send to the Slave “MASTER MCU”. Neither the Master or Slave should send the Master/Slave designation command before the Master Slave procedure is done.


The Master has been pre-determined and both MCUs have this status:  Dealing with this case is left to the manufacturer. Two possible approaches: Either drop the call and alert the system administrator to the conflict, or do Master Slave determination and the winner becomes Master and the looser forfeits his Mastership role to become Slave.


The Master is NOT pre-determined and neither MCU has the Master status: The winner of the MSD becomes the Master and sends “ MASTER MCU”. The Slave sends “SLAVE MCU”


The Master is NOT pre-determined and both MCU has the Master status: The winner of the MSD remains the Master and sends “ MASTER MCU”. The looser sends “SLAVE MCU” and becomes the Slave. 





Terminal Numbering


A terminal number consists of an mcu# and a unique terminal number. The combination of both will give this terminal a unique identifier through out the conference. Every MCU is responsible of assigning terminal numbers to its terminals. Also the Master MCU must assign numbers to Slaves connected to it. The numbering rules follow:


A singular MCU (that is the MCU not connected to any other MCU) will have the MCU number of 1.


The Root Master MCU will always have MCU number of 1.


The Root Master MCU will assign a unique MCU number to any Slave MCU that connects to it directly or indirectly. The Root Master MCU will always retain its MCU number as 1.


The Slave after receiving the new MCU number assignment will send a command to all terminals with the new MCU number. If the Slave is an intermediate Master then it has to request the Root Master MCU assignment for its Slaves.


The terminals/Slaves upon receiving the new number will change any reference of the old MCU number to the new one.


All Slave MCUs will refrain from requesting the terminal list and site names until the new assignment procedure is done.


The Root Master MCU will also refrain from asking for the terminal list from that Slave until it has sent it the new assignment.


Terminal Lists and Site Names


This section assumes that the terminal names will be sent in the H245 channel. A Slave MCU should not ask for the terminal list unless it had received the new MCU assignment from the Master and it had propagated that to the terminals/Slaves. A Master should not ask for the terminal list unless it had sent the new assignment to the Slave.





Terminal lists contain a list of numbers that represent terminals in the conference.  These numbers are meaningless to the human viewing this list on his terminal, if there are no  names associated with them. An H.323 entity that is capable of asking and receiving terminal names should not ask for the terminal list. Rather it should send one command to its MCU asking it to send ALL terminal names. This procedure will reduce the control traffic from the similar procedure in H.243. This will result in a new H.245 command. However, to keep compatibility with H.320 MCUs and terminals that do not support the “give me ALL site names” request, an H.323 MCU should support the conventional request “give me the name of site <M#,T#>” and should respond with only that site name.





The MCU will respond by sending the terminal names and the <mcu#,terminal #> associated with it. (I think we should leave it up to the terminal to decide whether to send one or more in a PDU!!)The terminal/MCUs, upon receiving the terminal names, should add it to the terminal list that it is building. At the end the terminal will have a complete terminal list and names. This is much more efficient than asking for the terminal list first and then the site names for every terminal that shows up in that list.


Conference Media Handling


This section will illustrate the handling of audio and video streams in cascaded conferences.  In this proposal, we address two cases:





Centralized conference utilizing IP Multicast for broadcast media mixes[7]


Centralized conferences utilizing only unicast for broadcast media streams.





T.120 data flows are not discussed.  The flows are well described in the appropriate T.120 specifications.  Previous contributions from Picturetel [9] describe behavior where the T.120 and H.323 hierarchy match.  It is assumed that this follows for cascaded conferences as well.


Centralized Conferences utilizing IP Multicast


In this model the terminals send their audio and video to the MP of the MCU. Every MCU will:


Mix the audio and come up with a global mix that will be sent on the multicast channel to all users except the people in the mix - so they do not hear themselves..


Build a local mix for every terminal in the global mix. This local mix is sent to the global mix users on the unicast channels. It also tells the global mix terminals to pick up from the unicast channel.


Pick a video source and send that source’s video packets to the multicast channel


Tell the video source to pick up it’s video from the unicast channel.





The subsequent sections describe video and audio media stream data flows


Video Channels


Figure 8-1 illustrates how the MCUs are connected. After the connection between the Master and the Slave has completed:


All  terminals on the Slave and the Master listen to the Master’s multicast channel


The Slave MCU’s multicast channel is closed.


A unicast video channel is open between the Master and the Slave in both directions. 


A unicast channel is opened between all MCUs and their terminals.  Masters tell the Slaves, and Slaves tell terminals when to pickup the video from which channel. 
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Audio Channels


Figure 8-2 illustrates how the MCUs are connected. After the connection between the Master and the Slave is opened:


The multicast channels for both the Master and the Slave are confined to the entities connected to them directly. Terminals connected to the Slave can not listen to the Master’s multicast channel.


The Slave opens a  multicast channel to its terminals.


The Master opens a multicast channel to its terminals.


A unicast audio channel is opened between the Master and the Slave in both directions. 


All MCUs open a unicast audio channel to their terminals.
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 Audio Mixing


The rules for audio mixing in this model are straightforward. Every MCU:


Mixes the audio from terminals, gateway and MCUs and come up with a global mix that will be sent to all users except the terminals in the mix - so they do not hear themselves. The global mix is sent on the multicast channel.


Comes up with a local mix for every terminal in the global mix. The local mix is the global less the terminal. This local mix is sent to the global mix terminals on the unicast channel.


The end result is that terminals on every MCU potentially hear the audio from the cascade links as well as other terminals on its MCU.


Fully Centralized Conference


In this model the terminals send their audio and video to the MP of the MCU. The media channels have the following properties:


The Master and Slave have the unicast channels open towards each other.


No multicast channels are in use.


Only unicast channels are used between H.323 MCUs and other H.323 MCUs/gateways.


Video And Audio Channels


After the connection between the Master and the Slave has completed both Slave and Master have the unicast media channel open with their terminals and other MCUs.  Figure 8-3 and 8-4 depict the data flow for centralized audio and video, respectively.
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Audio Mixing


The rules for audio mixing in this model are as follows. Every MCU:


Mixes the audio from terminals and MCUs and create a global mix that will be sent to all users except the terminals in the mix - so they do not hear themselves. The mix is sent on the unicast channels.


Comes up with a local mix for every terminal in the global mix. This local mix is sent to the global mix terminals on the unicast channels.


The end result is that terminals on every MCU potentially hear the audio from the cascade link as well as other terminals on its MCU.


Video Switching 


The goal is to find one unique video source in the conference independent of whether unicast or multicast is employed. This video source is seen by all other terminals in the conference. This section describes the steps that the Master and Slave have to take so the video is switched smoothly.





The Master selects a video source through voice loudness comparisons.


The Master indicates to the video source that it has been selected as the video source.


The Master indicates to all other terminals/MCUs that they are not selected as the video source.


The Slave MCUs that are not connected  to the video source, pick up the video from their Master.


The Master sends a Freeze to all connections which connected Slave MCUs propagate to their terminals.


In the centralized model with multicast Video, if the video source is on a Slave, the Slave tells the video source terminal to switch to the unicast channel. The Slave also picks up the video from the video source and sends it off to the Master.


The Master, after waiting for some time, takes the video from the video source and switches it to all other terminals/MCUs in the conference. The Master then sends a Fast Update request to the source. If the video source is connected to a Slave then the Slave should forward the Fast Update to the video source. Note that all Slaves/Intermediate Masters should propagate the Fast Update until it finally reaches the video source terminal.


In the centralized conference model with multicast video, the MCU, regardless of whether it is Master or Slave, directs the video source to pick up from the appropriate unicast or multicast channel.
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