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Cell Delay Variation (CDV) in ATM Networks

1. Introduction

Dehymamnmmbhumﬁrmbjmofmﬁmmmmplmﬁngmmvich‘l‘Mmspmm
well as in academic, research, and standards organizations. The delay performance of the ATM network
includingixsmiationsﬁmncenmccll(CellDehyVmiaﬁm.CDV)shwldsaﬁsfymcmquiremmtsofw
users at the application layer. CDV is a fundamental aitribute of ATM wransport. It is principally caused by
mmmmxmmmmmemumqm,ormWem

In providing a CBR service, an esseatial function of the receiving AAL entity is to absord the CDV in such
a way that the resulting bit seam would satisfy the CBR jite requirements. CBR services envisioned to
be transported over the ATM networks such as voice snd MPEG video are especially sensitive to CDV
characieristics® . Design of the recciving AAL eniity for such applications requires insight into the
nature of CDV for all ATM cells belonging to the larget connection.

CDV between two measurement points (MPs) can be considered as a random variable and i$ dependent on
the number of switches, moltiplexers, cross connects, and the design of these intervening COMPONENEs. Cell
Delay Variation is defined in 1.356 Recommendation™ in two related ways as follows.

1-point Cell Delay Variation

1-point CDV, y; for cell k, at an MP is defined = the difference between the cell’s reference afrival time
(c,) 20d actual arrival time (a,) at the MP. The reference arrival time patteq () is defined as follows:

co=a0 =0,
4))
T when  cy2ay

™ .
ag+T otherwise,

where T is the peak emission interval.

2-point Cell Delay Variauon

The 2-paint CDV (vs) for cell k between MP, and MP, is defined as the difference between the absoluie
cell transfer delay (x)) of cell k between the two MPs and a defined reference cell transfer delay (d4,2)
between the same two MPs.

vi=x—d) 2 2
The shape and span of the distribution of v; is the same as the distribntion of x,. The specification of 2-

poimCDYobjecﬁmwinuin\emsofmandlowerqwﬁhs. The specified upper and lower quantle
values may depend on the negotiated peak cell mate.
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2. Previous Work 10 Characterize COV

Through a systematic approach AT&T has tried 1o charscterize delay and CDV in ATM networks. Other
companics have also produced simulation results with different seis of assumptions on (he number of
swilches, ralfic mix and truak wtilization. In the following paragraphs we sammarize the results of other
contributors. We then present AT&Ts simulation work,

Shah!*! concludes through the simulation work carried o a1 Northern Telecom Inc that:

. mmmmymmmnmmcnvmmwwmmm.
« For pure CBR with heterogeacous connections some CDV build-up will be observed.

« For CBR connectons in which CDV already exist before entering the netwark CDV build up will be
observed.

¢+ The magnitde and distribution of cell delay variation depends oa the type of connections sharing the
link, the amount of CDV already present, and the trunk utilization.

In NT's simulation wark eight nodes are assumed for the end-10-end connection. Two different udlizauons
{100% and 80%) have been considered. All sources except the target connection are dropped al cach stage
and fresh traffic sdded ai (he pext stage in one configuraticn. In another trial S0% of the trafiic is dropped
ot cach sage with the other 50% at the next stage composed of fresh uaffic. Tho somrces were considered
mbeindepaﬂulmmekuzf&cwasgenemadusingmefoﬂowingmodcls:

« Deterministic arrivals (no CDV)

o Uniform Interarrival time (L&, The inier amrival time uniformly distributed over {T-x,T+x), where T is
the reciprocal of the peak cell rate of the connection.

Shab has used the inter arrival time berween the cells at the receiving end as a measure of CDV. This is
peither 1-point CDV nar 2-point CDV as defined in 1356. Howcver it can be related W those parameters.

Jasves™, in an ongoing simulstion work at Fujisu Network Switching, concludes that: Tt is possible t
estimate the CDV far an ATM petwork based on the Bellcore specifications®). He assumes an exponential
distribution for the "waiting time® fit 1o these requirements. Delay in different links in the connection are
assumed independent, This will allow the conclusion that the end-to-end delay distribution can be
calculated through couvolution of the component delsy distributions. With this assumption the end-wo-end
delay distribution will be Erlang, Based oo this approximation Jarreu estimated that CDV for a network of
nine switches is less than 400 microseconds. He takes the difference between the 107'%t: quantife point of
the delay distribution and the average delay as the definitson for CDV.

In the next section we prescni the AT&T's ongoing simulation effar. CDV hese is calculated as the
difference between an upper and a lower quantile paint

3. Sinudation Modei

The ATM network is assumed to consist of cormected ATM links, switches, and cross connects. ATM
switches are assumed (o have buffers at the output for each outgoing trunk. We assume that the connection
under consideration can be modeled as the concatenation of several links in an end-to-ead configuration as
shown in Figure 1.
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Figure 1. Model used in delay characierization

Various mixes of affic can enter and keave at cach iniermediate node. The end-to-end delay consists of
mgﬁondelay,swhchingmdqmingdclsymddelaycmndinsmlheCRCdned:andA‘l'Mhyer
ions. An end-to-end connection is assumed to waverse between 1-20 switches. The qucues for the
oatgoing trunks use the FCF$ discipline. For simplicity it is assumed that the only qoeuing processes are
for the output trunks.
31 Question of Independence
Asmmhlgnlinksinmmdwdmedionwcdwmmmaybyaddingmuibuﬁuu&mnmh
link as follows:

it
Kepia ™Ky X2+ En= LK k)]
i

If we assume that x; mmdependulwemwﬁmmwﬂmofuwmd-mdddayas:

6’.:-:'-‘-‘50'7‘ @)

iwl
wauﬂt\uamnemaanmﬁnkSmidmﬁanydismWeqnaﬁM4 will reduce to0

0%-1:""5:; B))
Taking the square rooi of both sides of this equalion we get:

G.‘Q'J;mx (6)

lfCDVisreprmwdnammmﬂedﬂnmduddwhﬁono{ddny.mﬁon6mbeuudwﬁndend—
w-cod CDV. This will be presented in a laier contribution. The above argument is based oo the
indepaxl«\oeammpﬁonbawmvxionsﬁnksmmccmmcﬁou. We altempted to verify this assumption
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by cakutation of the carrelation coefficicnl between delay in successive links of a simulation. Figure 2
presents this correlation coefficient as a function of the utilization relative (o the traffic from other sources
entering at intervening switches. The larget connection is assumed o be submerged in 3 mix of wraffic
which is Poisson distributed and is replaced by fresh traffic at the downstream node.

L o = | T

80 & % 95 100
Utilization for Chanoed B

Figare 2. Cocfficient of Correlation between two successive network links

In this figure Channel B represents the 1ol traffic from other sources. It is noticed that the corrclation
coefficient approaches zeco as the B-channel utilization gess large. Although diminishing of the correlation
coefficient is the necessary condition for independence it is not sufficient. Moreaver it is noted that as the
target channel comprises a larger fraction of the tial trunk capacity (i.£., s the ambient waffic diminishes,)
comrelation coefficient increases, This leads to the conclusion that the link delays in an end-to-end
conoection are not independent from one another i general.

4. Delay Simulation Taking the Dependence of Links Inio Account

Considaingdmtthmmaybedepmdmofddayinmcc&ivcnctwmklinks.wcdevelopedapmgmm
which simnlates an ATM coanection in as general a configuration as desired. The delay distribotion ¢an be
calmlawdforthewgetconnecﬁmMﬂ\vziwsnnmbuofswitchesmddiﬁmmimofnfﬁcazdn
intermediate nodes. We assumed a CBR conncction submerged in the traffic from other nodes/sources,
Delay values are nonnalized to average service time. The model approximaies an M/D/1 when the target
channel constinutes a small fraction of the total trunk capacity. Figure 3 shows the simulation results for a
connection consisting of between 2-20 switches.
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Figure 3. End-o-end delay distribution, 95% trunk ufilization, .05% of which is occupied by taget
channel and 99% of which is oocupied by B channel

The taffic from other nodes/somves enters at each node and leaves & the downstream node while it is
replaced by [resh traffic of the same kind. The same runk size (STS-3¢) is used between all switches. The
delay data is normalized 10 the average service time. If the dilference beiween an upper and lower quantile
points of the delay distribution is taken as Cell Delay Variation, a value of 350 service times can be
calculated for 20 swiiches from the dala represented in figure 3. If the number of switches are less in an
end-to-end connection (which is quite reasonable) the accumulated CDV will be proportionally smaller.
Nots that since target channel occupies only 0.05% of the total tunk utilization, we expect that this
gimulation run should represent approximately independent links according 1o figure 2. To further verify
thig inmition we calculated the standard deviation of the cumulative delay for tus simulation as a function
of the number of links for the end-10-end connection. Figure 4 chows the result of this calculaton,
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Figure 4. Delay standard deviation as a function of number of links in an end-to-end connection

1t i3 clear from this Ggure that sandard deviation vmcsasmesqmmtofthenumbetofhnksmﬂw
end-to-end connection. This confirms the result of equation 6.

5. Conclusions

Specification of CDV in terms of the differeace between an upper and a lower quantile point of the delay
distribution nemalized to the average sexvice time scems reasonable. A value of CDV equal to 350 service
times as the 107'%h quantile point of the delay distribution is anticipated for a maximam of 20 switches
muxes and cross-comnects. This gives a CDV of 0.96 milliseconds for a homogeneous connection
consigting of exclusively STS-3¢ trunks. This is for peak hour-operation with utilization of 95% and
assumes, for simplicity, that qucuing at the ouigoing trunks dominate the end-to-end detay variations. It is
possiblc that a mix of different service times corresponding lo various tunk bit rates would give different
results,. We are examining more general ratfic models (e.g., Batched Markov Armrival Process, BMAP).
Generation of further results using these models is underway.
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