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1 . Introduction

One of the most important applications for scalability will be future digital broadeasting services. Especially
in lcrrestrial and satellite channels the requircment of graceful degradation ariscs becausc maximum service
quulity cannot be guamnteed under all circumstances (c.g. at borders of service area or in buildings).
Furthermore, compatibility between TV und HDTV teceivers will play an important role, because portable
(plug free) reccivers nrust be able to decode parts of the HDTV bit streant. These [wo requircments should be
keptin mind during the development of the MPEG 2 standard and there fore scalability is of utmost importance.

Due to this reason several experiments ure currently carricd out within the scalability ad-hoc group. The two
Iﬁﬂs of the core cxpetitment are called BROADCAST WITH HETERQOGENEOUS RECEIVERS and MUL-

-CHANNEL BROAIDCASTING. ‘The syniax extension described in TM1 allows the introduction of a scaled
bitstream within the test modcl. The main disadvautage, however, is the block scanning techbnigue of the DCT
coefficients. As we know, combining both scalability in tenns ot different DCT sives , i.8. 2x2, 4xd and 8x8
and block scanning reduces both coding efliciency duc to the modified scan paths (see documents distributed
in the ad-hoc group) and flexibility.

In this contribotion, the well-known UVLC technique is mentioned, an improved version MUVLC concerning
coding cfficiency is described, a syntax proposal to be added into TMI1 is given , C-programs for bitstrcam
encoding and decoding a slice of macro-blocks and results on coding gain are also included.

2 Frequency Scanning

The technique of [rcquency scanaing (tnostly called UVLC="universal variable length coding") has been
briefly desctibed in doc. MPEG 92/28. Frequency scanning performs some kind of re-ordcring of 201 DCT
coefficients of a slice of 44 macro-blocks. Thus, we get an array of all DC coefficients within the slice, a second
array of all ACI cocefficients, a third amy of all AC2 cocffients and so on. Of coursc, we have 1o decide on
some scanning to group the different arrays, However, this is of minorimportance concerning coding efficicncy.
All arrays of the Jowest 2x2 DCT coefficicnts belong to the base laycr. If we would assign va viable and run
length codes within the armays, we would not get any increase of coding efticicucy. However, if we look to the
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binary represenation of each cocfficient, we can obscrve long runs of 7eros within cach army and bit-plane
under consideration, i.e. bits of the same level of ull coefficients within an array are considered. A 3D space of
ze1os and ones results from this technique (see Figure 1). Now, the technique of coding the address of the most
significant non-zero bit within a row of bits is applicd. The algorithm described in doc, CMTT 2/131 (March
1990) could be used. However, we will describe a modificd UVLC algorithm, in the following refcred to as
MUVLC which gives an improvement in coding efficiency.

amplitude
resolution
LsH
00100010110001... 0001
M8 /00000010100101.... 100 —_—
DC 00100010010101.... 010 blocks from
ACi | o0010101000010... 001 1 to ax44
baso dice AC2 | 01010000100100... 010
AC3 |
AC4 {
ACS o ]
0D00101000000010.... 000
sputial AC62 .*' -
resolution 1 ACs3 | /0000G0000000010.... 000

Figure 1:  Frequency scanning, technigue applicd to all DCT blocks within a slice of 44 macro-
blocks; layer 1 to 4 (DC to AC3) of the slice can be grouped 1o base layer, layer 4 o 15
to slave Inyer 1 and layer 16 to 63 to slave layer 2.

2.1 Principle

The efficiency of UVLCand also MUVLC is based on some elementary observations, which may be considered
valid in a [irst approximation, namely:

*  the probability distribution function of DCT coefficients is uncorrclated. Thus itis possible to use adaptive
codes, which calculate the coded data after some om-line estimation of the statistics of a sequence of
uncortelated coefficients having the same probability distribution.

*  when the amplitude of a coefficient is analyscd front the MSB 1 the LSB, the probahilily for the next bit
being 7cro remains very high s fong as no bit equal o one is met. However, when the first pon-zero bit
(MSNZB: most significant non zero bif) has heen met, the probabilitics of following bits to be zero or one
&lre roughly equal, Therefore, ihe entropy of these bits is close 1o one and very little is gained by coding

ent.

Both, UVLC and MUVLC use these properties by coding the positions of the MSNZB bits and by transmitting
the remaining bits uncoded. Some further refinements have been added to increase the coding efficiency . The
VLC words arc generated in two steps:

* storing all the blocks of transform coefficients of one slice (4 x 44 blocks, also non-coded blocks
concerning the coded block pattem!) into a tridimensional table (see Figure 1).

*  encoding sequences of DCT coefficients of the same order taken in this table by a run-lepgth coding of
their MSNZB and by scnding the Iess sipnificant bits uncoded. Sequences of cocflicients of the samc order
are processed at the bit-level. Such sequences correspond 1o horizontal slices in the tndimensional table
illustred on Figurc 1. Figure 2 illustrates such a slice considered at the bit level as well as the analysis
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process. The coefficients of 2 given order are encoded by 1 run-length coding of their lines of bils from
the MSB to the LSB (the sign bit is placed aficr the LSB): when 1 non-zer bit is encountered, the other
less signilicant bits arc seat uncoded and the whole non-zero coefficient is removed from the stack. As the
encoded coefficients are removed from the table, the Jines to encode becomic progressively shorter when
the process runs from the MSB linc to the LSB line.

slice of d_‘Kro-bloclu

Tz 3 1 3
10 RL \ RT.
9 ' v
RL '
LSy
SIGN o

RL: run-length of zeros First MSD £ O

Uneeded bivs

Sigu bit

Figure 2:  Prisciple of MUVLC and UVLC coding of a stripc of 44 macro-blocks.

2.2 Coding of the MSNZB

The adaptive truncated run-length coding (ATRL) proposcd by Tanaka and Leon-Garcia [see relerence 2] has
beent used [or encodingg the positions of the MSI*?ZJ.(TMS scheme is robust wilh respect to the statistical
fluctuations of the pictures and allows a very simple implementation. For 8 DCT coefficient of a given order,
the ATRL code is applicd succesively to the lines of the table shown in Figore 2, from the MSB to the LSB.
Rach time 1« MSNZB is met, (he corresponding coefTicient is rermoved from the table, which makes the latter
progressively narrower.

The zero run length encoding is limited (o a length of M =27 (truncation). The truncated run-length code
encodes two Lypes of patterns: :

¢ runs of length O to M - 1 consecutive zeros terminaled by a onc;
¢ M conseculive zZeros

The M consecuiive zcros are coded by onc bit set o 0. The run length terminated by 8 onc are coded by one
bit sct to 1 followed by the position of the one coded on m =logz(M) bits (sce Figurc 3). The TRL is made
adaptive by changing the value of m in function of the probability of a bit 1o be one and of the length L of the
line w encode. Here, the main differcnce between UVLC and MUVLC appears. The operation of MUVLC
proposed by HHI (VADIS92/TD7) is described in the following:

Assuming a string of zero and one bits we can count the length of all zero runs denofed with d; and come out
with the following formula which describes the necessaty bits for transmission still depending on a window

sizc of M = 2™:
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SOURCE: CODE-WORD for

Transmission

00000000 0

1 1000
01 1001
001 1010
0001 1011
00001 1100
000001 1101
0000001 1110
00000001 1111

Figure 3:  Truncated run-length for a maximum window-size M=8 , m=3. Window sizes ol 2, 4
8, 16, 32, 64 and 128 are possible. Thus, m=3 bit are suflicient for the decoder to get
this information (m=preflix-line PL)

dk-1

2]“

d d
[5%]+1+m+ [-2%]+1+m+ [2—3‘]+1+m+ e + [

141 +m

with [ ] denotes the integer part of the nuinber. This formula can be rewritten into

k

‘ d; , de ..

f(m) = > ['2711] +(k-1) + (k~1) m if Sm is integer
i=1
k d p

Em) = > [Eﬁ] +(k-1) + (k-1) m +1 if ;I% is not integer
i=1
k a:

f(m) = 2 [2—;&] +k+km if last bit in string is a one bit
i=1

. with [ (iu) the number of bits necessary to encode the (ull line. Each integer operation [;‘%} gives the nymber

of zero bits for trsnsmission until the one bit is reached. This is assigned by the nexl bit set to one followed by
o bits to code the address of the onc bit within the window with its 2™ possible bit positious. The last mn-length
within the string is different because it may contain any mumber of zeros less than 2™, In order to obtain the
smallest (), the optimal window size must be searched. The search algorithm is vety simiple becauvse there
are only 8 possibilitics of window size for a sting of 176 bits which have to be lested. Be sware, that the "older”
UVLC only counts the number of one bits and calculates from that the o timum window. 1L does nof tuke into
sccount the distribution of the one bits, which is, however, considered in the MUVLC scheme and which gesults
in an improved performance. Two examples of strings of bits which are coded with MUVLC are given in Figure
4,

As the standard deviation of DCT coefficicnls decrcases with increasing order, it is likely that several lines on
the top of the table of zero and one bits shown in Figure 1 will never contain MSNZB. The efficicncy of the
coding scheme can further be increased by using a prefix saying how many lines do not contain any MSNZB.
Such an information can be provided for classes of{toefﬁcicnls ratber than for cach coeflicient individually.
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Example:
da(1)=51 aER)=18 d@®=s1  d(4H)=17

.
00000..000010000..000101..000..00

I

Gmarrane.

1 1+5 0 1+5 1+5 1 = 20 hit
MUVLC, window-gize = 32
3 1+4 1 1+4 1+4 2 = 21 bit

UVLC, window-size =16

Figurc 4: Example of MUVLC and UVLC coding Wik dilferent WINUOW Nizcs. oy e
awtomatically sclects the optimum window size(wbich is 32 in this example; UVLC
would sclect 16 1) -

We propose to use scpasate classes for all 64 cocflicients. To calculate the class-prefix PC, the absolute values
of the. corresponding DCT coefficients can be analysed und the maximum value within the class is used to
detinc the 3 bit class prefix.

The 3 bit class-prefix says at which line of bits in Figure
1 the coding process starts for all coefficients of this class.

The decoding algotithm consist in simply writing zeros sequentially as the run-lengths arc arriving. The
Tinc-prefix indicates the number of zesos which the RL’s are truncated on. [n the following, m is refcred © as
prefix-linc PL which is transmitted as 3 bit value at the beginning of each fine.

The 3 bit line-prefix PL is transmitted to the decoder to
adapt to the window-size selected in the encoder.

In sumimary, the following syntax for a slice of DCT blocks results:
Begiun of slice —> firstly, necessary control parameters for all macro-blocks followed by

PC PL. RLNCBPL RL NCB PL NCB RL NCB ...

with

e PC class prefix

+ PL: Yine prefix

* RL: run-lenglh

* NCB: non coded bits
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This is described in more detail in Appendix A

23 Luminance and chrominance signals

A macro-block which consist of fous luminance L and two chrominance blocks U and V (in the 4:2:0 casc 1)
is re-ordered for cntropy coding with MUVLC., DCT cocfficients of U and V arc transmiticd after the
correspanding L coelficients, i.c. 176 L cocfficients of the same spatial frequency are followed by Zx 44 U
and V cocfficicnts, respectively. The four L cocfficients are zig-vag scanncd within the macro-block. 1f all
cocfficients of a block are zero (marked by the coded block paticrn), this block is nat removed as in TM1!!

3. Syntax Extension

Some syntax modifications have & be introduced into TM1. Frequency scanning changes the transmission
order of the DCT coefficients. Firstly, all control information of macro-blocks (ncarly most of the macro-block
syntax) has to be transmitted for alt macro-blocks of the slice. This information is patt of the stripe-control
layer. Then, MUVLC starts transmitting all DC, all AC1, ull AC2, ... coefficients. This is called the stripe-data
{ayer. Thus, the block-layer is nol necessary at all. Il necessary, the stripc-data laycr could be split into the
base-data layer and some sluve-dala layers similsr 1o the syniaX extcnsion proposed by 1BM in TM1.

MQUANT is calculated tuking the activity measure into account. Changing QP on the macro-block level is
prohibited in this version. Thus, a new buffer controiled QP can only be calculated at the beginning of the next
slice

4. Results from Frequency Scanning

In the following, simulation results on MUVLC (and also UVLC) carried out by ditferent companies arc
reporied.

e  HHI-resulls: We simulated TM1 (without FAMC, only Dual Ficld Prediction), fixed the quantizer
Feedback from the buffer to QP=4, & and 12. Then, we counted the number of bits for TM1 entropy coding
(N=10, M=2) and for MUVLC inserted into TMI. We still used CBP, i.c. blocks which have coefficicnts
with amplimide zero are not removed. Due to the very short slice length of the chrominance, MUVLC is
less cflicient as expected. Therefore we put both chrominance signals U and V together (after 44 U
macroblocks 44 V macroblocks follow) applied MUVLC and achieved some improved rusulfs.

S MOB&KCAL FLOWER TAR-TEN __| Gainin
gmd M | MUVL ] T™1 | MUVL | T™™1 | MUVL [%)
Y 120302811037603] 894705 | 774209 }1164363] 986326 14.23
I U 121528 | 97216 | 4+ 155188 | 4. :
B Y 444143 | 473793 | 346657 [ 370319 § 416875 1 3034101 -2.4
1] 3641 34738 14409 :
Y T42437 | 738482 | 567859 | 558107 | 334601 | 503784 § 2,47
P U | 60997 | 54448 | . ; 1943
N { Soae | 136912 [a5050 115483 {5032 56444 | -20.5
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L Statistics MOB&CAILL EL.OWER TAR-TEN Gain in
TGO EEEE TM] | MUVL] TM1 [ MUVL| TM1 [MUVL] [
Y[ f9R131 | 661168 | 541527 | 494465 | 657204 | 584704 | 825
I [ 59297 47237 | 01500 |-22360 ]
Y 1148450 | 174860 | 13025 | 140276 | 126480 [ 113937 | -7.68
B U 6253 6219 1485 -
Y 303889 | 332708 | 251242 | 259943 1 190053 | 163585 ) -1.46
P U 144420 45896 |13 40053 220t 22273 | -46.26
stics MOBACAL FLOWER TAR-TEN Gain ity
955 TM1 [ MUVL| T™1 [MOUVL| TM1 [MUVL] (z |
Y 495081 | 487756.1 395590 | 369026 | 453335 [ 3943231 691 |
] .
! U480 o517 [ S321781 66312 |55011 48757 | -12.9
| X 80252 1100481 | 64506 | 83054 } 54144 | S5X9R9 | -17.98
B U 2200 ygoqy [2082 q1g144 (R 15756 | 8171
Y [168007 | 103306 | 146253 | 157284 | 91152 | 82047 |"-6.46
P U 06410 | 58053 |-T002| 25755 13T 18690 | -64.37

The results have been bitstream veriticd. 1t can be concluded that CBP should be exploited (see SIEMENS

results for B and P) and that the averhiead informatlon due to PC and PL is too high

for the chrominance g«:.g.

PCs nced 7 kbit/am, which is i some cuses more than both U and V in'TM1) in the case of high QF, i.e. low

bit rate. Furthermore, there is always a large gain in intra and some loss in B and P pictures.

¢ inter-mode

seems (0 be very critical because runs of zeros are interupted by intra blocks. However, there are some ideas
to overcome these difficultics.

* SIEMENS-results:

- TM1 was simulated withoul the prediction modes ¢ncloscd in the anmex of TM1
~  macroblock layer: all references to block information are deleted

- after transmilting the mucroblock informafinn of ane macroblock slice, the coefficient infonmation
of il macroblocks, which are indicated as coded by CBP are arranged and coded by UVLC[1]

~ o field prediction is used

- no tield DCT coding is used
- Y, Uand V components are encoded separately
- adaptive quantization: mquangy = Q; if buffer control is used, mquant; is updated for each slice.

- the results have been bitstream verified

MOB

CAYL

Gain in [%]

TM™1

UVL,

1246726

1121529

12.29
-1.84
-5.04

568126

537166

6.43
3.00
-1.93

P

754568

710594

7.20
0.34
-3.65

Real bitrate: 18.167 Mbit/s
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istics { MOB&CAL, Gain in [%)]

R B/ e TM1 UVL

h'd 6.23

i U 529227 514934 -13.85
-17.56
18.02
82308 87047 3284 |
2063
11.11
199040 192351 -62.87
7230

il

The results have been bitstream verified, The rather high uss in the chrominance is only relaled to those blocks
of coefficients which have w be coded, i.c. which arc not removed due to CBP.
* FI/DBP results

- these results, which confirm the results described above, will be presented in a separatc papet du-
ring the Rio-MPEG meeting

¢ RTT BELGACOM results
- these resuits have already been presented in a separate paper duting a VADIS meceting fCOST
211Ter-VADIS Algprithm Group 2, Madrid 3-5 Apsil 1991, UCL (Belgium)]
5 Conclusions
The MUVLC (and also the UVLC) technique gives sone improvement in coding clficiency. However, the
simulations showed some strong relation both between the leagth of the stripe and coding gin and between

turgzet bit rate and coding gain. The following observations have been made:

* The longer the sml?f’ the higher the coding gain. As a consequence, (he coding gain for chrominance
signals is lowcr as the chrominance stripes ate shotter than the Juminance stripes.

*  The higher the tatget bit mte, the lasger the coding gain.

These observations which have 1o be confirmed by further tests make this entropy coding scheme well suiled
for broadcasting applications of TV and YYDTVwilh its increascd stripe length.

Thorafars, the advantages of MUVLC in terms of fiexibility, adn?tlvity and coding gain are stion
nough to demand for incluston of this technique into the test model.
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