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Summary

The Joint Collaborative Team on Video Coding (JCT-VC) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its thirteenth meeting during 18–26 Apr. 2013 at the Songdo Convensia, Incheon, KR. The JCT-VC meeting was held under the chairmanship of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany). For rapid access to particular topics in this report, a subject categorization is found (with hyperlinks) in section 1.14 of this document.
The JCT-VC meeting sessions began at approximately 0900 hours on Thursday 18 Apr. 2013. Meeting sessions were held on all days (including weekend days) until the meeting was closed at approximately XXXX hours on Friday 26 Apr. 2013. Approximately 183 people attended the JCT-VC meeting, and approximately XXX input documents were discussed. The meeting took place in a collocated fashion with a meeting of WG11 – one of the two parent bodies of the JCT-VC. The subject matter of the JCT-VC meeting activities consisted of work on the new next-generation video coding standardization project known as High Efficiency Video Coding (HEVC) and its extensions.

The primary goals of the meeting were to review the work that was performed in the interim period since the eleventh JCT-VC meeting in producing the 10th HEVC Test Model (HM10) software and text and editing the 10th HEVC specification Draft (which was issued as ISO/IEC FDIS 23008-2 and submitted to ITU for consent on ITU-T Rec. H.265), review the results from two interim Core Experiments on range extensions (RCEx) and five Core Experiments on scalable extensions (SCEx), and review technical input documents. Important topics of the meeting were the review of progress made towards definitions of Scalable HEVC (SHVC) extensions and range extensions into higher bit depths and non-4:2:0 colour sampling. Advancing the work on development of conformance and reference software for HEVC and its extensions is also a significant goal. Also consideration of needs for corrections to version 1
In addition to experiment plan descriptions, the JCT-VC produced XX other particularly important output documents from the meeting: Draft 3 for HEVC conformance testing, draft 3 for HEVC range extensions, draft 2 of SHVC extensions and SHVC Test Model 2, and two documents specifying common test conditions and software reference configurations for experiments – one for HEVC range extension experiments, and one for scalable coding experiments. 
For the organization and planning of its future work, the JCT-VC established XX "ad hoc groups" (AHGs) to progress the work on particular subject areas. The next five JCT-VC meetings are planned for 25 July – 2 Aug. 2013 under WG 11 auspices in Vienna, AT, 23 Oct. – 1 Nov. 2013 under ITU-T auspices in Geneva, CH, 9–17 Jan. 2014 under WG 11 auspices in San José, US, 27 March – 4 Apr. 2014 in Valencia, ES, and 30 June – 9 July 2014 in Sapporo, CH.
The document distribution site http://phenix.it-sudparis.eu/jct/ was used for distribution of all documents.

The reflector to be used for discussions by the JCT-VC and all of its AHGs is the JCT-VC reflector:
jct-vc@lists.rwth-aachen.de hosted at RWTH Aachen University. For subscription to this list, see
http://mailman.rwth-aachen.de/mailman/listinfo/jct-vc.
Administrative topics
1.1 Organization

The ITU-T/ISO/IEC Joint Collaborative Team on Video Coding (JCT-VC) is a group of video coding experts from the ITU-T Study Group 16 Visual Coding Experts Group (VCEG) and the ISO/IEC JTC 1/ SC 29/ WG 11 Moving Picture Experts Group (MPEG). The parent bodies of the JCT-VC are ITU-T WP3/16 and ISO/IEC JTC 1/SC 29/WG 11.

The Joint Collaborative Team on Video Coding (JCT-VC) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its thirteenth meeting during 18–26 Apr. 2013 at the Songdo Convensia, Incheon, KR. The JCT-VC meeting was held under the chairmanship of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany).

1.2 Meeting logistics

The JCT-VC meeting sessions began at approximately 900 hours on Thursday 18 Apr. 2013. Meeting sessions were held on all days (including weekend days) until the meeting was closed at approximately XXXX hours on Friday 26 Apr. 2013. Approximately XXX people attended the JCT-VC meeting, and approximately 183 input documents were discussed. The meeting took place in a collocated fashion with a meeting of WG11 – one of the two parent bodies of the JCT-VC. The subject matter of the JCT-VC meeting activities consisted of work on the new next-generation video coding standardization project known as High Efficiency Video Coding (HEVC) and its extensions.

Some statistics are provided below for historical reference purposes:

· 1st "A" meeting (Dresden, 2010-04):

188 people, 40 input documents

· 2nd "B" meeting (Geneva, 2010-07):

221 people, 120 input documents

· 3rd "C" meeting (Guangzhou, 2010-10):

244 people, 300 input documents

· 4th "D" meeting (Daegu, 2011-01):

248 people, 400 input documents

· 5th "E" meeting (Geneva, 2011-03):

226 people, 500 input documents

· 6th "F" meeting (Torino, 2011-07):

254 people, 700 input documents
· 7th "G" meeting (Geneva, 2011-11)

284 people, 1000 input documents

· 8th "H" meeting (San Jose, 2012-02)

255 people, 700 input documents

· 9th "I" meeting (Geneva, 2012-04/05)

241 people, 550 input documents

· 10th "J" meeting (Stockholm, 2012-07)

214 people, 550 input documents

· 11th "K" meeting (Shanghai, 2012-10)

235 people, 350 input documents

· 12th "L" meeting (Geneva, 2013-01)

262 people, 450 input documents

· 13th "M" meeting (Incheon, 2013-04)

183 people, XXX input documents

Information regarding logistics arrangements for the meeting had been provided at 
http://wftp3.itu.int/av-arch/jctvc-site/2013_04_M_Incheon/
1.3 Primary goals

The primary goals of the meeting were to review the work that was performed in the interim period since the eleventh JCT-VC meeting in producing the 10th HEVC Test Model (HM10) software and text and editing the 10th HEVC specification Draft (which was issued as ISO/IEC FDIS 23008-2 and submitted to ITU for consent on ITU-T Rec. H.265), review the results from two interim Core Experiments on range extensions (RCEx) and five Core Experiments on scalable extensions (SCEx), and review technical input documents. Important topics of the meeting were the review of progress made towards definitions of Scalable HEVC (SHVC) extensions and range extensions into higher bit depths and non-4:2:0 colour sampling. Advancing the work on development of conformance and reference software for HEVC and its extensions is also a significant goal. Also consideration of needs for corrections to version 1.
See opening remarks and M0001 discussions.
1.4 Documents and document handling considerations
1.4.1 General

The documents of the JCT-VC meeting are listed in Annex A of this report. The documents can be found at http://phenix.it-sudparis.eu/jct/.

Registration timestamps, initial upload timestamps, and final upload timestamps are listed in Annex A of this report.

The document registration and upload times and dates listed in Annex A and in headings for documents in this report are in Paris/Geneva time. Dates mentioned for purposes of describing events at the meeting (other than as contribution registration and upload times) follow the local time at the meeting facility.
Highlighting of recorded decisions in this report:

· Decisions made by the group that affect the normative content of the draft standard are identified in this report by prefixing the description of the decision with the string "Decision:".
· Decisions that affect the reference software but have no normative effect on the text are marked by the string "Decision (SW):".
· Decisions that fix a "bug" in the specification (an error, oversight, or messiness) are marked by the string "Decision (BF):".

· Decisions regarding things that correct the text to properly reflect the design intent, add supplemental remarks to the text, or clarify the text are marked by the string "Decision (Ed.):".
· Decisions regarding simplification or improvement of design consistency are marked by the string "Decision (Simp.):".

· Decisions regarding complexity reduction (in terms of processing cycles, memory capacity, memory bandwidth, line buffers, number of entropy-coding contexts, number of context-coded bins, etc.) … "Decision (Compl.):".
This meeting report is based primarily on notes taken by the chairs and projected for real-time review by the participants during the meeting discussions. The preliminary notes were also circulated publicly by ftp during the meeting on a daily basis. Considering the high workload of this meeting and the large number of contributions, it should be understood by the reader that 1) some notes may appear in abbreviated form, 2) summaries of the content of contributions are often based on abstracts provided by contributing proponents without an intent to imply endorsement of the views expressed therein, and 3) the depth of discussion of the content of the various contributions in this report is not uniform. Generally, the report is written to include as much discussion of the contributions and discussions as is feasible (in the interest of aiding study), although this approach may not result in the most polished output report.
1.4.2 Late and incomplete document considerations

The formal deadline for registering and uploading non-administrative contributions had been announced as Monday, 8 Apr. 2013.
Non-administrative documents uploaded after 2359 hours in Paris/Geneva time Tuesday 9 Apr. 2013 were considered "officially late".

Most documents in the “late” category were CE reports or cross-verification reports, which are somewhat less problematic than late proposals for new action (and especially for new normative standardization action).

At this meeting, we again had a substantial amount of late document activity, but in general the early document deadline gave us a significantly better chance for thorough study of documents that were delivered in a timely fashion. The group strived to be conservative when discussing and considering the content of late documents, although no objections were raised regarding allowing some discussion in such cases.
All contribution documents with registration numbers JCTVC-M0353 and higher were registered after the "officially late" deadline (and therefore were also uploaded late). However, some documents in the "M0353+" range include break-out activity reports that were generated during the meeting, and are therefore better considered as report documents rather than as late contributions.

In many cases, contributions were also revised after the initial version was uploaded. The contribution document archive website retains publicly-accessible prior versions in such cases. The timing of late document availability for contributions is generally noted in the section discussing each contribution in this report.
One suggestion to assist with the issue of late submissions was to require the submitters of late contributions and late revisions to describe the characteristics of the late or revised (or missing) material at the beginning of discussion of the contribution. This was agreed to be a helpful approach to be followed at the meeting.

The following other technical design proposal contributions were registered on time but were uploaded late: (update)
· JCTVC-L0185 (a proposal relating to SHVC inter-layer motion prediction) [uploaded 01-09]

· ...
The following other profile/level proposal contributions were registered on time but were uploaded late:

· JCTVC-LXXXX (a profile/level proposal) [uploaded 01-xx]

· ...
The following other documents not proposing normative technical content were registered on time but were uploaded late:

· JCTVC-L0096 (an information contribution showcasing an HEVC implementation) [uploaded 01-10]

· ...
The following cross-verification reports were registered on time but were uploaded late: JCTVC-L0066 [uploaded 01-09], JCTVC-L0081 [uploaded 01-12], JCTVC-L0082 [uploaded 01-12], JCTVC-L0091 [uploaded 01-09], JCTVC-L0092 [uploaded 01-09], JCTVC-L0093 [uploaded 01-10], JCTVC-L0094 [uploaded 01-11], JCTVC-L0123 [uploaded 01-11], JCTVC-L0124 [uploaded 01-11], JCTVC-L0141 [uploaded 01-10], JCTVC-L0142 [uploaded 01-10], JCTVC-L0144 [uploaded 01-10], JCTVC-L0145 [uploaded 01-10], ], JCTVC-L0172 [uploaded 01-11], ....
The following contribution registrations were later cancelled, withdrawn, never provided, were cross-checks of a withdrawn contribution, or were registered in error: JCTVC-L0050, JCTVC-L0120, JCTVC-L0122, JCTVC-L0143, JCTVC-L0173, JCTVC-L0186, JCTVC-L0191, JCTVC-L0298, JCTVC-L0299, JCTVC-L0318, JCTVC-L0367, JCTVC-L0398, JCTVC-L0457.
Ad hoc group interim activity reports, CE summary results reports, break-out activity reports, and information documents containing the results of experiments requested during the meeting are not included in the above list, as these are considered administrative report documents to which the uploading deadline is not applied.
As a general policy, missing documents were not to be presented, and late documents (and substantial revisions) could only be presented when sufficient time for studying was given after the upload. Again, an exception is applied for AHG reports, CE summaries, and other such reports which can only be produced after the availability of other input documents. There were no objections raised by the group regarding presentation of late contributions, although there was some expression of annoyance and remarks on the difficulty of dealing with late contributions and late revisions.
It was remarked that documents that are substantially revised after the initial upload are also a problem, as this becomes confusing, interferes with study, and puts an extra burden on synchronization of the discussion. This is especially a problem in cases where the initial upload is clearly incomplete, and in cases where it is difficult to figure out what parts were changed in a revision. For document contributions, revision marking is very helpful to indicate what has been changed. Also, the "comments" field on the web site can be used to indicate what is different in a revision.

"Placeholder" contribution documents that were basically empty of content, with perhaps only a brief abstract and some expression of an intent to provide a more complete submission as a revision, were considered unacceptable and were to be rejected in the document management system, as has been agreed since the third meeting.

The initial uploads of the following contribution documents were rejected as "placeholders" without any significant content and were not corrected until after the upload deadline:

· JCTVC-LXXXX (a ..., corrected by a late upload on 01-XX)

· ...
A few contributions had some problems relating to IPR declarations in the initial uploaded versions (missing declarations, declarations saying they were from the wrong companies, etc.). These issues were corrected by later uploaded versions in all cases (to the extent of the awareness of the chairs).
Some other errors were noticed in other initial document uploads (wrong document numbers in headers, etc.) which were generally sorted out in a reasonably timely fashion. The document web site contains an archive of each upload.

1.4.3 Measures to facilitate the consideration of contributions

It was agreed that, due to the continuingly high workload for this meeting, the group would try to rely more extensively on summary CE reports. For other contributions, it was agreed that generally presentations should not exceed 5 minutes to achieve a basic understanding of a proposal – with further review only if requested by the group. For cross-verification contributions, it was agreed that the group would ordinarily only review cross-checks for proposals that appear promising.

When considering cross-check contributions, it was agreed that, to the extent feasible, the following data should be collected:

· Subject (including document number).

· Whether common conditions were followed.

· Whether the results are complete.

· Whether the results match those reported by the contributor (within reasonable limits, such as minor compiler/platform differences).

· Whether the contributor studied the algorithm and software closely and has demonstrated adequate knowledge of the technology.

· Whether the contributor independently implemented the proposed technology feature, or at least compiled the software themselves.

· Any special comments and observations made by a cross-check contributor.

1.4.4 Outputs of the preceding meeting

The report documents of the previous meeting, particularly including the meeting report JCTVC-L1000, the HEVC Test Model (HM) JCTVC-L1002, the Draft Specification JCTVC-L1003, the Conformance Draft JCTVC-L1004, the Draft Specification of Range Extensions JCTVC-L1005, the SHVC draft specification JCTVC-L1008 and SHVC test model 1 (SHM1) JCTVC-L1007 were approved. The HM reference software produced by the AHG on software development, the reference software versions for range extensions and SHVC, and HM software technical evaluation was also approved.
The group was asked to review the prior meeting report for finalization. The meeting report was later approved without modification.
All output documents of the previous meeting and the software had been made available in a reasonably timely fashion.
The chairs asked if there were any issues regarding potential mismatches between perceived technical content prior to adoption and later integration efforts. It was also asked whether there was adequate clarity of precise description of the technology in the associated proposal contributions.

It was remarked that, in regard to software development efforts – for cases where "code cleanup" is a goal as well as integration of some intentional functional modification, it was emphasized that these two efforts should be conducted in separate integrations, so that it is possible to understand what is happening and to inspect the intentional functional modifications.
The need for establishing good communication with the software coordinators was also emphasized.

At previous meetings, it had been remarked that in some cases the software implementation of adopted proposals revealed that the description that had been the basis of the adoption apparently was not precise enough, so that the software unveiled details that were not known before (except possibly for CE participants who had studied the software). Also, there should be time to study combinations of different adopted tools with more detail prior to adoption.

CE descriptions need to be fully precise – this is intended as a method of enabling full study and testing of a specific technology.
Greater discipline in terms of what can be established as a CE may be an approach to helping with such issues. CEs should be more focused on testing just a few specific things, and the description should precisely define what is intended to be tested (available by the end of the meeting when the CE plan is approved).

It was noted that sometimes there is a problem of needing to look up other referenced documents, sometimes through multiple levels of linked references, to understand what technology is being discussed in a contribution – and that this often seems to happen with CE documents. It was emphasized that we need to have some reasonably understandable description, within a document, of what it is talking about.

Software study can be a useful and important element of adequate study; however, software availability is not a proper substitute for document clarity.

Software shared for CE purposes needs to be available with adequate time for study. Software of CEs should be available early, to enable close study by cross-checkers (not just provided shortly before the document upload deadline).
Issues of combinations between different features (e.g., different adopted features) also tend to sometimes arise in the work.
1.5 Attendance

The list of participants in the JCT-VC meeting can be found in Annex B of this report.

The meeting was open to those qualified to participate either in ITU-T WP3/16 or ISO/IEC JTC 1/‌SC 29/‌WG 11 (including experts who had been personally invited by the Chairs as permitted by ITU-T or ISO/IEC policies).

Participants had been reminded of the need to be properly qualified to attend. Those seeking further information regarding qualifications to attend future meetings may contact the Chairs.

1.6 Agenda

The agenda for the meeting was as follows:

· IPR policy reminder and declarations

· Contribution document allocation

· Reports of ad hoc group activities

· Reports of Core Experiment activities

· Review of results of previous meeting

· Consideration of contributions and communications on HEVC project guidance

· Consideration of HEVC technology proposal contributions

· Consideration of information contributions

· Coordination activities

· Future planning: Determination of next steps, discussion of working methods, communication practices, establishment of coordinated experiments, establishment of AHGs, meeting planning, refinement of expected standardization timeline, other planning issues

· Other business as appropriate for consideration

1.7 IPR policy reminder

Participants were reminded of the IPR policy established by the parent organizations of the JCT-VC and were referred to the parent body websites for further information. The IPR policy was summarized for the participants.

The ITU-T/ITU-R/ISO/IEC common patent policy shall apply. Participants were particularly reminded that contributions proposing normative technical content shall contain a non-binding informal notice of whether the submitter may have patent rights that would be necessary for implementation of the resulting standard. The notice shall indicate the category of anticipated licensing terms according to the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form.
This obligation is supplemental to, and does not replace, any existing obligations of parties to submit formal IPR declarations to ITU-T/ITU-R/ISO/IEC.

Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the common reporting form found on the database listed below) and to make verbal and/or document IPR reports within the JCT-VC as necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.

Some relevant links for organizational and IPR policy information are provided below:

· http://www.itu.int/ITU-T/ipr/index.html (common patent policy for ITU-T, ITU-R, ISO, and IEC, and guidelines and forms for formal reporting to the parent bodies)

· http://ftp3.itu.int/av-arch/jctvc-site (JCT-VC contribution templates)

· http://www.itu.int/ITU-T/studygroups/com16/jct-vc/index.html (JCT-VC general information and founding charter)

· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)

· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (JTC 1/ SC 29 Procedures)

It is noted that the ITU TSB director's AHG on IPR had issued a clarification of the IPR reporting process for ITU-T standards, as follows, per SG 16 TD 327 (GEN/16):

"TSB has reported to the TSB Director’s IPR Ad Hoc Group that they are receiving Patent Statement and Licensing Declaration forms regarding technology submitted in Contributions that may not yet be incorporated in a draft new or revised Recommendation. The IPR Ad Hoc Group observes that, while disclosure of patent information is strongly encouraged as early as possible, the premature submission of Patent Statement and Licensing Declaration forms is not an appropriate tool for such purpose.

In cases where a contributor wishes to disclose patents related to technology in Contributions, this can be done in the Contributions themselves, or informed verbally or otherwise in written form to the technical group (e.g. a Rapporteur’s group), disclosure which should then be duly noted in the meeting report for future reference and record keeping.

It should be noted that the TSB may not be able to meaningfully classify Patent Statement and Licensing Declaration forms for technology in Contributions, since sometimes there are no means to identify the exact work item to which the disclosure applies, or there is no way to ascertain whether the proposal in a Contribution would be adopted into a draft Recommendation.

Therefore, patent holders should submit the Patent Statement and Licensing Declaration form at the time the patent holder believes that the patent is essential to the implementation of a draft or approved Recommendation."
The chairs invited participants to make any necessary verbal reports of previously-unreported IPR in draft standards under preparation, and opened the floor for such reports: No such verbal reports were made.
1.8 Software copyright disclaimer header reminder

It was noted that, as had been agreed at the 5th meeting of the JCT-VC and approved by both parent bodies at their collocated meetings at that time, the HEVC reference software copyright license header language is the BSD license with preceding sentence declaring that contributor or third party rights are not granted, as recorded in N10791 of the 89th meeting of ISO/IEC JTC 1/‌SC 29/‌WG 11. Both ITU and ISO/IEC will be identified in the <OWNER> and <ORGANIZATION> tags in the header. This software is used in the process of designing the new HEVC standard and for evaluating proposals for technology to be included in this design. Additionally, after development of the coding technology, the software will be published by ITU-T and ISO/IEC as an example implementation of the HEVC standard and for use as the basis of products to promote adoption of the technology.

Different copyright statements shall not be committed to the committee software repository (in the absence of subsequent review and approval of any such actions). As noted previously, it must be further understood that any initially-adopted such copyright header statement language could further change in response to new information and guidance on the subject in the future.
1.9 Communication practices

The documents for the meeting can be found at http://phenix.it-sudparis.eu/jct/. For the first two JCT-VC meetings, the JCT-VC documents had been made available at http://ftp3.itu.int/av-arch/jctvc-site, and documents for the first two JCT-VC meetings remain archived there as well. That site was also used for distribution of the contribution document template and circulation of drafts of this meeting report.
JCT-VC email lists are managed through the site http://mailman.rwth-aachen.de/mailman/options/jct-vc, and to send email to the reflector, the email address is jct-vc@lists.rwth-aachen.de. Only members of the reflector can send email to the list. However, membership of the reflector is not limited to qualified JCT-VC participants.
It was emphasized that reflector subscriptions and email sent to the reflector must use real names when subscribing and sending messages and subscribers must respond to inquiries regarding the nature of their interest in the work.

It was emphasized that usually discussions concerning CEs and AHGs should be performed using the reflector. CE internal discussions should primarily be concerned with organizational issues. Substantial technical issues that are not reflected by the original CE plan should be openly discussed on the reflector. Any new developments that are result of private communication cannot be considered to be the result of the CE.
For the case of CE documents and AHG reports, email addresses of participants and contributors may be obscured or absent (and will be on request), although these will be available (in human readable format – possibly with some "obscurification") for primary CE coordinators and AHG chairs.

1.10 Terminology

Some terminology used in this report is explained below:

· AHG: Ad hoc group.
· AI: All-intra.

· AIF: Adaptive interpolation filtering.

· ALF: Adaptive loop filter.
· AMP: Asymmetric motion partitioning.

· AMVP: Adaptive motion vector prediction.

· APS: Active parameter sets.

· AU: Access unit.

· AUD: Access unit delimiter.

· AVC: Advanced video coding – the video coding standard formally published as ITU-T Recommendation H.264 and ISO/IEC 14496-10.

· BA: Block adaptive.

· BD: Bjøntegaard-delta – a method for measuring percentage bit rate savings at equal PSNR or decibels of PSNR benefit at equal bit rate (e.g., as described in document VCEG-M33 of April 2001).

· BL: Base layer.

· BoG: Break-out group.

· BR: Bit rate.

· CABAC: Context-adaptive binary arithmetic coding.

· CBF: Coded block flag(s).

· CD: Committee draft – the first formal ballot stage of the approval process in ISO/IEC.

· CE: Core experiment – a coordinated experiment conducted after the 3rd or subsequent JCT-VC meeting and approved to be considered a CE by the group.

· Consent: A step taken in ITU-T to formally consider a text as a candidate for final approval (the primary stage of the ITU-T "alternative approval process").

· CTC: Common test conditions.

· CVS: Coded video sequence.

· DCT: Discrete cosine transform (sometimes used loosely to refer to other transforms with conceptually similar characteristics).

· DCTIF: DCT-derived interpolation filter.

· DIS: Draft international standard – the second formal ballot stage of the approval process in ISO/IEC.

· DF: Deblocking filter.

· DT: Decoding time.

· EPB: Emulation prevention byte (as in the emulation_prevention_byte syntax element).

· EL: Enhancement layer.

· ET: Encoding time.
· GRP: Generalized residual prediction.
· HE: High efficiency – a set of coding capabilities designed for enhanced compression performance (contrast with LC). Often loosely associated with RA.
· HEVC: High Efficiency Video Coding – the video coding standardization initiative under way in the JCT-VC.

· HLS: High-level syntax.

· HM: HEVC Test Model – a video coding design containing selected coding tools that constitutes our draft standard design – now also used especially in reference to the (non-normative) encoder algorithms (see WD and TM).
· IBDI: Internal bit-depth increase – a technique by which lower bit depth (8 bits per sample) source video is encoded using higher bit depth signal processing, ordinarily including higher bit depth reference picture storage (ordinarily 12 bits per sample).

· ILP: Inter-layer prediction (in scalable coding).

· IPCM: Intra pulse-code modulation (similar in spirit to IPCM in AVC).

· JM: Joint model – the primary software codebase that has been developed for the AVC standard.

· JSVM: Joint scalable video model – another software codebase that has been developed for the AVC standard, which includes support for scalable video coding extensions.

· LB or LDB: Low-delay B – the variant of the LD conditions that uses B pictures.

· LC: Low complexity – a set of coding capabilities designed for reduced implementation complexity (contrast with HE). Often loosely associated with LD.
· LD: Low delay – one of two sets of coding conditions designed to enable interactive real-time communication, with less emphasis on ease of random access (contrast with RA). Often loosely associated with LC. Typically refers to LB, although also applies to LP.
· LM: Linear model.

· LP or LDP: Low-delay P – the variant of the LD conditions that uses P frames.

· LUT: Look-up table.

· LTRP: Long-term reference pictures

· MANE: Media-aware network elements.

· MC: Motion compensation.
· MPEG: Moving picture experts group (WG 11, the parent body working group in ISO/IEC JTC 1/‌SC 29, one of the two parent bodies of the JCT-VC).

· MV: Motion vector.
· NAL: Network abstraction layer (as in AVC).

· NB: National body (usually used in reference to NBs of the WG 11 parent body).
· NSQT: Non-square quadtree.

· NUH: NAL unit header.

· NUT: NAL unit type (as in AVC).

· OBMC: Overlapped block motion compensation.

· PCP: Parallelization of context processing.
· POC: Picture order count.

· PPS: Picture parameter set (as in AVC).

· QM: Quantization matrix (as in AVC).

· QP: Quantization parameter (as in AVC, sometimes confused with quantization step size).

· QT: Quadtree.
· RA: Random access – a set of coding conditions designed to enable relatively-frequent random access points in the coded video data, with less emphasis on minimization of delay (contrast with LD). Often loosely associated with HE.
· R-D: Rate-distortion.

· RDO: Rate-distortion optimization.
· RDOQ: Rate-distortion optimized quantization.

· ROT: Rotation operation for low-frequency transform coefficients.

· RPS: Reference picture set

· RQT: Residual quadtree.
· RRU: Reduced-resolution update (e.g. as in H.263 Annex Q).

· RVM: Rate variation measure.

· SAO: Sample-adaptive offset.
· SDIP: Short-distance intra prediction.
· SEI: Supplemental enhancement information (as in AVC).

· SD: Slice data; alternatively, standard-definition.

· SH: Slice header.

· SHVC: Scalable high efficiency video coding.

· SPS: Sequence parameter set (as in AVC).

· TB: transform block.

· TE: Tool Experiment – a coordinated experiment conducted toward HEVC design between the 1st and 2nd or 2nd and 3rd JCT-VC meeting, or a coordinated experiment conducted toward SHVC design between the 11th and 12th JCT-VC meeting.
· TFD: Tagged for discard.
· Unit types:

· CTB: code tree block (synonymous with LCU).

· CU: coding unit.
· LCU: (formerly LCTU) largest coding unit (synonymous with CTB).
· PU: prediction unit, with four shape possibilities.
· 2Nx2N: having the full width and height of the CU.

· 2NxN: having two areas that each have the full width and half the height of the CU.

· Nx2N: having two areas that each have half the width and the full height of the CU.

· NxN: having four areas that each have half the width and half the height of the CU.

· TU: transform unit.
· VCEG: Visual coding experts group (ITU-T Q.6/16, the relevant rapporteur group in ITU-T WP3/16, which is one of the two parent bodies of the JCT-VC).

· VPS: Video parameter set – a parameter set that describes the overall characteristics of a coded video sequence – conceptually sitting above the SPS in the syntax hierarchy.

· WD: Working draft – the draft HEVC standard corresponding to the HM.

· WG: Working group (usually used in reference to WG 11, a.k.a. MPEG).

1.11 Liaison activity

The JCT-VC did not send or receive formal liaison communications at this meeting.

1.12 Opening remarks

The status of HEVC in ISO/IEC and ITU-T was noted. The FDIS 23008-2 had been submitted for ballot  in ISO/IEC. In ITU-T, the text was submitted for Consent and approved as Rec. H.265 on 2013-04-13.
The HEVC conformance testing and reference software specification had been submitted as ISO/IEC CD 23008-5. The ballot closing date is 2013-07-14.

The range extensions draft 2 had been submitted as ISO/IEC 23008-2/PDAM1. The ballot is 2013-07-07.
It was noted that in the most-recently-established voting process in ISO/IEC, a "No" vote has a different status than it previously did for the DIS / DAM ballot stage. WG 11 NBs should make sure to be aware of the implications of their votes, and may wish to consider voting "Yes with comments" in some circumstances in which they would previously have been inclined to vote "No with comments".
Goals: Progress of work on extensions, conformance & reference software (Study of), verification testing?
1.13 Scheduling of discussions

Scheduling: Generally meeting time was scheduled during 0900 – 2000, with coffee and lunch breaks as convenient. Some particular scheduling notes are shown below, although not necessarily 100% accurate:
· First day (Thu. 18 Apr.): 0900–2000 (approximately), morning plenary, Tracks A and B in afternoon.
· Second day (Fri. 19 Apr.): 0900–2000 (approximately), Tracks A and B (and BoG on HLS)
· Third day (Sat. 20 Apr.): 1130-1300 (approximately) Track A, 1430–2000 Joint discussion between JCT-VC and JCT-3V on HLS for extensions
· Fourth day (Sun 21 Apr): 0800–0900 Plenary status review, 0900-1900 AHG reports on software & RExt, followed by RExt CE & other technical inputs (J-BoG on HLS for extensions, BoG on position calculation).

· Discussion of RExt and version 1 issues started on Sunday.
· Fifth day (Mon 22 Apr): Morning MPEG plenary, 1415 RExt (J-BoG on HLS continuation)
· Sixth day (Tue 23 Apr):

· 0900 check on status of BoG activity. Then RExt and SHVC-related work in parallel
· Joint Req meeting 1400-1800
· Seventh day (Wed 24 Apr):

· Morning MPEG plenary

· 1130: 116-118 Main JCT-VC room: General and SHVC

· 1430: 116-118 Main JCT-VC room: Non-HLS SHVC

· 1430: 115        Parallel JCT-VC room: RExt

· 1430: 203        BoG 1 room: Joint & 3V high-level syntax

· 1430: 301        BoG 2 room: Performance analysis and non-normative encoder enhancements

· Stopping time 1800 (for social event)

· Eighth day (Thu 25 Apr):

· 08:30 Review of BoG on Non-Normative and Coding Performance Analysis

· 09:00 Review of BoG on RExt

· 09:30 Miscellaneous topics and planning

· 12:00 Review of Joint VC+3V BoG on High-Level Syntax

· Remaining topics and planning

· (The Joint VC+3V BoG on HLS met in parallel in the JCT Parallel room 115 until noon.)

· End 2345

· Ninth day (Fri 26 Apr):
· 0800 Morning wrap-up
· 1345 End
1.14 Contribution topic overview

The approximate subject categories and quantity of contributions per category for the meeting were summarized and categorized into "tracks" (A, B, or P) for "parallel session A", "parallel session B", or "Plenary" review, as follows. Discussions on topics categorized as "Track A" were primarily chaired by Gary Sullivan, and discussions on topic categorized as "Track B" were primarily chaired by Jens-Rainer Ohm. Some plenary sessions were chaired by both co-chairmen, and others were chaired by Gary Sullivan. (Note: allocation to tracks were subject to changes)
· AHG reports (17 – reviewed) Track P (section 2)
· Communication to and by parent bodies (0) Track P (section 3.1)
· Conformance testing development (1 – reviewed) Track P (section 3.2)
· Version 1 bug reports (2 – reviewed) Track P (section 3.3)
· Coding performance, implementation, and design analysis (5 – done) Track P (section 3.4)

BoG M0455 on Complexity Analysis (E. Alshina, E. François, X. Li)
· Profile, level and constraint definitions (2) Track P (section 3.5)
· HEVC and RExt use cases (6) Track P (section 3.6)
· Source video test material (2) Track P (section 3.6)
· RExt CE1: Inter-component decorrelation (11 – done) Track A (section 4.1)
· RExt CE2: Intra prediction for lossless coding (12 – done) Track A (section 4.2)

· SHVC CE1: Intra prediction improvements (32 – done) Track A (section 5.1)

· SHVC CE2: Inter-layer texture prediction (8 – done) Track A (section 5.2)

· SHVC CE3: Combined inter and inter-layer prediction (21 – done) Track B (section 5.3)

· SHVC CE4: Inter-layer filtering (19 – done, further discuss for CE plan) Track A (section 5.4)

· SHVC CE5: Inter-layer syntax prediction (HEVC base layer) (22 – done) Track B (section 5.5)

· Non-CE RExt (57) Track A (section 6.1)
· General (8 / 5 – done) (section 6.1.1)

M0462 BoG (D. Flynn)
· RCE1 related (inter-component decorrelation) (8 / 3 – to plan CE) (section 6.1.2)
· RCE2 related (prediction in lossless coding) (10 – to plan CE) (section 6.1.3)
· Transforms and transform coefficient coding (11 / 5 – done) (section 6.1.4)
· Intra prediction (14 / 7 – done) (section 6.1.5)
· Lossless & screen content related (16 / 9 – CE planning) (section 6.1.6)
· Other (3 / 2 – done) section 6.1.7)
· Non-CE SHVC (87 CE related, 26 other) (section 6.2)
· General (2 – done) (Track P) (section 6.2.1)
· SCE1 related (22 – done) (Track A) (section 6.2.2)
· SCE2 related (2 – done) (Track A) (section 6.2.3)
· SCE3 related (30 – done) (Track B) (section 6.2.4)
· SCE4 related (21 – to plan CE) (Track A) (section 6.2.5)
· SCE5 related (12) (Track B – done) (section 6.2.6)

BoG M0449 (J. Chen) on position calculation
· Motion/partition coding (2 – done) (Track B) (section 6.2.7)
· Modifications ref_idx (7 – done) (Track B) (section 6.2.8)
· Up/downsampling considerations (8 – done) (Track A) (section 6.2.9)
· Transforms (2 / done) (Track B) (section 6.2.10)
· Other scalable modalities (7 – done) (Track B) (section 6.2.11)
· Hybrid scalability (3 – review completed) (section 6.2.12)

· High-level syntax in RExt & single layer (5 – done) Track P (section 6.3)

· High-level syntax in SHVC and 3D extensions (61) BoG | joint with JCT-3V (section 6.4)

BoG M0436 (M. M. Hannuksela) for initial review of non-3V HLS

Joint BoG M0450 (Y.-K. Wang) continued Sunday from Saturday discussion.
· Interlaced scan and field-based video (1) Track P (section 6.5)

· Non-normative (5 / 4 – done) Track P (section 6.6)

BoG M0460 (A. Duenas) est. Wed.
· Withdrawn and unclear category (section 6.7)
· Plenary discussions and BoG reports (section 7)
· Outputs & planning: AHG & CE plans, Conformance, Reference software, Verification testing, Chroma format, CTC. (sections 8, 9, and 10)
NOTE – The number of contributions in each category, as shown in parenthesis above, may not be 100% precise.

Overall approximate contribution allocations: Track P: XX; Track A: XXX; Track B: XXX.
Wed a.m.:

Agreed to go for something simple.

Inter-layer processing – PU switchability M0273?

Can we reduce complexity relative to HLS only? It seems not so much 
RefIdx vs. TextureRL
HLS – only?

Our current plan is to have syntax compat at EL. With decoding process compatibility also, other than inter-layer prediction (to populate the texture and MV field of the BL-converted reference picture). A few HL syntax elements to control the inter-layer processing can be considered (but not block-by-block control data).
HLS J-BoG and non-J BoG status reviewed.

Further BoG on RExt planned.

Version 1 verification testing (need to consult with V. Baroncini):
· AVC vs. HEVC

· Emphasis on subjective quality

· Scenarios (random access, low-delay, all-intra?, photographs?)

· Test sequence selection

· Bit rates & resolutions & bit depths

· Reference software vs. proprietary encoders – TBD
· Note that perceptual optimization tricks certainly apply to both AVC and HEVC
· Perhaps do both a fixed-QP similarly configured reference software capability comparison and a comparison to some non-RS encoding (accompanied by suitable caveats)

Review prior test plans (e.g. for AVC verification tests and CfPs). 
2 AHG reports

The activities of ad hoc groups (AHGs) that had been established at the prior meeting are discussed in this section.
JCTVC-M0001 JCT-VC AHG Report: Project Management (AHG 1) [G. J. Sullivan, J.-R. Ohm]

Discussed verbally prior to availability.

All outputs of prior meeting delivered.

ITU-T approval completed 2013-04-13. Text quality quite stable.

Editorial input to be submitted.

JCTVC-M0002 JCT-VC AHG report: HEVC Draft and Test Model editing (AHG2) [B. Bross, K. McCann (co-chairs), W.-J. Han, I.-K. Kim, J.-R. Ohm, K. Sugimoto, G. J. Sullivan, T. Wiegand (vice-chairs)]

Two editorial teams were formed to work on the two documents that were to be produced:

JCTVC-L1002 HEVC Test Model 10 (HM 10) Encoder Description
· Il-Koo Kim

· Ken McCann

· Kazuo Sugimoto 

· Benjamin Bross 

· Woo-Jin Han 

JCTVC- L1003 HEVC text specification Draft 10 / FDIS & Consent text
· Benjamin Bross

· Woo-Jin Han

· Jens-Rainer Ohm

· Gary J. Sullivan 

· Thomas Wiegand 

Editing JCTVC-L1003 was assigned a higher priority than editing JCTVC-L1002.  The text of the final draft of JCTVC-K1003 (version 34) was submitted to ISO/IEC JTC1/SC29 for Final Draft International Standard ballot and to ITU-T SG16 for Consent.
An issue tracker (https://hevc.hhi.fraunhofer.de/trac/hevc) was used in order to facilitate the reporting of issues on the text of both documents.
Three successive versions of JCTVC-L1002 and 34 successive versions of JCTVC-L1003 were published by the Editing AHG following the 12th JCT-VC meeting.  

The main changes in JCTVC-L1003, relative to the previous JCTVC-K1003, were listed in the AHG report.

The AHG recommended to:

· Approve the edited JCTVC-L1002 and JCTVC-L1003 documents as JCT-VC outputs. This was agreed.
· Encourage the use of the issue tracker to facilitate the reporting of issues with the text of either document.
· Coordinate with the Software development and HM software technical evaluation AhG to address issues relating to mismatches between software and text.

JCTVC-M0003 JCT-VC AHG report: HEVC HM software development and software technical evaluation (AHG3) [F. Bossen, D. Flynn, K. Suehring]
(Reviewed Sun.)
Development of the software was coordinated with the parties needing to integrate changes. A single track of development was pursued. The distribution of the software was made available through the SVN servers set up at HHI and the BBC, as announced on the JCT-VC email reflector.

The HM user manual had been updated and a version-controlled copy was included in the doc directory of the repository. A PDF version had been produced and was included in the same location prior to each HM release.

Version 10.0 of the software was delivered to schedule, and reference configuration encodings were provided according to the common test conditions through an ftp site hosted by the BBC.


ftp://ftp.kw.bbc.co.uk/hevc/hm-10.0-anchors/

Version 10.1 was still in development to be released during the 13th JCT-VC meeting. A number of bugs had been identified and fixed, including an issue that allowed the encoder to generate non-conforming bitstreams.

There was a number of reported software bugs that should be fixed.

High-level syntax implementations continued to take considerable time. One non-normative change was still pending due to poor software quality of the provided patch.

The bug tracking system had been moved from the BBC site to HHI and could be accessed using the following URL (the old URLs will redirect to the new site)


https://hevc.hhi.fraunhofer.de/trac/hevc

Another bug tracking system sharing the same accounts had been set up for MV and 3D extension development in JCT-3V.
Multiple versions of the HM software were produced and announced on the JCT-VC email reflector. The report provided a brief summary of the changes made for each version. A detailed history of all changes made to the software could be viewed at https://hevc.hhi.fraunhofer.de/trac/hevc/timeline.

Released versions of the software were available on the SVN server at the following URL: 


https://hevc.hhi.fraunhofer.de/svn/svn_HEVCSoftware/tags/version_number,

where version_number corresponds to one of the versions described below (eg., HM-10.0). Intermediate code submissions could be found on a variety of branches available at:


https://hevc.hhi.fraunhofer.de/svn/svn_HEVCSoftware/branches/branch_name,

where branch_name corresponds to a branch (eg., HM-10.0-dev).
HM 10.0 had been released on February 4, 2013. It included all the changes adopted at the 12th JCT-VC meeting that affect the bitstream syntax including high-level syntax (although not guaranteed bug free). This release was announced on the email reflector.
HM 10.1 had not yet been released, but was expected during the 13th JCT-VC meeting. This version contained additional implementation of optional syntax, i.e. SEI messages and bug fixes. Also non-normative encoder changes had been added in this version. 

Special attention had been put into fixing issues that were found during verification testing. One issue (#1071) was identified where the HM 10.0 encoder could create non-conforming bitstreams. Updated anchor bitstream have been created after fixing the issue.

One software only change related to field coding is still pending related to issues with the code quality.

Unless the release has been tagged, the development branch can be found under


https://hevc.hhi.fraunhofer.de/svn/svn_HEVCSoftware/branches/HM-10.0-dev
It was noted that it is important for people who notice bugs to report them for correction.
The need for the extension work to incorporate bug fixes from the main branch was noted.

JCTVC-M0004 JCT-VC AHG report: HEVC conformance test development (AHG4) [T. Suzuki, W. Wan, C. Fogg]
The ftp site at ITU-T is used to exchange bitstreams. The ftp site for downloading bitstreams is,

http://wftp3.itu.int/av-arch/jctvc-site/bitstream_exchange/

The spreadsheet to summarize the status of bitstream exchange, conformance bitstream generation is available at this directory. It includes the list of bitstreams, codec features and settings, and status of verification.
The list of the candidate of the conformance bitstream and its volunteers are summarized in a table in the AHG report. 

So far, 120 bitstreams had been collected. Most of them were updated to the HM10 syntax. However, 25 bitstreams are still based on older versions of the spec, e.g. HM9.1. Those bitstreams must be updated based on the final spec of the HEVC, as soon as possible. The problems were reported in 15 bitstreams for HM10 based bitstreams and those must be revised too.

The generated bitstreams are available at

http://wftp3.itu.int/av-arch/jctvc-site/bitstream_exchange/under_test/

The features and conformance point of each bitstream are summarized in an Excel sheet attached to the AHG report.
The MPEG parent body decided to standardize conformance and reference software as one single text. Therefore an integrated text was produced for that purpose (see M0327).
Some problem was identified in the reference software, and fixed in the HM10-dev branch.

An issue identified was how to have a consistent approach for providing MD5 checksums. It was suggested to produce guidelines to provide guidance on this matter.
JCTVC-M0005 JCT-VC AHG report: HEVC range extensions development (AHG5) [C. Rosewarne]
(Reviewed Sun.)

The test conditions document JCTVC-L1006 was uploaded, defining the test conditions as agreed at the 12th JCT-VC meeting for range extensions development.

The related contributions (approximately 20 proposals) were listed and summarized, including contributions relating to residual quad-tree, chroma intra-prediction, in-loop colour transformation, and other subjects.
JCTVC-M0006 JCT-VC AHG report: Range extensions draft text (AHG6) [J. Sole, D. Flynn, C. Rosewarne, T. Suzuki]

(Reviewed Sun.)

The HEVC Range Extensions test model was developed following the decisions taken at the 12th JCT-VC meeting in Geneva, CH (14–23 January 2013). 

Four versions of the test model output document JCTVC-L1005 were produced by the editing AhG following the 12th JCT-VC meeting in Geneva. Version 3 and 4 of HEVC range extensions were based upon JCTVC-L1003_v34. The last version was submitted for the ISO/IEC PDAM ballot.
A component for the text specification for HEVC Range Extensions was added to the issue tracker (http://hevc.kw.bbc.co.uk/trac) in order to facilitate the reporting of issues on the document.

Changes in JCTVC-L1005 relative to the previous version were listed.
JCTVC-M0007 JCT-VC AHG report: Range extensions software (AHG7) [D. Flynn, K. Sharman]
(Reviewed Sun.)

Multiple versions of the HM Rext software were produced and announced on the JCT-VC email reflector. A detailed history of all changes made to the software can be viewed at


http://hevc.hhi.fraunhofer.de/trac/timeline. 

Released versions of the software are available on the SVN server at the following URL: 


https://hevc.hhi.fraunhofer.de/svn/svn_HEVCSoftware/tags/version_number,

where version_number corresponds to one of the versions described below (eg., HM-10.0_RExt-2.0). Intermediate development work is conducted on the HM-range-extensions branch, available at: 


https://hevc.hhi.fraunhofer.de/svn/svn_HEVCSoftware/branches/HM-range-extensions/

The commit numbers used to label particular releases were listed in the report.
Subsequent versions of RExt-1.0 incrementally based against HM-9.1, HM-9.2 and HM-10.01 were released on the 11 Feb. 2013. These did not include any of the changes relating to RExt-2.0, but were intended to make the deltas more readable. 

The volunteers that checked the intermediate versions were thanked in the report.
Version 2.0 was released on the 19 Feb. 2013. It included all the changes adopted at the 12th JCT-VC meeting relating to the range extensions. 

Tables were provided to show the performance of this version against HM-9.0.1+RExt-1.0 and JM-18.4 respectively according to the common conditions.
JCTVC-M0008 JCT-VC AHG report: Screen content coding (AHG8) [H. Yu, M. Budagavi, B. Cohen, A. Duenas, T. Lin, J. Xu]

There were email discussions on RGB-to-YUV color format conversion for the screen content sequences, test conditions for RCE2, and general subjects of screen content coding.
We have a total of ten 4:4:4 screen content test sequences. Six of them came from Tongji Univ., three from Huawei & MERL, and one from BBC. All the sequences from Tongji Univ. and Huawei and MERL were captured in RGB with 8 bits per color component. The original YUV/YCbCr version of these 9 sequences was converted through different RGB-to-YUV color conversion methods, which resulted in confusion among the experts who were running tests with these sequences. It was also noted that unlike camera-captured content, screen content such as that generated by computer would typically use the full-amplitude range of 0 to 255 for R, G, and B. After some good discussions on the general topic of color format conversion, the group agreed to use the same calculation method given below in converting these screen capture RGB sequences to the YUV/YCbCr/ITU-709 color format:  

t = 0.2126 * R + 0.7152 * G + 0.0722 * B;

Y = floor ( 16 + 219 * t / 255 + 0.5);

Cb = floor ( 128 + 112 * ( B − t )/ ( 255 * ( 1 − 0.0722 ) ) + 0.5);

Cr = floor ( 128 + 112 * ( R − t ) / ( 255 * ( 1 − 0.2126 ) ) + 0.5);

where t is a floating-point variable; R, G, B, Y, Cb, and Cr are integers; floor(x) is the largest integer of x, and single-precision floating-point processing is used in all calculations.

As a result of this discussion, six RGB sequences were re-converted to YUV and these new YUV files are now available for download at the server.
Per the last mandate of this ad hoc group, the test conditions for RCE2 were discussed and finalized jointly by the participants of RCE2 and AHG8. Below is a summary of the final test conditions: 

· Total 20 test sequences: 10 screen content 4:4:4 RGB sequences; 4 ClassF sequences; 2 ClassB sequences (Kimono and Parkscene); 2 4:2:2 RExt sequences (EBUHorse and EBUWaterRocks); 2 4:4:4 YCbCr RExt sequences (BirdsInCage and EBURainFruits);

· Software: HM10.0-RExt2.0 (r3369) with a custom patch to use QP=0 in the tests. 

· Coding structure: AI-Main, LB-Main, and RA-Main;

· Coding of RGB sequences: the RGB colour order was used in the input and output of the codec. However the RGB signal was re-ordered as GBR by the HM software for encoding and decoding.  

Please see JCTVC-L1122 for the test descriptions and conditions in details.  

Potential applications of screen content coding: wireless WiFi display, VDI, Remote desktop, etc.

The requirements of the relevant applications need clarification.
Comment from one participant on email reflector: “The new requirement is to compress discontinuous-tone contents that feature very sharp edges, uncomplicated shapes, and thin lines with few colors, even one-sample-wide single-color lines, etc. in subjectively lossless quality at ultra low bitrate with a compression ratio of 300:1 ~ 1000:1. The compression ratio of 300:1 to 1000:1 comes from the target to transfer the ultra-HD 1920x1200x60 fps resolution screen with a raw bit-rate of 1920x1200x60x24 = 3164 Mbps over a transmission link of around 3-11 Mbps reliable and guaranteed QoS bandwidth.”
Related contributions were identified. The "visually lossless" and "lossless" cases were noted.
A related MPEG ad hoc group on subjectively lossless screen content coding was noted to be having a meeting on Sunday morning April 21 (room 202, 0900–1300).
More coordination with parent bodies (MPEG AHG) necessary for application requirements: e.g. low delay for wireless displays; also bit rate constraints?
JCTVC-M0009 JCT-VC AHG report: High-level syntax for HEVC extensions (AHG9) [M. M. Hannuksela, J. Boyce, Y.-K. Wang, T. Rusert, Y. Chen]

BoG M0XXX (M. Hannuksela) activity was requested to sort out HL syntax contributions that only relate to SHVC; discuss those that relate to both SHVC and MV-HEVC jointly with JCT-3V.
Roughly 53 input contributions were identified as relating to AHG9.
JCTVC-M0010 JCT-VC AHG report: SHVC core experiments (AHG10) [X. Li, J. Boyce, P. Onno, Y. Ye]
Configurations for SHVC core experiments were discussed via JCT-VC main email reflector.

The configuration files of SHVC core experiments, the anchor data and the reporting sheets were released on Feb. 11th 2013. 

It was suggested to include LD-B cases as mandatory tests via JCT-VC main email reflector, as this case has significantly better compression than LD-P.
In discussion of the AHG report, it was suggested to emphasize LB rather than LP in the future – except to use LP when testing interpolation filters (both for MC and spatial upsampling), as it may be easier to detect problems with the filtering when using LP. It was agreed to generally use LB in the future except in such cases where there is a rationale for using LP.
When generating the anchor of HM single layer coding and HM simulcast, both HM and SHM (with inter-layer prediction disabled) software may be used. However, the two software lead to slightly different bitstreams though identical PSNR. It is suggested to clearly define which software shall be used to generate the anchor for future meetings.

According to the MPEG “Requirements of the scalable enhancement of HEVC (w12956)”, different picture aspect ratios (PARs) across the layers shall be supported. The question on whether such cases shall be tested was raised via JCT-VC main email reflector. It was noted that some different resolution base layers could be made available for optional experiments.

JCTVC-M0011 JCT-VC AHG report: SHVC text editing (AHG11) [J. Chen, J. Boyce, Y. Ye, M. M. Hannuksela]
The first version of JCTVC-L1007 (SHM 1) document was released on February 15, 2013. The syntax, semantics and decoding process of both reference index and textureBL frameworks were provided. An editor's update was released on March 27, 2013 to align with final version of HEVC base spec. 

The first version of JCTVC-L1008 (SHVC WD 1) document, aligned with the MV-HEVC Draft Text 3 based on actions of the 12th JCT-VC meeting in Geneva, was released on March 20, 2013. The document is generated by adding spatial and SNR scalable coding functionalities to MV-HEVC draft text document.
Some misalignments between text and software (e.g. upsampling filter phase) were reported.
The establishment of a bug tracking system for the SHVC work should be completed soon.

JCTVC-M0012 JCT-VC AHG report: SHVC software development (AHG12) [V. Seregin, T.-D. Chuang, Y. He, D.-K. Kwon]

Software version SHM1.0 based on HM8.1 is used for experimentation and the most recent software version is SHM1.2 based on HM10. Alignment with MV-HEVC is to be discussed with JCT-3V.
The tools integrated into SHM1.0 were listed in the AHG report as follows:
· Chroma upsampling filter JCTVC-L0335

· Use cropped base layer picture with padding for inter-layer texture prediction JCTVC-L0178.

· IntraBL framework

· DST for 4x4 IntraBL JCTVC-L0067/ JCTVC-L0204

· cbf_root_flag JCTVC-L0437

· Motion hook enabled

· Intra hook disabled

· RefIdx framework

· Motion mapping JCTVC-L0336

· Bugfix JCTVC-L0167

· encoder-only zero MV JCTVC-L0051

· Encoder speedup method1 JCTVC-L0174

Experimental results of SHM1.0 against SMuC0.1.1 using SMuC0.1.1 common test conditions are summarized in tables in the AHG report.
SHM 1.1 is then based on SHM1.0 where base layer YUV and motion field metadata can be served as an input. It can be used for multi-standard scalability, when, for example, AVC codec is applied to code base layer. This version also includes following small fixes:

· Use cropped picture size for base layer MV scaling

· Use center samples to get co-located base layer block

· Set the right picture size for the clipping

Experimental results of SHM1.1 against SHM1.0 using new common test conditions released by AHG10 are summarized in the AHG report.
SHM1.2 was developed by porting SHM1.1 on top of HM10 with the following high level syntax implementation:

· VPS extension

· RPL modification for including ILR picture into the RPL according to the common test conditions

· IDR alignment for an access unit 

Experimental results of SHM1.2 against SHM1.0 using common test conditions released by AHG10 are summarized in the next two tables.
Coding results were reported to be generally as expected.
JCTVC-M0013 JCT-VC AHG report: SHVC upsampling and downsampling filters (AHG13) [Andrew Segall, Elena Alshina, Jianle Chen, Pankaj Topiwala]
There were approximately 10 identified input documents to the 12th meeting of the JCT-VC related to the mandates of the AhG.  They were listed in the AHG report.  Additionally, there were noted to be 37 input contributions related to SCE4, which also falls under the mandates of the AhG.
JCTVC-M0014 JCT-VC AHG report: Color Gamut Scalability (AHG14) [Andrew Segall, Alberto Duenas, D.-K. Kwon] 

Two companies had informally indicated that they are collecting wide color gamut sequences for potential use by the JCTVC with the possibility of contributing the content between the 13th and 14th meeting.
There were noted to be three input documents (including one cross-check) to the meeting identified as related to the mandates of the AhG.
JCTVC-M0015 JCT-VC AHG report: SHVC hybrid codec scalability (AHG15) [J. Boyce, K. Kawamura]

The SHM 1.1 software release of March 12 supports an AVC base layer.  

Reporting template and anchors for experiments using an AVC base layer were distributed on March 19.
Three contributions were noted to be related to the work of the AHG (M0076, M0254, and M0414).

JCTVC-M0016 JCT-VC AHG report: Single-Loop Scalability (AHG16) [M. Wien, J. Boyce, M. Budagavi, K. Mishra, K. Ugur]
Two contributions were noted to be related to this AHG (M0176 and M0279).
For assessment and comparison of the complexity of Multi-Loop vs Single Loop decoding, the following measurements were performed (all BL+EL decoding)

· Entropy decoding

· Count overall coded bins with context update

· Count overall bypass coded bins

· Inter prediction

· Count total number of samples with full/half/quarter-sample MVs, uni- and bi-prediction

· interBL prediction

· Intra prediction

· Count number of intra predicted samples

· interBL

· Deblocking filtering

· Count number of edge samples with deblocking filter strength 1 or 2

· SAO

· Count number of modified samples

The results of this measurement are reported in JCTVC-M0176, with a cross-verification in JCTVC-M0279. The reported numbers shall provide a first insight on the complexity of multi/single loop decoding. Further complexity assessment work should be synchronized with AHG17.

Here, "single loop" means single-stage filtering and single inverse transform as well as single inter-prediction process.
JCTVC-M0017 JCT-VC AHG report: SHVC complexity assessment (AHG17) [M. Budagavi, E. Alshina, E. François, M. Karczewicz, A. Tabatabai, Y. Ye]

A complexity assessment module and spreadsheet was developed for use in SCE3 and SCE4 activity. L0440 provides the relevant patch and spreadsheet and also a brief description. The default complexity assessment template has been recently modified to correctly handle GRP (generalized residual prediction).

There are several non-SCE contributions that address complexity reduction and coding efficiency impact of the simplifications.

There were four email exchanges on JCTVC related to this AHG activity. These mainly dealt with issues that were discussed during the development of complexity assessment module.
During the development of the complexity assessment module, some issues were extensively discussed. These are highlighted below.

1. Should up-sampling and MC operations/memory bandwidth be reported separately or should they be added and reported as a single number? 

2. What would be the scaler hardware architecture for SNR scalability in the current SHVC test model? 1) Would the scaler block be reused assuming scaling factor of 1 (i.e. integer pel positions in SNR case would be filtered with [... 0 0 1 0 0 ...] filter) or 2) Would BL picture pointer is used?

3. What is the implication of JCTVC-L0178 cropping and padding adoption at last meeting on memory bandwidth for SNR scalability for RefIdx picture based processing? Can BL picture pointer be directly reused by EL decoder or will picture data copy of BL picture be needed to create reference picture for EL?

4. Memory bandwidth for RefIdx with picture based processing is computed in the complexity assessment module assuming LCU by LCU up-sampling with LCU size = 64. What would be the optimal block size to use? Would it need to be matched with min LCU size? Currently, average complexity for RefIdx picture based approach is calculated using 64x64 block, whereas the worst case is calculated using 16x16 block.

5. What scaling ratio do we consider for the worst spatial scalability case? Currently only ratios 2x and 1.5x are supported in SHM-1.0. But in the template, ratio 1x is used to compute the worst case numbers of spatial scalability (based on the hypothesis that in the future, SHVC will support any spatial ratio).

6. Do we consider BL reference pictures as additional pictures to be stored in the EL DPB?

With regards to Issue 2, the following opinions were expressed by experts on the JCTVC email reflector:

· A scalar architecture would have input and output buffer plus interpolation logic. If EL and BL decoding is synchronized at frame-level in which BL reconstructed frame is normally in off-chip memory,  then the DMA could directly write the BL into the output buffer of the scaler in the SNR case. If such a capability does not exist for certain architecture, then a bypass mode should be added to the scaler logic so that the BL data (which is DMAed in to the scaler input buffer) can be copied from the input buffer to the output buffer of the scaler. If EL and BL decoding is synchronized at group of blocks level to reduce the bandwidth and latency for the EL decoding, the BL decoder should have capability to put the data directly in the input buffer of the scaler (avoiding going through off-chip memory). In the SNR case, the BL decoder could also write data directly into the output buffer of the scaler to bypass the scaler, or if such a capability does not exist, then a bypass mode should be added to the scaler logic to enable data copy for the input to the output buffer of the scaler. There is no memory bandwidth difference between the two options and whether a bypass mode is needed in the scaler purely depends on architecture choice.

· For SNR scalability, in EL one would not actually filter BL picture using a [0 0 1 0 0 ] filter.

· Frame buffer copy from BL to EL decoder would not be required. BL picture pointer can be passed instead.
The related contributions were identified in the report (M0086, M0088, M0192, several non-SCE contributions, and regarding item 3 above, M0180 and M0274).
3 Project development, status, and guidance
3.1 Communication to and by parent bodies

3.2 Conformance test set development
JCTVC-M0327 Editor's proposed draft text of HEVC conformance testing [T. Suzuki, G. Sullivan, W. Wan] [late]
Detailed presentation not necessary. See notes for M0004.
3.3 Version 1 bug reports

Also see notes on pic_type in section discussing M0168 – proposed text drafted as "The value of pic_type shall be equal to 0, 1 or 2 in bitstreams conforming to this version of this Specification. Other values of pic_type are reserved for future specification by ITU-T | ISO/IEC. Decoders conforming to this version of this Specification shall ignore reserved values of pic_type."
JCTVC-M0352 Report of issue in specifications of video and image transfer characteristics (gamma) functions [D. Singer, J. Zipnick (Apple), G. J. Sullivan (Microsoft)]

Reviewed – LS suggested to be sent.
JCTVC-M0432 Editors' proposed corrections to HEVC version 1 [B. Bross, G. J. Sullivan, Y.-K. Wang] [late]

Reviewed – revisit for conformation approx Tuesday.
3.4 HEVC coding performance, implementation demonstrations and design analysis
3.4.1 Coding performance

JCTVC-M0041 Updated results on HEVC still picture coding performance [K. Ugur, J. Lainema (Nokia)]

(Initially reviewed in BoG M0460 chaired by A. Duenas.)

This contribution was presented and discussed in a Joint meeting of MPEG and JPEG.
JCTVC-M0166 Comparison of Compression Performance of HEVC Draft 10 with AVC for UHD-1 material [P. Andrivon, P. Bordes, M. Arena, P. Sunna (??)]

(Initially reviewed in BoG M0460 chaired by A. Duenas.)

This contribution relates performances comparison between H.264/AVC (JM18.4) and HEVC Draft 10 (HM10.0) considering 8-bit and 10-bit bit-depth UHD 3840x2160 resolution (a.k.a. 2160p or UHD-1 or Quad Full HD) material. Test material coding with different nature is assessed and both the Main Profile and the consumer-oriented Main 10 Profile. Concerning UHD-1 8 and 10 bits test material, this contribution states that HEVC Main and Main 10 Profiles (HM10.0) outperforms AVC High and equivalent High 10 Profiles (JM18.4 with HM-like configuration files) in objective measure (BD-rate) of around 25% for All Intra, 45 % for Random Access, 45 % for Low Delay B on average and it shows result of comparing HEVC and HEVC Main 10.
The results were presented based on objective (PSNR) measurement.
The results for HEVC Main Profile vs AVC High Profile (8-bit DPB) for 2160p (8-bit) sequences were reported as follows:
	
	Y
	U
	V

	AI
	-26.6%
	-22.8%
	-30.6%

	RA
	-47.3%
	-34.7%
	-41.1%

	LB
	-48.7%
	-33.0%
	-41.3%


AI gains of HEVC Main HM10.0 over JM18.4 are around 25 % for AI, 45% for both RA and LB configurations.

The results for HEVC Main 10 Profile vs AVC High Profile (10-bit DPB) for 2160p (10-bit) sequences are as follows:
	
	Y
	U
	V

	AI
	-25.5%
	-20.8%
	-26.9%

	RA
	-46.8%
	-23.6%
	-31.1%

	LB
	-50.8%
	-28.5%
	-37.3%


Results presented here for Main 10 are consistent with those presented for HEVC Main.

In JCT-VC review, it was noted that the gains shown for Main and Main 10 are significantly more substantial than what is typically observed in PSNR terms on lower-resolution material. It was also commented that a wider variety of content was used than in typical Ultra HD testing. See, for example, the results reported in JCTVC-M0329.
The results for comparing the HEVC Main and Main 10 Profiles comparison considerations for 2160p 8-bit and 10-bit sequences respectively are as follows:
	
	Y
	U
	V

	AI
	-5.3%
	-17.0%
	-24.0%

	RA
	-6.9%
	-24.1%
	-32.7%

	LB
	-7.3%
	-25.7%
	-33.9%


The numbers are to be interpreted very carefully as the table stands for a summary of different nature PSNR-based metric computation. It is remarked that 10-bit content here contains non-null two LSB. Results were computed by the JM in the 8 bit domain relative to the input to the decoder. At the input of the encoding, simple right shifting was applied. In JCT-VC review, it was suggested that the measurement method did not seem the best, and was suggested that measuring PSNR in the 10 bit domain relative to the true input would be preferable.
Considering HEVC, here above presented results as well as attached detailed results tend to show that for the considered versatile test material and test conditions, 10-bit coding does objectively not add supplementary cost than 8-bit coding in terms of objective fidelity to the source content.

The BoG acknowledged the very positive results of the current Main and Main 10 HEVC compared with AVC High and High 10 Profiles for UHD-1 content and the additional gains provided by using Main 10 HEVC profile (10 bit content) compared with Main profile on UHD 8 bit material and thanked Technicolor and Rai for their work on this contribution.
JCTVC-M0234 Combined Scalable + Multiview HEVC coding results [D.-K. Kwon, M. Budagavi (TI)]

Presented Thu a.m. in main session (no presenter had been available for BoG review Wed 15:30).
This contribution presents results for combined Scalable + Multiview HEVC (SHVC + MV-HEVC) coding. The combination of two layers for SHVC (D0 and D1) and two views for MV-HEVC (V0 and V1) is tested with SNR scalability. When compared to simulcast (independent D0, D1, V1, and V2), ‘TextureRL SHVC + MV-HEVC’ (dependent D0D1V0V1) reportedly achieved a coding gain of: AI: 40.5%, RA: 30.7%, LDP: 18.1%. When compared to two independent layers of ‘MV-HEVC simulcast’ (dependent V0V1 at D0, dependent V0V1 at D1), ‘TextureRL SHVC + MV-HEVC’ reportedly achieved a coding gain of AI: 24.7%, RA: 18.0%, LDP: 10.7%. Finally, when compared with ‘RefIdx SHVC + MV-HEVC’, ‘TextureRL SHVC + MV-HEVC’ reportedly achieved a coding gain of AI: 0.4%, RA: 2.0%, LDP: 2.0%, LDB: 1.7%.
The basic reported conclusion is that the combination is effective and it is not too difficult to create combined software.

This information was appreciated by the JCT-VC.

JCTVC-M0346 Cross-check for Combined Scalable + Multiview HEVC coding results [E. Alshina, Y. Cho] [late]

JCTVC-M0329 Comparison of Compression Performance of HEVC Draft 10 with AVC High Profile [B. Li (USTC), G. J. Sullivan, J. Xu (Microsoft)]

(Initially reviewed in BoG M0460 chaired by A. Duenas.)

This contribution is a further study of the relative objective (i.e. PSNR-based) compression performance of HEVC Main Profile and AVC High Profile. It builds upon the prior work reported in JCTVC-G399 JCTVC-H0360, JCTVC-I0409, JCTVC-J0236, JCTVC-K0279, JCTVC-L0322, updating the results by using the latest available reference software (JM-18.4 and HM-10.0). Experimental results (without class F) reportedly show that 1) for the Main Profile all-intra configuration, HM-10.0 can save about 21.9% in bit rate; 2) for the Main Profile random-access configuration, HM-10.0 can save about 34.3% in bit rate; and 3) for the Main Profile low-delay configuration, HM-10.0 can save about 36.8% in bit rate when compared with JM-18.4.

The group acknowledge the very positive results of the current Main HEVC compared with AVC High Profiles for a variety of video material and thanks USTC and Microsoft for their work on this contribution.
3.4.2 Implementation demonstrations
3.4.3 Design analysis
3.5 Profile, level, and constraint definitions 
JCTVC-M0094 Proposal of the profile/level for Range extensions [T. Suzuki, N. Saunders, S. Karl (Sony)] [late]
Presented in joint discussion with MPEG REq VCEG etc. For further study.
JCTVC-M0173 Removing a Level Restriction on Coding Tree Block Size [E. Pinhasov, S. Riabtsev, A. Menachem]
Would require corrigendum or additional profiles. No action. [some notes may be in other draft report]

CTB size 32 that is always split may be one way to deal with this for an encoder.
3.6 HEVC and RExt use cases (requirements related)
See also M0094. [possible additional notes in other draft report.]
JCTVC-M0172 Use cases and requirements for lossless and screen content coding [T. Vermeir (Barco)]

JCTVC-M0175 On the support for alpha channel in HEVC [M. Naccari, M. Mrak (BBC)]

JCTVC-M0190 Requirements for medical imaging applications [P. Amon, A. Hutter, U.-E. Martin, N. Wirsz (Siemens)]

JCTVC-M0255 Decoding a 10-bit HEVC sequence using an 8-bit decoder [D. Flynn, G. Martin-Cocher, D. He (RIM)]

HEVC, like other well-known codecs, contains profiles that accommodate the decoding of non-8-bit video sequences.  In particular, HEVC contains a 10-bit profile that permits the carriage of 10-bit video sequences. However, for some implementations, the extra resources required for conformance to a higher bit-depth operating point can be prohibitive, yet there exist circumstances where a decoder may wish to offer best-effort decoding of a bitstream.  Two techniques are presented that facilitate the decoding of 10-bit video bitstreams using an 8-bit decoder (but a 10-bit parser).  The first uses the normal 8-bit reconstruction process, while the second involves addition of a rounding process during the reconstruction process.  PSNR losses using low-delay main-10 bitstreams reportedly average at a 6 dB and 2.5 dB respectively.  Further results are presented and specification text is provided for a possible annex.
Presentation not uploaded.
Two example reduced-precision decoding processes were described.

Potential normative and informative approaches were discussed.
The normative approach could potentially specify a decoding profile that has no corresponding bitstream conformance profile, but rather uses decoding of a bitstream of a higher capability bitstream conformance profile.

The functionality seems useful, but a requirement would need to be established (at the parent body level) for a normative approach.

It was commented that there are other reduced-quality decoding schemes that get applied in practice (e.g. for trick mode playback), and these are generally not documented in the standard (at least not normatively). The presenter suggested that this process might differ more substantially from the ordinary decoding process than what might apply in other such cases.
The scheme was presented specifically for 8 bits decoding of 10 bit video, although it could apply to other combinations.
It seems desirable to study this type of scheme, consider what is the best way to perform such a reduced-precision decoding process, analyze the conditions under which it might work well and under which it would not work so well.

It was suggested that having some degree of encoder optimization to mitigate the effect might provide a benefit.

For further study.

JCTVC-M0443 Cross-check of JCTVC-M0255 [?? (??)] [late]

JCTVC-M0315 AhG8: Requirements for wireless display applications [J. Sole, R. Joshi, M. Karczewicz (Qualcomm)]

JCTVC-M0348 AHG8: Quantitative measurement for subjectively lossless screen content coding [Tao Lin, Shuhui Wang, Kailun Zhou, Qiang Shen (Tongji Univ.)]

One of the key issues in subjectively lossless screen content coding is asserted to be to develop a quantitative measurement for assessing subjective losslessness. It is suggested that the assessment should guarantee absolutely subjective losslessness. Considering the well-known human visual masking effect, this contribution proposes considering a local area (such as 4x4 block) based and number of distinct colours related PSNR measurement for subjective losslessness. Moreover, this contribution discusses theoretical and experimental supports for the proposed quantitative measurement. Experimental results were also reported that were suggested to show that the measurement gives a more reasonable and correlated assessment of subjective losslessness than single PSNR measurement, resulting in a much lower bit rate than what would be needed for mathematically lossless coding. The measurement is also intended to help improving subjectively lossless coding technology.
The contribution suggested, as a starting point, a measure that considers the number of distinct (8b-ti tri-stimulus) colours and PSNR in 4×4 regions to determine whether the coding in each region is considered visually lossless or not.

In experiments, the contributor indicated that QP around 30 (all-intra) was approximately where distortions seemed to start to become visible on screen content. Another contributor said that contribution M0320 reported that QP around 27 was observed to be such a value.

A participant commented on the well-known concept of "just-noticeable differences".

Further study was encouraged, as it would be desirable to have improved objective quality measurement techniques to assist in our work.

Consulting with others such as V. Baroncini and VQEG might provide useful guidance on finding practical objective quality metrics for use in our work.

M0320 was noted to be related.
JCTVC-M0320 AHG8: More investigation on screen content coding [H. Yu (Huawei), X. Wang, J. Ye] [late]

JCTVC-M0429 Update on Cross-segment Decoding [Jiangtao Wen, Spencer Cheng (??)] [late]

3.7 Source video test material
3.8 Reviewed in closing plenary.
JCTVC-M0191 Medical imaging sequences for HEVC development [P. Amon, A. Hutter, U.-E. Martin (Siemens)]

This contribution proposes new test sequences from the medical domain for the development of HEVC, especially for the specification of range extensions. The proposed set contains 8-bit, 12-bit, and 16-bit monochrome image data as well as 8-bit RGB content.
Sequence availability status had not been finalized. Further contribution expected at next meeting.
It was commented that having 16 b material would be especially appreciated and that availability well in advance of the next meeting would also be highly desirable.
JCTVC-M0431 YUV444 test sequences for screen content [Wenpeng Ding, Yunhui Shi, Baocai Yin (BJUT)] [late]

This contribution describes and introduces three YUV 4:4:4 and RGB 4:4:4 test sequences for screen content which are corresponding to the sequences in JCTVC-F741.
Three video sequences will be provided for screen content. The table below tabulates the specification of the sequences. 

	Sequences
	Resolution
	Frames
	Frame rate fps
	Chrome format
	Bit-depth

Per

Sample

	Doc
	1280x720
	500
	10
	4:4:4
	8

	Slide
	1280x720
	500
	20
	4:4:4
	8

	Web
	1280x720
	500
	10
	4:4:4
	8


	Sequences
	Brief Description

	Doc
	A word document is being editing.

	SlideShow
	A slide show with all kinds of animations.

	Web
	Web browsing activities.  


It was remarked that SlideShow is a 4:4:4 version from which the same sequence previously provided in 4:2:0 was derived.
The sequences will be made available on the Univ. Hannover ftp site that is accessible to JCT-VC members.
The availability of the additional content was highly appreciated by the JCT-VC.
4 Core experiments in Range Extensions
4.1 RCE1: Inter-component decorrelation methods
4.1.1 RCE1 summary and general discussion
JCTVC-M0026 RCE1: Summary report of HEVC Range Extensions Core Experiment 1 on Inter component decorrelation methods [J. Sole, K. Kawamura, J. Kim]

A summary of RCE1 on Inter component decorrelation methods for HEVC Range Extensions is reported. Four methods and combinations have been evaluated based on the range extensions common test conditions according to the CE description in JCTVC-L1121.
Test 1.1: LM Chroma

· JCTVC-M0097 (JCTVC-L0240), “RCE1: The performance of extended chroma mode for non 4:2:0 format”, J. Kim (LGE)

· Cross-check: JCTVC-M0084 (Samsung)

Test 1.2: Inter-plane intra coding of residual

· JCTVC-M0410 (JCTVC-L0370), “RCE1: Results of in-loop color-space transformation of residual signals”, K. Kawamura, T. Yoshino, S. Naito (KDDI)

· Cross-check: JCTVC-M0085 (Samsung)

Test 2.1: In-loop color-space transformation of residual

· JCTVC-M0411 (JCTVC-L0371), “RCE1: Results of in-loop color-space transformation of residual signals”, K. Kawamura, T. Yoshino, S. Naito (KDDI)

· Cross-check: Results provided by Canon (JCTVC-M0387)

Test 2.2: Fixed colour transforms

· JCTVC-M0048 (JCTVC-L0175), “RCE1: Adaptive Color Transforms for Range Extensions”, W. Dai, M. Krishnan, P. Topiwala (FastVDO)

Note: Only fix color transform part of the contribution is part of the CE

· Cross-check: JCTVC-M0384 (Mediatek)

Test 3: Combination of proposals

· JCTVC-M0049, “Combined Chroma Tools For Range Extensions, Test 3.3”, P. Topiwala (FastVDO) , J. Kim (LG), K. Kawamura (KDDI)

· Cross-check: JCTVC-M0367 (Qualcomm)

Related non-CE contributions

· JCTVC-M0116, “Non-RCE1: Multiple LM chroma modes”, C.-Y. Chen, C.-W. Hsu, C.-Y. Tsai, Y.-W. Huang, S. Lei (MediaTek)

· JCTVC-M0230, “Non-RCE1/Non-RCE2/AHG5/AHG8: Adaptive Inter-Plane Prediction for RGB Content”, T. Nguyen, A. Khairat, D. Marpe (Fraunhofer HHI)


Some issues were noted:

· WD text was not uploaded with most proposals

· For Test 1.2, cross-check results do not match for few sequences in bitrates with the proponent, but match among cross-checkers.

· For Tests 1.2 and 2.1, the proposal results were uploaded late (18/04)

Discussion from report:

· BD-rate gains of tools reducing the colour correlation on different domain (pixel/residual) are not additive

· LM chroma (test 1.1) and RM (1.2) gains are not additive (3.1)

· Largest BD-rate gains for RGB sequences are obtained with fixed colour transforms

· One non-CE1 contribution in this meeting proposed variants on LM chroma (JCTVC-M0116) and one on the inter-plane prediction for RGB content (JCTVC-M0230).

Test 1.1: LM Chroma  (JCTVC-M0097) 

· Two methods for chroma prediction which predicts chroma samples using linear combination of luma samples (LM mode)

· LM as was proposed in HEVC version 1, extended to non-4:2:0

· LM where parameter calculation is performed on a CU basis rather than per-TU

Test 1.2: Inter-plane intra coding of residual (JCTVC-M0410, uploaded on 4/18)

· Inter-plane intra coding of residual signals (RM). In RM, correlation of residual signals between planes is reduced by using the linear model. The prediction parameter of the model is estimated at the encoder, differentially coded by predicting it from neighbouring parameters, and then signalled as additional information.

Test 2.1: In-loop color-space transformation of residual (JCTVC-M0411, uploaded on 4/18)

· In-loop color-space transformation of residual signals for range extensions

· This method transforms prediction error signals into those in a adaptively computed colour space. A transformation matrix is derived from pixel domain for each coding unit. The colour-space transformation is applied to prediction error of both intra and inter mode. No additional signalling is necessary.

Test 2.2: Fixed colour space transforms (JCTVC-M0048)

· Matrix approximation of the transforms:

· YCbCr
= [0.213, 0.715 0.072; -0.117, -0.394, 0.511; 0.511, -0.464, -0.047] (Rec. 709)

· YCoCg
= [1/4 1/2 1/4; 1/2 0 -1/2; -1/4 1/2 -1/4]

· YFbFr
= [5/16 3/8 5/16; -1/2 1 -1/2;1 0 -1]

· FbFr2
= [3/16 5/8 3/16; -1/2 1 -1/2;1 0 -1]

· YCoCg, YFbFr and YFbFr2 are implemented with the lifting scheme

· Test 3: Combination of methods (JCTVC-M0049)

· Test 1.1 + Test 1.2

· Test 1.1 + Test 1.2 + Test 2.2 (YFbFr2)

· Test 1.1 + Test 1.2 + Test 2.1 + Test 2.2

· YCbCr

· YFbFr2

Test 1.1 LM Chroma first variant:

	
	
	All Intra HE Main-tier
	All Intra HE High-tier
	All Intra HE Super-High-tier

	
	
	Y
	U
	V
	Y
	U
	V
	Y
	U
	V

	Test 1.1 
	YCbCr 4:4:4
	-2.1%
	-7.5%
	-7.0%
	-2.3%
	-4.8%
	-6.3%
	-2.3%
	-3.2%
	-4.7%

	 
	YCbCr 4:2:2
	-1.8%
	-5.6%
	-4.4%
	-1.5%
	-2.9%
	-2.8%
	-1.1%
	-1.7%
	-1.6%


Test 3: Additive gain of LM and RM

	
	
	All Intra HE Main-tier
	All Intra HE High-tier
	All Intra HE Super-High-tier

	
	
	Y
	U
	V
	Y
	U
	V
	Y
	U
	V

	Test 3.1
	YCbCr 4:4:4
	-2.4%
	-9.5%
	-9.7%
	-2.7%
	-6.2%
	-8.5%
	-2.7%
	-4.3%
	-6.1%

	 
	YCbCr 4:2:2
	-1.9%
	-7.0%
	-6.1%
	-1.6%
	-3.6%
	-3.7%
	-1.1%
	-2.1%
	-2.1%


Discussion:

· Was complexity analyzed?

· Among 1.1 and 1.2 tests (which only apply to intra), the first tested variant performed the best (YUV) domain. The 2nd variant of 1.1 was proposed as a lower complexity scheme than the first variant, but had some boundary sample memory increase and lower performance and had a division problem for the 4:2:2. The 1.2 scheme is also somewhat complex as compared to 1.1. It was remarked that the use of different reference boundary samples in the LM chroma scheme is a complexity issue, and this had not changed. The gain for AI was about 2% for luma and 5% for chroma (about 3/4 of that for 4:2:2, more for 4:4:4).
· RM scheme does not significantly help beyond LM, so not particularly interesting as a combination.

· The LM scheme has decoder inference of the scaling parameter estimated at the TU level based on boundary sample values.

· The CU-adaptive colour transform scheme tested 2.1 has relatively little benefit relative to LM for AI YUV 4:4:4 and does not work properly (as tested) for 4:2:2.

· It was remarked that the test 2 colour conversion may have had some issue for YCbCr conversion equation calculations.
· In test 2, per component results varied. It was remarked that the relative quantization fidelity assigned to the three components will affect the results, and the different colour transforms each produce different energy and correlation characteristics. The relative importance of the three components seemed difficult to ascertain. The BD BR curves were suggested to potentially have some overlap-region measurement reliability issues. Ideally it would be desirable to align the R-D curves for two of the three components to examine the effect on the third. Overall, the results seemed very difficult to analyze. Different colour transforms would each have different characteristics (although many would probably be better than RGB). It was remarked that the bit allocation generally assigned about 60–65% of the bits to luma (very similarly) for all of the tested cases, except when coding in RGB – for which each component got roughly the same number of bits.
· Out of the tested schemes, it seems that LM chroma variant 1 is the most promising. It only applies to intra. However, the luma/chroma cross-pipeline dependencies and reference sample set difference remain troubling.
Plan: Further study in CE for LM chroma, including testing alternative reference sample set and ultra-high bit rates.
4.1.2 RCE1 primary contributions
JCTVC-M0048 RCE1: Adaptive Color Transforms for Range Extensions [W. Dai, M. Krishnan, P. Topiwala (FastVDO)]
JCTVC-M0384 RCE1: Crosscheck of JCTVC-M0048 on adaptive color transforms for range extensions [C.-W. Hsu, Y.-W. Huang (MediaTek)] [late]
JCTVC-M0049 RCE1: Combined Chroma Tools For Range Extensions [P. Topiwala (FastVDO)], J. Kim (LGE), K. Kawamura (KDDI)]

JCTVC-M0097 RCE1: The performance of extended chroma mode for non 4:2:0 format [J. Kim (??)]
JCTVC-M0387 RCE1 Test 2.1: Cross-check of ‘In-loop color-space transformation of residual signals for range extensions’ by KDDI [C. Rosewarne, M. Maeda (Canon)] [late] 

JCTVC-M0410 RCE1: Results of Inter-plane intra coding of residual signals [K. Kawamura, T. Yoshino, S. Naito (KDDI)] [late]
JCTVC-M0411 RCE1: Results of in-loop color-space transformation of residual signals [K. Kawamura, T. Yoshino, S. Naito (KDDI)] [late]

4.1.3 RCE1 cross checks
JCTVC-M0084 RCE1: Cross-verification of Test 1.1 - LM mode [S. Lee, C. Kim (Samsung)]
JCTVC-M0085 RCE1: Cross-verification of Test 1.2 - Inter-plane intra coding of residual signals (RM) [S. Lee, C. Kim (Samsung)]

JCTVC-M0367 RCE1: Cross-check of tests 3.1, 3.2 and 3.3 [J. Sole, W.-S. Kim (Qualcomm)] [late]
4.2 RCE2: Intra prediction for lossless coding
4.2.1 RCE2 summary and general discussion
JCTVC-M0027 RCE2: Summary report of HEVC Range Extensions Core Experiment 2 on Intra Prediction for Lossless Coding [W. Gao, M. Budagavi, P. Amon, S. Lee]
All-intra, all-lossless coding.

Test 1: Residual DPCM for horizontal/vertical intra prediction directions (per AVC)
· JCTVC-M0079 (JCTVC-L0117), “RCE2: Test 1 - Residual DPCM for HEVC lossless coding”, S. Lee, I.-K. Kim, C. Kim (Samsung)

· Cross-check: JCTVC-M0317 (Huawei)

Test 2: Template based sample-adaptive weighted prediction

· JCTVC-M0052 (JCTVC-L0161), “RCE2: Sample-based weighted intra prediction for lossless coding”, P. Amon, A. Hutter (Siemens), E. Wige, A. Kaup (Universität Erlangen-Nürnberg)

· Cross-check: JCTVC-M0082(Samsung)

Test 3: Sample-based angular intra prediction (SAP) in all 33 angular prediction direction

· JCTVC-M0056 (JCTVC-L0176), “RCE2: Experimental results on Test 3 and Test 4”, M. Zhou, M. Budagavi (TI)

· Cross-check: JCTVC-M0083(Samsung)

Test 4: SAP in only vertical and horizontal direction: a variant of Test 3, simplified relative to Test 1 by eliminating filtering.
· Document is the same as JCTVC-M0056 for Test 3

· Cross-check: JCTVC-M0069 (I2R)

Test 5: Residual sample-based prediction (per JPEG LS)
· JCTVC-M0067 (JCTVC-K0157), “RCE2: Experimental Results for Test 5”, Y. H. Tan, C. Yeo (I2R)

· Cross-check: JCTVC-M0318 (Huawei)

· Note: Complexity analysis missing

Test 6: Combination of residual DPCM for horizontal/vertical intra prediction directions and template based sample-adaptive weighted prediction 

· JCTVC-M0053 (JCTVC-L0117 + JCTVC-L0161), “RCE2: Experimental results for Test 6 – combination of RDPCM and SWP for HEVC lossless coding”, E. Wige (Universität Erlangen-Nürnberg), P. Amon (Siemens), S. Lee, I.-K. Kim, C. Kim (Samsung)

· Cross-check: JCTVC-M0057 (TI)

Test 7: Combination of SAP and template based sample-adaptive weighted prediction

· No Separate Document registered (JCTVC-L0161 + JCTVC-L0176). Simulation results are provided by E. Wige (Universität Erlangen-Nürnberg), P. Amon (Siemens) in JCTVC-M0052.

· Cross-check: JCTVC-M0349 (Qualcomm)

	
	Test 1 (M0079)
	Test 2 (M0052)
	Test 3 (M0056)
	Test 4 (M0056)
	Test 5 (M0067)
	Test 6 (Test 1+2)
	Test 7 (Test 2+3)  

	 
	AI-Main

	Class F
	−9.27%
	−7.80%
	−11.60%
	−10.10%
	−6.90%
	−11.40%
	−12.60%

	Class B
	−4.52%
	−6.80%
	−5.80%
	−4.40%
	−6.20%
	−7.20%
	−7.50%

	SC (GBR)
	−11.08%
	−7.20%
	−10.40%
	−12.40%
	−3.50%
	−12.90%
	−11.80%

	RangeExt
	−2.79%
	−4.70%
	−4.10%
	−2.90%
	−0.90%
	−4.90%
	−5.30%

	Overall (w/o SC)
	−5.73%
	−6.40%
	−7.40%
	−6.00%
	−4.40%
	−8.00%
	−8.70%

	Overall (w/ SC)
	−8.40%
	−6.80%
	−8.90%
	−9.20%
	−4.00%
	−10.50%
	−10.30%

	Enc Time[%]
	101%
	102%
	102%
	97%
	109%
	105%
	103%

	Dec Time[%]
	98%
	98%
	97%
	95%
	117%
	100%
	97%

	 
	RA Main

	Class F
	−5.66%
	−3.90%
	−6.70%
	−6.10%
	−4.20%
	−6.60%
	−7.30%

	Class B
	−0.87%
	−1.80%
	−1.20%
	−0.90%
	−1.00%
	−1.90%
	−2.00%

	SC (GBR)
	−7.66%
	−5.20%
	−6.90%
	−8.80%
	−2.20%
	−9.40%
	−8.50%

	RangeExt
	−0.68%
	−1.20%
	−1.00%
	−0.70%
	−0.40%
	−1.30%
	−1.40%

	Overall (w/o SC)
	−2.71%
	−2.40%
	−3.30%
	−2.90%
	−2.00%
	−3.60%
	−3.90%

	Overall (w/ SC)
	−5.18%
	−3.80%
	−5.10%
	−5.80%
	−2.10%
	−6.50%
	−6.20%

	Enc Time[%]
	100%
	101%
	100%
	101%
	109%
	101%
	101%

	Dec Time[%]
	102%
	98%
	97%
	100%
	107%
	99%
	98%

	 
	LB Main

	Class F
	−4.57%
	−3.00%
	−5.40%
	−4.90%
	−3.50%
	−5.40%
	−5.90%

	Class B
	−0.62%
	−1.50%
	−0.90%
	−0.60%
	−0.70%
	−1.60%
	−1.60%

	SC (GBR)
	−7.11%
	−5.00%
	−6.40%
	−8.20%
	−2.70%
	−9.00%
	−7.80%

	RangeExt
	−0.59%
	−1.10%
	−0.90%
	−0.60%
	−0.30%
	−1.20%
	−1.30%

	Overall (w/o SC)
	−2.19%
	−1.90%
	−2.70%
	−2.30%
	−1.70%
	−2.90%
	−3.20%

	Overall (w/ SC)
	−4.65%
	−3.50%
	−4.60%
	−5.30%
	−2.20%
	−6.00%
	−5.50%

	Enc Time[%]
	100%
	100%
	100%
	99%
	107%
	101%
	101%

	Dec Time[%]
	98%
	101%
	97%
	97%
	108%
	101%
	100%


	Complexity Analysis
	Test 1 (M0079)
	Test 2 (M0052)
	Test 3 (M0056)
	Test 4 (M0056) 

	Number of operation/Sample (typical case)
	(nT+1)/2 additions for fully parallel decoder * 1 addition when decode one row/column in parallel
	4 multiplications
19 adds
1 shift
1 division
4 table look-ups
1 comparison
16 subtractions
	Not Provided
	(nT+1)/2 additions for fully parallel decoder*
1 addition when decode one row/column in parallel

	Number of samples coded in parallel
	Fully parallel at encoder and decoder
	Fully parallel at encoder

one row of a PU at decoder
	Fully parallel at encoder one row/column of a PU at decoder
	Fully parallel at encoder and decoder


Notes:

· * nT is the size of the PU

· The only difference between Test 1 and Test 4 is that edge filtering as in HEVC is used Test 1 while no edge filtering is used in Test 4.
· No complexity analysis is provided for Test 5. 

Discussion:
· This CE test considers prediction. There are various other proposed lossless improvement techniques, including entropy coding, colour space, pallette, motion compensation. The different techniques can be combined (not linearly, but each can provide gain)

· A related non-CE proposal considers an inter-coding variant of test 1.

· Test 5 does not seem to provide a very good tradeoff, relative to others.

· Test 4 seems to be the best single tested technique.

Decision: Adopt Test 4 scheme.
4.2.2 RCE2 primary contributions
JCTVC-M0079 RCE2: Test 1 - Residual DPCM for HEVC lossless coding [S. Lee, I.-K. Kim, C. Kim (Samsung)]

JCTVC-M0056 RCE2: Experimental results on Test 3 and Test 4 [M. Zhou, M. Budagavi (TI)]

JCTVC-M0067 RCE2: Experimental Results for Test 5 [Y. H. Tan, C. Yeo (I2R)]

JCTVC-M0053 RCE2: Experimental results for Test 6 – combination of RDPCM and SWP for HEVC lossless coding [E. Wige (Universität Erlangen-Nürnberg), P. Amon (Siemens), S. Lee, I.-K. Kim, C. Kim (Samsung)]

JCTVC-M0052 RCE2: Sample-based weighted intra prediction for lossless coding [P. Amon, A. Hutter (Siemens), E. Wige, A. Kaup (Universität Erlangen-Nürnberg)]
4.2.3 RCE2 cross checks

JCTVC-M0317 RCE2: Cross-check of Test 1 (JCTVC-M0079) [W. Gao, J. Ye, H. Yu (??)] [late]
JCTVC-M0082 RCE2: Cross-verification of Test 2 - Sample-based Weighted Prediction [S. Lee, C. Kim (Samsung)]
JCTVC-M0083 RCE2: Cross-verification of Test 3 - Sample-based Angular Intra Prediction [S. Lee, C. Kim (Samsung)]

JCTVC-M0069 RCE2: Cross-check results for Test 4 [Y. H. Tan, C. Yeo (I2R)] [late]
JCTVC-M0318 RCE2: Cross-check of Test 5 (JCTVC-M0067) [W. Gao, J. Ye, H. Yu (??)] [late]

JCTVC-M0057 RCE2: Crosscheck of Test 6 (JCTVC-M0053) [M. Budagavi (TI)]

JCTVC-M0349 RCE2: Cross-check of Test 7 [R. Joshi, J. Sole (Qualcomm)] [late]

JCTVC-M0438 RCE2: Cross-check of JCTVC-M0052 (Table 6) and JCTVC-M0193 (Table 1) [H. Yu, J. Ye (Huawei)] [late] [miss]

5 Core experiments in SHVC
5.1 SCE1: Intra prediction improvements
5.1.1 SCE1 summary and general discussion
JCTVC-M0021 SCE1: Summary Report of Core Experiments on Intra Prediction Improvements in SHVC [A. Tabatabai, K. Rapaka, A. Saxena, S. Liu]

SCE 1.1 Intra Prediction Based on Reconstructed Base Layer
	Technique
	Methods Description
	Average of AI 2x and 1.5x 

	
	
	Y
	Enc
	Dec

	JCTVC-M0031
	DC Correction
	−0.1%
	104%
	100%

	JCTVC-M0095
	Unavailable Reference Samples Filling
	−0.1%
	102%
	102%

	JCTVC-L0036

JCTVC- L0099 
	JCTVC-L0036

+ JCTVC- L0099 
	−0.2%
	106%
	103%


SCE 1.2 Intra Prediction Based on Differential Picture
	Technique
	Methods Description
	Average of AI 2x and 1.5x 

	
	
	Y
	Enc
	Dec

	JCTVC-M0032
	Gradient based intra prediction
	−0.2%
	100%
	100%

	
	JCTVC-L0036 +
JCTVC-L0037
	−0.3%
	104%
	101%

	JCTVC-M0324
	Difference Intra Prediction
(JCTVC-L0222 +
JCTVC-L0135)
	−0.7%
	161%
	110%

	JCTVC-L0140 / JCTVC-M0313
	Residual IntraBL+DC+
Planar
	−0.3%
	98%
	107%

	JCTVC-L0183
	Difference Intra Prediction
	Withdrawn

	JCTVC-L0140 + JCTVC-L0215 / JCTVC-M0306
	Residual Planar Intra Prediction
(JCTVC-L0215 +
JCTVC-L0222 +
JCTVC-L0135)
	−0.8%
	161%
	111%

	JCTVC-M0331
	Difference Intra Prediction + NoIntraModefilteringof JCTVC-L0294
	−0.7%
	158%
	108%

	JCTVC-M0328
	Simplified Two mode Difference Intra
	−0.4%
	123%
	101%


1.3: Inter-Layer Intra Mode prediction
	Technique
	Methods Description
	Average of AI 2x and 1.5x 

	
	
	Y
	Enc
	Dec

	JCTVC-M0282
	BL_NEIGHBOR
	−0.2%
	Timing not accurate

	
	BL_NEIGHBOR MDCS_OFF
	−0.1%
	Timing not accurate

	JCTVC-M0306
	L0239 with  center coBL
	0.0%
	100%
	99%

	
	L0239 with left_top coBL
	0.0%
	101%
	100%

	JCTVC-M0326
	L0224 with parsing dependency
	−0.2%
	101%
	100%

	
	L0224 + MDCS_OFF no parsing dependency
	−0.2%
	100%
	100%

	JCTVC-M0194
	L0260(1) With parsing dependency
	−0.2%
	101%
	100%

	
	L0260(1) + MDCS_OFF no parsing dependency
	−0.2%
	101%
	101%

	JCTVC-L0260 (2)
	center coBL  intraBL for Neighbour
	−0.2%
	103%
	100%

	
	 center coBL DC for Neighbour
	−0.2%
	103%
	100%

	
	 left_top coBL intraBL for Neighbour
	−0.2%
	102%
	100%

	
	left_top coBL DC for Neighbour
	−0.2%
	102%
	100%

	JCTVC-M0158
	DIFF_INTRA_DIR_CODING
	−0.2%
	Timing not accurate
	

	
	DIFF_INTRA_DIR_CODING with MDCS Off
	−0.2%
	Timing not accurate
	

	JCTVC-M0063
	L0156 With parsing dependency
	−0.2%
	102%
	100%

	
	L0156 Without parsing dependency
	−0.1%
	103%
	101%

	JCTVC-M0103
	ILIntraMPMFix
	−0.2%
	98%
	97%

	
	L0113 +MDCS_OFF
	0.1%
	101%
	98%

	
	MDCS Off+ ILIntraMPMFix
	−0.1%
	100%
	98%


SCE1 overall discussion:

No action on 1.1 category.

The anchor here was IntraBL coding.

It was remarked that the techniques in the 1.2 category can actually provide gain even if the syntax is not changed, although there is more gain when the syntax is changed (to allow selection of either the existing or modified intra prediction modes).

Generally there seems to be less gain in 1.5x cases than 2.0x cases.

Overall the gains are not so large, and there is significant complexity impact.
For small gains, we would not want to use a scheme for which the parsing of the intra modes in the EL would depend on correct decoding of the BL. All of the 1.3 category seems to have this issue. Therefore no action on these.

For the 1.2 category, we have proposals with gains in the range of 0.2–0.8% compression gain. This does not really seem significant enough to justify substantial added complexity. No action.
5.1.2 SCE1 primary contributions
JCTVC-M0031 SCE1: Results of test 1.1 on intra DC correction [J. Lainema, K. Ugur (Nokia)]
JCTVC-M0095 SCE1-1.1: Filling unavailable reference samples in intra prediction at enhancement layer [C. Kim, B. Jeon (LG)]

JCTVC-M0158 SCE1-1.3 Differential coding of enhancement layer intra mode [D. Bugdayci, K. Ugur (Nokia)]

JCTVC-M0032 SCE1: Results of test 2.1 on gradient based intra prediction [J. Lainema, K. Ugur (Nokia)]

JCTVC-M0331 SCE1 Category 2.2 and 2.3: Difference Domain Intra Prediction [K. Rapaka, J. Chen, X. Li, M. Karczewicz (Qualcomm)]

JCTVC-M0324 SCE1 Category 2.2 and 2.6 : Difference domain Intra Prediction [K. Rapaka, J. Chen, X. Li, M. Karczewicz (Qualcomm), J. Park, B. Jeon (LG), C. Auyeung, A. Tabatabai (Sony)]

JCTVC-M0328 SCE1 Category 2.3 : Simplified Difference Domain Intra Prediction [K. Rapaka, J. Chen, X. Li, M. Karczewicz (Qualcomm)]

JCTVC-M0306 SCE1 Category 2.4: Modifications of Prediction planar predictions in Difference Domain Intra Prediction [C. Auyeung, A. Tabatabai (Sony), J. Park, B. Jeon (LG), K. Rapaka, J. Cheun, X. Li, M. Karczewicz (Qualcomm)]

JCTVC-M0313 SCE1 Category 2.4 and 2.5 : Modifications on textureRL, DC, planar predictions [J. Park, B. Jeon (LG), C. Auyeung, A. Tabatabai (Sony), K. Rapaka, J. Chen, X. Li, M. Karczewicz (Qualcomm)]

JCTVC-M0194 SCE1.3.1:Inter-Layer Intra Mode Prediction [M. Guo, S. Liu, S. Lei (MediaTek)]

JCTVC-M0326 SCE1 Category 3.3 and 3.2 : Inter-layer Mode prediction [K. Rapaka, J. Chen, V. Seregin, M. Karczewicz (Qualcomm), J. Kim, J. Park, B. Jeon (LG)

JCTVC-M0282 SCE1 3.5 Results of Inter-layer Intra MPM derivation for EL in SHVC [J. Xu, A. Tabatabai (Sony)]

JCTVC-M0100 SCE1 : 3.6 Inter-layer Intra Mode assignment for EL in SHVC [J. Kim (??)]

JCTVC-M0063 SCE1: Results of test 3.7 on inter-layer intra mode prediction [Z. Zhao, J. Ostermann (Leibniz Uni Hannover)]

JCTVC-M0103 SCE1: Results of test 3.8 on inter-layer intra mode prediction [J. Min, E. Alshina, T. Lee (Samsung)]

5.1.3 SCE1 cross checks
JCTVC-M0121 SCE1: Cross-check result of test 1.1 on filling unavailable reference samples in intra prediction at enhancement layer (JCTVC-M0095) [H. Lee, J. Lee, J. W. Kang (ETRI)]

JCTVC-M0125 SCE1: Cross-check results of test 1.1 on intra DC correction (JCTVC-M0031) [C. Kim, B. Jeon (LG)]

JCTVC-M0244 SCE1: Cross check report for test 1.2.4 on residual intra planar prediction [M. Guo, S. Liu (MediaTek)] [late]
JCTVC-M0247 SCE1 : Cross-check of SCE1 2.4 [K. Rapaka (Qualcomm)] [late]
JCTVC-M0292 SCE1: Cross Check of SCE1 Category 2.4 and 2.5 (JCTVC-M0313) [S. Lu (Sony)]
JCTVC-M0421 SCE1: Crosscheck of 2.4 and 2.5 on Modification on textureRL, DC, Planar prediction (M0313) [J. Min, E. Alshina (Samsung)] [late]

JCTVC-M0064 SCE1: Crosscheck of Test 3.1 on inter-layer intra mode coding from MediaTek [Z. Zhao, Y. Liu (Leibniz Uni Hannover)]

JCTVC-M0245 SCE1 : Cross-check of SCE1 3.2 [K. Rapaka (Qualcomm)] [late]

JCTVC-M0243 SCE1: Cross check report for test 1.3.3 on inter-layer intra mode prediction [M. Guo, S. Liu (MediaTek)]
JCTVC-M0101 SCE1 : crosscheck for SCE1 3.4 [J. Kim (??)]
JCTVC-M0102 SCE1 : crosscheck for SCE1 3.5 [J. Kim (??)]
JCTVC-M0280 SCE1: Cross-check of SCE1 3.6: Inter-layer Intra Mode assignment for EL in SHVC [J. Xu (Sony)]

JCTVC-M0422 SCE1: Crosscheck of test 4.2.2 and 4.2.6 on Difference Intra Prediction (M0324) [J. Min, E. Alshina (Samsung)] [late]

JCTVC-M0293 SCE1: Cross check of Leibniz Uni Hannover's proposal [S. Lu (Sony)]

JCTVC-M0296 SCE1 : crosscheck of Qualcomm's proposal [J. Park, B. Jeon (LG)] [late]

JCTVC-M0358 SCE1 : Crosscheck of simplified difference domain intra prediction (JCTVC-M0328) [J. Park, B. Jeon (LG)] [late] 
JCTVC-M0159 SCE1 – Crosscheck of JCTVC-M0103: Inter layer intra mode prediction [D. Bugdayci, K. Ugur (Nokia)]

JCTVC-M0401 SCE1: Crosscheck of Test 4.2.2 and 4.2.3 on Difference Intra prediction by Qualcomm (M0331) [E. Alshina, J. Min (Samsung)] [late]

5.2 SCE2: Inter-layer texture prediction signalling and deblocking

5.2.1 SCE2 summary and general discussion
JCTVC-M0022 SCE2: Summary Report of SHVC Core Experiment on Inter-layer Texture Prediction Signalling and Deblocking [L. Guo, Y. He, D.-K. Kwon, J. Zan, J.-W. Kang]

SHVC Experiment 2 (SCE 2) includes two subtests which are related to inter-layer texture prediction. In subtest 2.1, methods related to inter-layer texture prediction flag signalling were investigated. In subtest 2.2, a method for BS setting of inter-layer texture prediction was evaluated. This report provides a summary of activities and results for this core experiment.
Subtest 2.1: Signalling for inter-layer texture prediction
	Test
	Changes in Intra-BL flag coding

	2.1.1 (TI)
	· In P and B slice, cu_skip_flag = 1 with an intraBL flag = 1 is used to indicate zero residue for IntraBL, and cu_skip_flag = 1 with intraBL flag = 0 indicates inter skip

	2.1.2 (TI)
	· PU-level signalling
· Conditionally adding Intra-BL prediction as a candidate in the merge list for non-2Nx2N PU

	2.1.3 (TI)
	· Combination of 2.1.1 and 2.1.2


	
	Avg. LD-P/RA  2x
	Avg. LD-P/RA  1.5x
	Avg. LD-P/RA  SNR

	Test
	Y
	U
	V
	Y
	U
	V
	Y
	U
	V

	2.1.1
	−0.1%
	0.1%
	0.1%
	−0.2%
	0.2%
	0.1%
	−0.0%
	−0.0%
	−0.0%

	2.1.2
	−0.3%
	0.0%
	0.1%
	−0.3%
	−0.2%
	−0.0%
	−0.2%
	0.1%
	0.3%

	2.1.3
	−0.4%
	0.1%
	0.2%
	−0.4%
	0.0%
	0.1%
	−0.3%
	0.1%
	0.3%


	
	LD-B 2X
	LD-B  1.5x
	LD-B  SNR

	Test
	Y
	U
	V
	Y
	U
	V
	Y
	U
	V

	2.1.1
	−0.1%
	0.1%
	0.1%
	−0.3%
	0.3%
	0.3%
	−0.1%
	−0.0%
	0.0%

	2.1.2
	−0.3%
	−0.1%
	−0.1%
	−0.3%
	−0.3%
	−0.2%
	−0.2%
	−0.2%
	0.1%

	2.1.3
	−0.4%
	0.0%
	0.0%
	−0.6%
	−0.2%
	−0.0%
	−0.3%
	−0.2%
	0.1%


The anchor here was IntraBL coding with CU-level selection of inter-layer texture prediction flag.

It was remarked that one difference between the prior proposed IntraBL and RefIdx approaches is that RefIdx operates at the PU level, whereas IntraBL has operated at the CU level. Here, the 2.1.3 approach provides a small gain (0.4%) with some added complexity relative to IntraBL, but in some sense there is a similar gain embedded in the RefIdx approach.
The suggestion is to keep in mind the 0.4% gain opportunity that can strengthen IntraBL when comparing it to the RefIdx approach.

Subtests 2.2: Deblocking for inter-layer texture prediction
	Test
	

	2.2 (LG && Qualcomm) JCTVC-M0093
	· BS =1 for Intra-BL CU

· Deblocking chroma for both Intra and Intra-BL


	
	AI  2X
	AI  1.5x
	

	Test
	Y
	U
	V
	Y
	U
	V
	
	
	

	2.2
	−0.1%
	−0.2%
	−0.2%
	−0.1%
	−0.3%
	−0.1%
	
	
	

	
	Avg. LD-P/RA  2x
	Avg. LD-P/RA  1.5x
	Avg. LD-P/RA  SNR

	Test
	Y
	U
	V
	Y
	U
	V
	Y
	U
	V

	2.2
	0.0%
	−0.2%
	−0.2%
	−0.1%
	−0.3%
	−0.4%
	0.0%
	−0.4%
	−0.4%


This has some increase in the complexity of the deblocking filter process.
The potential visual impact would be more important than the PSNR impact.
Does not seem likely to have significant benefit.
5.2.2 SCE2 primary contributions
JCTVC-M0216 SCE2: Results of test 1.1 on skipped inter-layer texture prediction (ILTP) block signalling in Inter slice [D.-K. Kwon, M. Budagavi (TI)]
JCTVC-M0217 SCE2: Results of test 1.2 and test 1.3 on inter-layer texture prediction [D.-K. Kwon, M. Budagavi (TI)]

JCTVC-M0093 SCE2.2: Deblocking boundary strength modification for Intra BL [C. Kim, B. Jeon (LG), L. Guo, G. Van Der Auwera, J. Chen, M. Karczewicz (Qualcomm)]

5.2.3 SCE2 cross checks
JCTVC-M0341 SCE2: Cross-check for test 1.1 on skipped inter-layer texture prediction (ILTP) block signalling in Inter slice [E. Alshina] [late]

JCTVC-M0054 Cross-check for SCE2: Results of test 1.2 and test 1.3 on inter-layer texture prediction (JCTVC-M0217) [Z. Ma, F. Fernandes] [late]

JCTVC-M0174 SCE2 Cross-check of CE2 Sub-test 2 [A. Norkin (Ericsson)] [late]

JCTVC-M0399 SCE1: Cross-check of SCE1 2.1 on gradient based intra prediction [K. Rapaka (Qualcomm)] [late]
5.3 SCE3: Combined inter- and interlayer prediction

5.3.1 SCE3 summary and general discussion
JCTVC-M0023 SCE3: Summary Report of SHVC Core Experiment on Combined Inter- and Interlayer Prediction [X. Li, E. François, P. Lai, D.-K. Kwon, A. Saxena] 
Overview

	Test
	Document
	Crosschecking
	Short description

	3.1
	JCTVC-M0119 (MediaTek)
	Samsung (JCTVC-M0034)
	Adaptive predictor compensation

	3.2
	JCTVC-M0294 (Qualcomm)
	JCTVC-M0122 (ETRI)
	Combined inter mode

	3.3
	JCTVC-M0260 (Qualcomm, Nokia, Canon)
	JCTVC-M0060 (Intel)

JCTVC-M0339 (Samsung)

JCTVC-M0177

(RWTH-Aachen)

JCTVC-M0108 (Huawei)
	Generalized residual prediction

	3.4
	JCTVC-M0221 (MediaTek)
	JCTVC-M0299 (LG)

JCTVC-M0236 (Qualcomm)
	Generalized combined and residue prediction

	3.5
	JCTVC-M0109 (Canon)
	JCTVC-M0077 (Sharp)
	Generalized residual prediction with MC at BL

	3.6
	JCTVC-M0073 (Sharp)
	JCTVC-M0145 (Sony)
	Generalized residual prediction with shorter MC filter

	3.7
	JCTVC-M0251 (LG, Vidyo)
	JCTVC-M0394 (MediaTek)
	Difference domain inter prediction

	3.8
	Withdrawn
	
	RefIdx based differential coding

	3.9
	JCTVC-M0110 (Canon)
	JCTVC-M0237 (Qualcomm)
	Base Mode with Residual Prediction


Results

	Test
	
	Case
	Aver BD-R Y
	Config.
	BD-R Y
	BD-R U
	BD-R V
	Enc T.
	Dec T.

	3.1
	Adaptive predictor compensation
	Case 1: medium complexity
	−1.1%
	RA
	−0.5%
	−2.7%
	−3.2%
	104%
	100%

	
	
	
	
	LD-P
	−1.7%
	−4.7%
	−5.5%
	104%
	99%

	
	
	
	
	LD-B
	−0.6%
	−2.8%
	−3.2%
	103%
	100%

	3.2
	Combined inter mode
	Case 1
	−1.1%
	RA
	−0.5%
	−3.1%
	−3.7%
	109%
	94%

	
	
	
	
	LD-P
	−1.7%
	−5.6%
	−6.5%
	112%
	93%

	
	
	
	
	LD-B
	
	
	
	
	

	3.3
	Generalized residual prediction
	Case 1: 3 weights, bi-linear interp., no GRP on chroma
	−2.9%
	RA
	−1.7%
	−5.5%
	−6.5%
	119%
	100%

	
	
	
	
	LD-P
	−4.1%
	−7.7%
	−8.7%
	125%
	99%

	
	
	
	
	LD-B
	−2.7%
	−6.7%
	−7.6%
	116%
	101%

	
	
	Case 2: 3 weights, bi-linear interp., 4-tap up-sample., block size constraint
	−3.7%
	RA
	−2.0%
	−3.7%
	−3.9%
	119%
	126%

	
	
	
	
	LD-P
	−5.3%
	−5.7%
	−5.1%
	125%
	128%

	
	
	
	
	LD-B
	−3.1%
	−4.6%
	−4.5%
	116%
	127%

	
	
	Case 3: 2 weights, bi-linear interp., 4-tap up-sample., block size constraint
	−3.4%
	RA
	−2.0%
	−3.9%
	−4.3%
	114%
	126%

	
	
	
	
	LD-P
	−4.8%
	−5.4%
	−5.0%
	119%
	128%

	
	
	
	
	LD-B
	−2.9%
	−4.7%
	−4.7%
	111%
	127%

	
	
	Case 4: 3 weights, bi-linear interp., 4-tap up-sample., block size constraint, no GRP on chroma
	−3.2%
	RA
	−1.6%
	−4.1%
	−5.1%
	120%
	126%

	
	
	
	
	LD-P
	−4.8%
	−6.7%
	−8.0%
	126%
	127%

	
	
	
	
	LD-B
	−2.6%
	−5.1%
	−6.0%
	118%
	126%

	3.4
	Generalized combined and residue prediction
	Case 1: Test1-3GCP
On all partition sizes
	−3.5%
	RA
	−2.4%
	−4.5%
	−4.8%
	127%
	107%

	
	
	
	
	LD-P
	−4.6%
	−4.6%
	−4.0%
	131%
	106%

	
	
	
	
	LD-B
	−4.4%
	−6.0%
	−5.7%
	124%
	111%

	
	
	Case 2: Test2-3GCP 

On 2Nx2N only
	−3.2%
	RA
	−2.2%
	−4.1%
	−4.4%
	121%
	108%

	
	
	
	
	LD-P
	−4.2%
	−4.2%
	−3.5%
	123%
	106%

	
	
	
	
	LD-B
	−4.1%
	−5.4%
	−5.1%
	118%
	111%

	3.5
	Generalized residual prediction with MC at BL
	Case 1: One weighting mode (1)
	−1.9%
	RA
	−1.5%
	−3.4%
	−3.8%
	111%
	106%

	
	
	
	
	LD-P
	−2.2%
	−2.5%
	−2.5%
	114%
	106%

	
	
	
	
	LD-B
	−2.3%
	−3.2%
	−3.3%
	111%
	106%

	
	
	Case 2: Two weighting modes (0.5, 1)
	−2.6%
	RA
	−1.6%
	−3.5%
	−4.0%
	119%
	104%

	
	
	
	
	LD-P
	−3.6%
	−3.3%
	−2.8%
	122%
	105%

	
	
	
	
	LD-B
	−2.6%
	−3.6%
	−3.7%
	119%
	106%

	3.6
	Generalized residual prediction with shorter MC filter
	Case 1:
	−2.6%
	RA
	−2.4%
	−3.9%
	−4.4%
	120%
	105%

	
	
	
	
	LD-P
	−2.8%
	−3.3%
	−3.3%
	117%
	104%

	
	
	
	
	LD-B
	−3.6%
	−4.4%
	−4.7%
	115%
	113%

	3.7
	Difference domain inter prediction
	Case 1: Default
	−2.1%
	RA
	−1.9%
	−4.0%
	−4.6%
	158%
	106%

	
	
	
	
	LD-P
	−2.2%
	−3.3%
	−3.5%
	154%
	107%

	
	
	
	
	LD-B
	
	
	
	
	

	
	
	Case 2: Default + bilinear interp.
	−2.7%
	RA
	−2.1%
	−4.3%
	−4.7%
	158%
	107%

	
	
	
	
	LD-P
	−3.3%
	−4.5%
	−4.6%
	154%
	108%

	
	
	
	
	LD-B
	
	
	
	
	

	
	
	Case 3: Default + weighting 0.5
	−2.0%
	RA
	−1.3%
	−1.9%
	−1.9%
	155%
	107%

	
	
	
	
	LD-P
	−2.7%
	−1.3%
	−1.1%
	149%
	109%

	
	
	
	
	LD-B
	
	
	
	
	

	
	
	Case 4: Default + bilinear interp. + weighting 0.5
	−1.8%
	RA
	−1.2%
	−2.0%
	−1.9%
	155%
	107%

	
	
	
	
	LD-P
	−2.5%
	−1.5%
	−1.4%
	149%
	109%

	
	
	
	
	LD-B
	
	
	
	
	

	3.9
	Base Mode with Residual Prediction
	Case 1: Base mode with GRP 8x8
	−1.7%
	RA
	−1.3%
	−1.9%
	−2.4%
	103%
	107%

	
	
	
	
	LD-P
	−2.0%
	−1.7%
	−1.7%
	103%
	109%

	
	
	
	
	LD-B
	−1.8%
	−1.7%
	−1.8%
	
	

	
	
	Case 2: Base mode with GRP 16x16
	−1.3%
	RA
	−1.1%
	−2.1%
	−2.4%
	102%
	106%

	
	
	
	
	LD-P
	−1.6%
	−1.9%
	−1.8%
	102%
	106%

	
	
	
	
	LD-B
	−1.4%
	−2.1%
	−2.1%
	
	


Worst case enhancement-layer and upsampling complexity compared to single-layer high-res decoder

	Test
	Case
	Mul
	Adds
	MemBand (4x2)
	MemBand (8x2)
	Num Ref in Pred
	Size of Look-up  Tab
	Add Pic Buffer

	3.1
	Case 1
	145%
	145%
	133%
	133%
	100%
	100%
	0%

	3.2
	Case 1
	145%
	145%
	133%
	133%
	100%
	100%
	0%

	3.3
	Case 1
	110%
	111%
	100%
	98%
	180%
	113%
	0%

	
	Case 2
	76%
	67%
	108%
	106%
	180%
	146%
	0%

	
	Case 3
	76%
	67%
	108%
	106%
	180%
	146%
	0%

	
	Case 4
	56%
	49%
	70%
	68%
	180%
	146%
	0%

	3.4
	Case 1
	486%
	495%
	383%
	344%
	180%
	100%
	0%

	
	Case 2
	397%
	405%
	333%
	267%
	180%
	100%
	0%

	3.5
	Case 1
	115%
	113%
	126%

99% spatial 3/2
	126%

100% spatial 3/2
	180%
	200%
	0%

	
	Case 2
	115%
	113%
	126%

99% spatial 3/2
	126%

100% spatial 3/2
	180%
	200%
	0%

	3.6
	Case 1
	286% (B)
211% (P)
	295% (B)
221% (P)
	267% (B)
261% (P)
	267% (B)
233% (P)
	180%
	121%
	0%

	3.7
	Case 1
	486%
	495%
	383%
	344%
	180%
	100%
	0%

	
	Case 2
	200%
	197%
	213%
	219%
	180%
	113%
	0%

	
	Case 3
	486%
	495%
	383%
	344%
	180%
	100%
	0%

	
	Case 4
	200%
	197%
	213%
	219%
	180%
	113%
	0%

	3.9
	Case 1
	200%
	197%
	213%

179% spatial 3/2
	219%

185% spatial 3/2
	180%
	108%
	0%

	
	Case 2
	133%
	131%
	137%

116% spatial 3/2
	137%

97% spatial 3/2
	180%
	108%
	0%


3.2: cascaded bi-pred (averaging of EL bipred with upsampled base)

3.3: Lower than HEVC simulcast in worst case, since bilinear interpolation is used for all EL motion comp (and also for the additional motion comp. in computing the residual prediction). On average, computations and memory accesses are still higher as shown in subsequent table.

Average complexity increase compared to SHM1

	Test
	Case
	Config.
	8b/8b
	64b/256b
	64b/512b
	Mults
	Adds

	3.1
	Case 1: medium complexity
	RA
	103%
	103%
	103%
	99%
	99%

	
	
	LD-P
	107%
	105%
	105%
	99%
	100%

	
	
	LD-B
	105%
	104%
	104%
	98%
	99%

	3.2
	Case 1
	RA
	104%
	103%
	103%
	103%
	104%

	
	
	LD-P
	109%
	107%
	107%
	109%
	111%

	
	
	LD-B
	106%
	105%
	105%
	105%
	106%

	3.3
	Case 1: 3 weights, bi-linear interp., no GRP on chroma
	RA
	112%
	111%
	112%
	112%
	112%

	
	
	LD-P
	121%
	118%
	119%
	122%
	123%

	
	
	LD-B
	119%
	116%
	118%
	120%
	120%

	
	Case 2: 3 weights, bi-linear interp., 4-tap up-sample., block size constraint
	RA
	120%
	120%
	120%
	114%
	111%

	
	
	LD-P
	140%
	143%
	143%
	130%
	125%

	
	
	LD-B
	130%
	130%
	130%
	121%
	117%

	
	Case 3: 2 weights, bi-linear interp., 4-tap up-sample., block size constraint
	RA
	118%
	119%
	118%
	113%
	111%

	
	
	LD-P
	138%
	143%
	143%
	130%
	125%

	
	
	LD-B
	127%
	128%
	128%
	120%
	117%

	
	Case 4: 3 weights, bi-linear interp., 4-tap up-sample., block size constraint, no GRP on chroma
	RA
	110%
	109%
	109%
	105%
	104%

	
	
	LD-P
	120%
	119%
	120%
	113%
	109%

	
	
	LD-B
	114%
	112%
	113%
	108%
	105%

	3.4
	Case 1: GCP for all blocks
	RA
	147%
	148%
	149%
	161%
	165%

	
	
	LD-P
	171%
	172%
	173%
	198%
	203%

	
	
	LD-B
	179%
	180%
	181%
	209%
	215%

	
	Case 2: GCP only for 2Nx2N blocks
	RA
	147%
	148%
	149%
	161%
	165%

	
	
	LD-P
	171%
	171%
	172%
	197%
	202%

	
	
	LD-B
	180%
	181%
	183%
	210%
	216%

	3.5
	Case 1: One weighting mode (1)
	RA
	129%
	132%
	133%
	118%
	121%

	
	
	LD-P
	129%
	132%
	132%
	115%
	118%

	
	
	LD-B
	140%
	144%
	145%
	125%
	128%

	
	Case 2: Two weighting modes (0.5, 1)
	RA
	132%
	136%
	137%
	117%
	119%

	
	
	LD-P
	141%
	146%
	146%
	123%
	127%

	
	
	LD-B
	145%
	150%
	152%
	123%
	127%

	3.6
	Case 1:
	RA
	136%
	139%
	140%
	129%
	130%

	
	
	LD-P
	155%
	158%
	159%
	148%
	151%

	
	
	LD-B
	160%
	164%
	166%
	149%
	150%

	3.7
	Case 1: Default
	RA
	133%
	133%
	133%
	114%
	116%

	
	
	LD-P
	138%
	138%
	138%
	118%
	121%

	
	
	LD-B
	
	
	
	
	

	
	Case 2: Default + bilinear interp.
	RA
	134%
	135%
	136%
	107%
	108%

	
	
	LD-P
	148%
	148%
	150%
	114%
	115%

	
	
	LD-B
	
	
	
	
	

	
	Case 3: Default + weighting 0.5
	RA
	129%
	129%
	130%
	110%
	112%

	
	
	LD-P
	146%
	144%
	145%
	116%
	119%

	
	
	LD-B
	
	
	
	
	

	
	Case 4: Default + bilinear interp. + weighting 0.5
	RA
	127%
	128%
	129%
	105%
	105%

	
	
	LD-P
	142%
	140%
	142%
	108%
	109%

	
	
	LD-B
	
	
	
	
	

	3.9
	Case 1: Base mode with GRP 8x8
	RA
	161%
	204%
	199%
	128%
	132%

	
	
	LD-P
	179%
	229%
	222%
	139%
	145%

	
	
	LD-B
	186%
	241%
	234%
	143%
	150%

	
	Case 2: Base mode with GRP 16x16
	RA
	131%
	142%
	151%
	121%
	124%

	
	
	LD-P
	137%
	148%
	159%
	127%
	131%

	
	
	LD-B
	142%
	156%
	168%
	131%
	135%


It was discussed how to interpret average number of computations/memory access – opinions expressed that it is related to power consumption. Worst case number is related to systems requirements in terms of computation and memory access.

The numbers reported in SCE3 only count the numbers of operation for motion comp and upsampling (which is different from the overall numbers reported in the context of the AHG).

The methodology for complexity assessment needs further improvements to make it more consistent across CEs (BoG M0XXX created on this topic).

Conclusion: Though some promising compression gains are observed, none of the methods investigated in SCE3 is attractive for adoption (regarding compression benefit vs. complexity), but further reduction of complexity is expected to be reported from non-CE contributions. It would be desirable to not further increase (or rather decrease) the overall computational complexity and memory bandwidth of SHM.

5.3.2 SCE3 primary contributions
JCTVC-M0119 SCE3.1: Adaptive predictor compensation [T.-D. Chuang, Y.-W. Huang, P. Lai, S. Liu, S. Lei (MediaTek)]

Not planned for further CE.
JCTVC-M0294 SCE3: Combined inter mode (test 3.2) [V. Seregin, J. Chen, M. Karczewicz (Qualcomm)]

Not planned for further CE.
JCTVC-M0260 SCE3: Results of Test 3.3 on Generalized Residual Prediction [X. Li, J. Chen, K. Rapaka, M. Karczewicz (Qualcomm), J. Lainema, K. Ugur (Nokia), C. Gisquet, F. Le Léannec, J. Taquet, E. François, G. Laroche, P. Onno (Canon)]

Not planned for further CE.
JCTVC-M0221 SCE3.4 Generalized Combined Prediction [P. Lai, S. Liu, T.-D. Chuang, Y.-W. Huang, S. Lei (MediaTek)]

Not planned for further CE.
JCTVC-M0109 SCE3: Experiment 3.5 on Simplification of Generalized Residual Inter-Layer Prediction for spatial scalability [E. François, J. Taquet, C. Gisquet, G. Laroche, P. Onno (Canon)]
Was presented. Combines motion comp and upsampling in computing the prediction of the residual. Compared to previous version that first did upsampling and then motion comp, the loss is about 0.2%. May not be combinable with arbitrary upsampling ratios. 

Proponents suggest further investigation in CE.
Not planned for further CE.
JCTVC-M0073 SCE3: Results of test 3.6 on Generalized Residual Prediction with shorter-tap MC filter [T. Tsukuba, T. Yamamoto, T. Ikai (Sharp)]

This contribution reports coding efficiency and complexity assessment results of SCE3.6: Generalized Residual Prediction with shorter-tap interpolation filter, where 2 or 4 tap filter is used depending on the slice type and colour component. The method is the same as JCTVC-L0265 and implemented on SHM1.0 with TE3 4.6.3(JCTVC-L0038) software. It is reported that the BD-rate (EL+BL) changes compared to SHM1.0 are -2.1%, -3.3%, -1.8%, -2.5%, -3.7%, -2.2%, -3.3%, -4.6% and -3.0% for RA 2x, RA 1.5x, RA SNR, LP 2x, LP 1.5x, LP SNR , LB 2x, LB 1.5x and LB SNR cases respectively. 

Proponents suggest further investigation in CE in combination with other simplified GRP methods.
Further study in CE.
JCTVC-M0251 SCE3: 3.7 Inter prediction based on difference picture [W. Jang, J. Boyce, A. Abbas (Vidyo), J. Park, B. Jeon (LG)]

Not planned for further CE.
JCTVC-M0394 SCE3: Crosscheck of JCTVC-M0251 on result of SCE3.7 [T.-D. Chuang, Y.-W. Huang (MediaTek)] [late]

JCTVC-M0110 SCE3: Experiment 3.9 on Base Mode with Generalized Residual Prediction [E. François, J. Taquet, C. Gisquet, G. Laroche, P. Onno (Canon)]

This document presents the implementation of the Base Mode using Generalized Residual Prediction (GRP). In the Base Mode, the syntax of each NxN block of a CU is derived from the collocated BL CU. It is reported that the experiments have shown that using systematically GRP, instead of a switchable solution, provides the best coding performance. Average BDR gains of 1.3% Y, 1.9% U and 2.8% V for RA, of 2.0% Y, 1.7% U and 1.6% V for LDP, and of 1.9% Y, 1.7% U and 1.8 V for LDB are reported when N=8. Average BDR gains of 1.1% Y, 2.1% U and 2.4% V for RA, of 1.6% Y, 1.9% U and 1.8% V for LP, and of 1.4% Y, 2.1% U and 2.1% V for LDB are reported when N=16. The encoding and decoding runtime are reportedly slightly increased (by 2-3%). It is reported that the worst case complexity of the proposed tool (evaluated according to the methodology described in JCTVC-L0440) is in the same order as the SHM worst case complexity for the N=16 version, while for the N=8 version, multiplications, and memory access bandwidths worst cases are increased by around 60-65%.

Was presented.

According to the last of the 4 tables from the summary report, average complexity is clearly worse than SHM.

Proponents suggest further investigation in CE, provided that base mode is further considered.
There seems to be some commonality with the refidx related proposals (M0189, M0155). Proponents should talk offline whether the approach of M0110 could contribute to complexity reduction.
5.3.3 SCE3 cross checks
JCTVC-M0034 SCE 3: Cross-Check of test 3.1 (M-0119) in SCE 3 [A. Saxena, F. Fernandes (Samsung)]

JCTVC-M0122 SCE3: Cross-check result of test 3.2 on combined inter mode [H. Lee, J. Lee, J. W. Kang (ETRI)] [late]

JCTVC-M0108 SCE3: Cross-check results for Test 3.3 [X. Wei, J. Zan (Huawei)]

JCTVC-M0177 SCE3: Crosscheck of test 3.3 [Christian Feldmann, Mathias Wien (RWTH Aachen University)] [late]
JCTVC-M0339 SCE3: cross-check for SCE3: Results of Test 3.3 on Generalized Residual Prediction (case 2) [E. Alshina, A. Alshin] [late]

JCTVC-M0236 SCE3: Crosscheck of SCE 3.4 [X. Li (Qualcomm)] [late]
JCTVC-M0077 Cross-check on SCE3.5: Simplification of Generalized Residual Inter-Layer Prediction for spatial scalability [T. Tsukuba (Sharp)]

JCTVC-M0299 SCE3 : crosscheck of SCE3.5 GCP [J. Park, B. Jeon (LG)] [late]

JCTVC-M0145 SCE3: Crosscheck of SCE3.3.6 [K. Sato (Sony)]

JCTVC-M0394 SCE3: Crosscheck of JCTVC-M0251 on result of SCE3.7 [T.-D. Chuang, Y.-W. Huang (MediaTek)] [late] [miss]

JCTVC-M0237 SCE3: Crosscheck of SCE 3.9 [X. Li (Qualcomm)] [late]

JCTVC-M0060 Cross check for SCE3 [W. Zhang, Y. Chiu (Intel)] [late]

5.4 SCE4: Inter-layer filtering

5.4.1 SCE4 summary and general discussion
JCTVC-M0024 SCE4: Summary Report of SHVC Core Experiment on inter-layer filtering [J. Chen, A. Segall, E. Alshina, S. Liu, J. Dong, J. Park]
	Test
	Technique Summary

	4.1.1

JCTVC-M0087
	· Low pass smoothing filter on integer luma samples

Note: 5 taps filter is used instead of originally proposed 7 tap, and there was also some additional difference from what was planned.
It was remarked that the proposal was substantially different than what was planned for the CE.
· Only tested for SNR scalability

· TextureRL framework: CU level on/off

· RefIdx framework: always enabled

	4.1.2
JCTVC-M0058
	· Fixed 5x5 cross with a 3x3 square 2D non-separable filter

· Low pass smoothing filter on integer luma samples

· TextureRL framework: CU level on/off

· Only apply to SNR scalability

	4.2.1
JCTVC-M0265
	· Picture level SAO

· SAO type is derived from the high frequency component of the reconstructed samples
· Offset of two SAO types are signaled and added to the reconstructed samples simultaneously
· SAO parameters are coded in the slice header
It was remarked that the original CE plan only applied this to luma, but the tested variant actually applied it to both luma and chroma.

	4.2.2

JCTVC-M0267
	· The adaptive up-sampling filter has same length, coefficient accuracy with the existing up-sampling filter

· Filtering process is also applied to integer sample position

· Filter parameters are signaled at picture level and switchable at picture level

	4.2.3

JCTVC-M0195
	· Adaptive 5x5 cross with a 3x3 square 2D non-separable filter

· Apply to reconstructed base layer picture before up-sampling process

· Filter parameters are signaled at slice header
· TextureRL framework: CU level on/off

	4.2.4

JCTVC-M0183
	· Enhance the chroma samples by using the surrounding luma samples

· Apply to up-sampled base layer picture

· Adding a offset to the chroma sample, the offset is obtained by using an adaptive high pass 4x3 filter with luma samples as input

· Filter coefficients are derived at encoder side for each chroma plane of a picture

· Picture level on/off, filter parameters are signaled at slice header

	4.2.5

JCTVC-M0055
	· 3x3 bilateral filter applies to the up-sampled base layer picture

· Each filter coefficient (i = 0..8) is derived as follows
1. a weight w1[i] determined by the spatial position and derived by lookup table
2. a weight w2[i] derived by lookup table by using the sample value absolute difference between the current sample and the supporting sample

3. w[i] = w1[i]*w2[i]

· Different table is trained for difference spatial scalability

· Division is used as the final normalization
· A lookup table method is additionally proposed to replace the final division operation

	4.2.6

JCTVC-M0213
	· 5x5 bilateral filter applies to the upsampled base layer picture
· Each filter coefficient (i = 0..24) is derived as follows
1. a weight w1[i] determined by the spatial position and derived by lookup table
2. a weight w2[i] derived by lookup table by using the sample value absolute difference between the current sample and the supporting sample

3. w[i] = w1[i]*w2[i]

· Division is used as the final normalization


	Test
	
	All Intra (2x, 1.5x)
	RA, LD-P (2x, 1.5x)
	RA, LD-P (SNR) 

	
	
	Y
	Cr&Cb
	EncT
	DecT
	Y
	Cr&Cb
	EncT
	DecT
	Y
	Cr&Cb
	EncT 
	DecT 

	4.1.1
	IBL
	
	
	
	
	
	
	
	
	−2.1%
	0.0%
	102%
	103%

	
	RefIdx
	
	
	
	
	
	
	
	
	−1.4%
	−0.7%
	100%
	127%

	4.1.2
	IBL
	
	
	
	
	
	
	
	
	−2.1%
	−0.2%
	103%
	114%

	
	RefIdx
	
	
	
	
	
	
	
	
	
	
	
	

	4.2.1
	IBL
	−0.2%
	−0.5%
	99%
	113%
	−0.6%
	−1.1%
	99%
	129%
	−1.8%
	−1.2%
	99%
	129%

	
	RefIdx
	−0.2%
	−0.4%
	101%
	116%
	−0.6%
	−0.9%
	100%
	131%
	−1.8%
	−1.5%
	100%
	130%

	4.2.2
	IBL
	−0.2%
	−0.6%
	115%
	107%
	−0.5%
	−0.6%
	106%
	102%
	−2.3%
	−0.9%
	106%
	129%

	
	RefIdx
	−0.2%
	−0.5%
	102%
	104%
	−0.5%
	−0.6%
	103%
	105%
	−2.3%
	−1.3%
	100%
	133%

	4.2.3
	IBL
	−0.6%
	−0.2%
	110%
	99%
	−0.5%
	0.1%
	103%
	81%
	−2.4%
	0.1%
	103%
	101%

	
	RefIdx
	
	
	
	
	
	
	
	
	
	
	
	

	4.2.4
	IBL
	−0.8%
	−7.6%
	102%
	105%
	−0.2%
	−8.2%
	101%
	108%
	−0.3%
	−6.2%
	100%
	109%

	
	RefIdx
	−0.8%
	−8.3%
	104%
	105%
	−0.3%
	−8.7%
	101%
	109%
	−0.3%
	−6.8%
	101%
	109%

	4.2.5
	IBL
	−0.5%
	−0.9%
	112%
	117%
	−0.6%
	−0.7%
	104%
	107%
	−0.7%
	−0.6%
	103%
	107%

	
	RefIdx
	
	
	
	
	
	
	
	
	
	
	
	

	4.2.6
	IBL
	−1.3%
	−1.1%
	121%
	155%
	−0.9%
	−0.8%
	106%
	124%
	−0.8%
	−0.8%
	109%
	131%

	
	RefIdx
	
	
	
	
	
	
	
	
	
	
	
	


It was noted that the table reports only the average gain for 1.5x and 2x spatial scalability as a single number, which causes a loss of information since some techniques provide more gain in one of these cases than in the other. 

The most gain is shown in SNR scalability cases.
The 4.2.1 SAO case is interesting but does not seem mature. See notes on related non-CE contribution M0114.
For 4.2.3, the non-fixed, non-separable operation does not seem desirable as-is. (Separable was not tested.) It was asked whether it was worth considering separable but non-fixed filtering. In the absence of some approach that is different in some other way, this seems unlikely to provide enough benefit to be desirable.
For SNR scalability, the fixed filters seem OK.

4.1.2 is non-separable, whereas 4.1.1 is separable, so 4.1.2 does not seem justifiable.

4.1.1 remains under consideration (only applies to SNR scalability). It was remarked that this has a significant relationship with pre-processing. Further discussion of 4.1.1 was deferred to include review of non-CE related contributions (esp. M0273). See further notes in section discussing M0273.
4.2.2 is an adaptively-signalled upsampling filter (rather than fixed as in 4.1.1), which requires relatively high-complexity encoder multi-pass analysis and decoder complexity to handle arbitrary encoder-selected coefficients. Revisit to decide whether to further study in CE or not.
It was remarked that adaptively-signalled values may require (not yet proposed) normative encoding constraints or would have a dynamic range problem.

It was questioned how important the SNR scalability case really is for a multi-loop scalability design.

Regarding 4.2.4 (L0059 / M0183 inter-component filtering using luma samples to enhance chroma). Memory bandwidth increase in the worst case was discussed and was reportedly manageable (e.g. in 5–10% increase range or less). Encoder sends 11 FLC-coded 4-bit HP filter coeffs (a 12th is inferred by requiring a sum of 0) per picture per component. Output of HP filter of (upsampled) BL luma neighbourhood is added as offset to the value otherwise predicted for the chroma for inter-layer texture prediction. Switched on or off on per-picture per-component basis. Two related non-CE contributions were also submitted. Gain: 0.8%/7.6% for AI Y/C, 0.2%/8.2% for RA & LP spatial scalability, 0.3%/6.2% for RA & LP SNR scalability. Actually, sent in SH as proposed (M0179 proposes a parameter set approach as for prior "adaptation parameter set" concept). Further study in CE (refined by "modification A" of M0089) to be tested and analyzed together with "modification B" of M0089 and M0253 (and the anchor).
Regarding 4.2.5 and 4.2.6, these are bilateral filters with differing regions of support (3x3 and 5x5) and CU-level on-off switching. They provide more substantial gains than most. A related non-CE proposal (3x1 separable) has also been submitted. Further study of these is recommended.
5.4.2 SCE4 primary contributions
JCTVC-M0058 SCE4.1.2: Inter-layer fixed refining filter [W. Zhang, L. Xu, Y. Han, Z. Deng, X. Cai, Y. Chiu (Intel)]

JCTVC-M0265 SCE4: Results of Test 4.2.1 on High Frequency Pass Inter Layer Sample Adaptive Offset Filter [W. Pu, J. Chen, X. Li, M. Karczewicz (Qualcomm)]

JCTVC-M0267 SCE4: Results of Test 4.2.2 on Adaptive Re-Sampling Filter [W. Pu, J. Chan, X. Li, M. Karczewicz (Qualcomm)]

JCTVC-M0195 SCE4.2.3: Inter-Layer Adaptive Filter on Reconstructed Base Layer Samples [M. Guo, S. Liu, S. Lei (MediaTek)]

JCTVC-M0183 SCE4: Results of test 4.2.4 on chroma enhancement for inter layer prediction [J. Dong, Y. Ye, Y. He (InterDigital)]

This contribution proposes to enhance the chroma planes for better inter-layer prediction, which is achieved by using the corresponding information from the luma plane. More specifically, for each chroma sample, an appropriate offset calculated based on the values of surrounding 3×4 luma samples is added. In the RefIdx framework, the average {Y, U, V} gains are {−0.8%, −7.5%, −9.1%}, {−0.3%, −9.2%, −9.7%}, {−0.2%, −6.4%, −7.2%}, and {−0.2%, −6.9%, −7.9%} for AI, RA, LDP, and LDB, respectively. Similar performance gain can be observed for the IntraBL framework. Compared with simulcast, the proposed chroma enhancement brings down the gap between luma gain and chroma gain significantly, which is large by only using SHM-1.0. The average memory access increase is from 0% to 4% for picture-based implementation, and 0% to 10% for block-based implementation. The average computational complexity (i.e., number of multiplications and additions) increase is from 14% to 37% for picture-based implementation, and 3% to 43% for block-based implementation. The proposed algorithm can be implemented using 16-bit integer arithmetic.
JCTVC-M0055 SCE4.2.5: Switchable De-ringing Filter for Inter-layer Prediction [Z. Ma, F. Fernandes]

JCTVC-M0213 SCE4.2.6: Adaptive up-sampling of base layer picture using bilateral filters [J. Zhao, K. Misra, A. Segall (Sharp)]

JCTVC-M0087 SCE4: De-noising filter for SNR scalability [E. Alshina, A. Alshin (Samsung)]

5.4.3 SCE4 cross checks
JCTVC-M0185 SCE4: Cross-check results of test 4.1.1 on integer sample filtering for SNR scalability [J. Dong, Y. Ye (InterDigital)]

JCTVC-M0246 SCE4: Cross check report for test 4.1.2 on Inter-layer fixed refining filter [M. Guo, S. Liu (MediaTek)]

JCTVC-M0337 SCE4: cross-check for SCE4: Results of Test 4.2.1 on High Frequency Pass Inter Layer Sample Adaptive Offset Filter (JCTVC-M0265) [E. Alshina] [late]
JCTVC-M0278 SCE4: Cross check report for test 4.2.2 on upsampling filter [Kiran Misra, Andrew Segall (Sharp)] [late]

JCTVC-M0238 SCE4: Crosscheck of SCE 4.2.4 [X. Li (Qualcomm)] [late]
JCTVC-M0338 SCE4: cross-check for Chroma Enhancement (JCTVC-M0183) [E. Alshina] [late]
JCTVC-M0225 SCE4: Cross-check of SCE4.2.5 Switchable De-ringing Filter for Inter-layer Prediction (JCTVC-M0055) [P. Lai, S. Liu (MediaTek)] [late]

JCTVC-M0239 SCE4: Crosscheck of SCE 4.2.6 [X. Li (Qualcomm)] [late]

JCTVC-M0373 Cross-check of SCE4.2.6 [X. Wei (Huawei)] [late]
JCTVC-M0061 Cross check for SCE4 [W. Zhang, Y. Chiu (Intel)] [late]

5.5 SCE5: Inter-layer syntax prediction using HEVC base layer

5.5.1 SCE5 summary and general discussion
JCTVC-M0025 SCE5: Summary report of SHVC core experiment on inter-layer syntax prediction using HEVC base layer [V. Seregin, P. Onno, S. Liu, E. Alshina, C. Kim, H. Yang]
This contribution summarizes the activities and test results performed in SCE5 on inter-layer syntax prediction using HEVC base layer. The tools in SCE5 were classified into four categories:

· 5.1 Inter-layer motion information prediction
· Using base layer MV as a candidate in Merge and AMVP modes.

· Inter-layer inferred prediction mode, where the enhancement layer is divided into sub-blocks and motion information associated with each sub-block is derived from the corresponding block in the base layer.

· 5.2  Motion data compression and memory reduction (memory measurement)

In this category, motion data compression of the base layer in relation to the base layer motion vector derivation is studied as well as a memory reduction associated with not using temporal MV candidate.

Overview of contributions:

	Test
	Proposal
	Cross-checking documents

	SCE5.1
	Inter-layer motion information prediction

	5.1.1
	JCTVC-M0295 (Qualcomm) “SCE5: Simplified base layer MV candidate for merge mode (test 5.1.1)”
	JCTVC-M0395 (MediaTek)

	5.1.2
	JCTVC-M0308 (Qualcomm) “SCE5: Results of Test 5.1.2 on Inter-layer Inferred Prediction Mode”
	JCTVC-M0302 (LG)

	5.1.3
	withdrawn
	

	5.1.4
	JCTVC-M0413 (KDDI) “SCE5: Results of test 5.1.4 on inter-layer motion-vector prediction by the base-layer MV up-scaling and refinement using HEVC base layer”
	JCTVC-M0147 (Sony)

	5.1.5
	JCTVC-M0124 (MediaTek) “SCE5.1.5: Inter-layer motion information prediction”
	JCTVC-M0149 (Sony)

	5.1.6
	JCTVC-M0160 (Nokia) “SCE5 – Results of 5.1.6 on inter-layer motion vector prediction”
	JCTVC-M0300 (Qualcomm)

	5.1.7
	JCTVC-M0059 (Intel) “SCE5.1.7: Inter-layer motion data inheritance”
	JCTVC-M0406 (KDDI)

	5.1.8
	JCTVC-M0289 (LG) “SCE5 : Inter-layer motion vector prediction in AMVP”
	JCTVC-M0355 (Qualcomm)

	5.1.9
	withdrawn
	

	5.1.10
	JCTVC-M0047 (ETRI) “SCE5: Results of test 5.1.10 on inter-layer motion information prediction”
	JCTVC-M0359 (Canon)

	SCE5.2
	Motion data compression and memory reduction

	5.2.1
	JCTVC-M0283 (Sony, I2R) “SCE5 5.2.1 on Effectiveness of temporal motion vector prediction (TMVP)”
	JCTVC-M0128 (JVC Kenwood)

	5.2.2
	JCTVC-M0141 (Sony, LG) “SCE5: Result of SCE5.2.2”
	JCTVC-M0392 (MediaTek)

	
	JCTVC-M0142 (Sony) “SCE5: Buffer Size Estimation of SCE5.2.x”
	


The tests results for both categories are summarised in the next table.

	Test
	Short description
	RA-2x
	RA-1.5x
	RA SNR
	LP-2x
	LP-1.5x
	LP SNR
	LB-2x
	LB-1.5x
	LB SNR
	Enc
	Dec

	5.1.1

(Qualcomm)
	insert BL MV into the completed list
	0.25
	0.19
	0.29
	0.26
	0.21
	0.32
	 
	 
	 
	 100%
	100% 

	5.1.2

(Qualcomm)
	Inferred mode based on 8x8 sub-block
	0.03
	0.00
	0.03
	0.01
	0.01
	0.02
	 
	 
	 
	101%
	103%

	5.1.3 
	 
	Withdrawn

	5.1.4

(KDDI)
	1. BL MV as a 3rd candidate
	-0.03
	0.17
	 
	-0.22
	-0.06
	 
	 
	 
	 
	100%
	100%

	
	2. MV refinement
	-0.05
	0.30
	 
	-0.23
	-0.02
	 
	 
	 
	 
	100%
	106%

	
	3. Test 1 + uncompressed MV
	-0.84
	-0.19
	 
	-0.89
	-0.35
	 
	 
	 
	 
	100%
	100%

	5.1.5

(MediaTek)
	Simplified pruning
	0.03
	0.01
	0.02
	0.01
	0.03
	0.03
	
	
	
	100%
	100%

	
	2 BL MVs with simplified pruning
	-0.61
	-0.23
	-0.61
	-0.40
	-0.16
	-0.49
	 
	 
	 
	100%
	100%

	5.1.6

(Nokia)
	1. use TMVP scaling
	-0.03
	0.00
	0.00
	-0.03
	0.00
	0.00
	 
	 
	 
	 -
	- 

	
	2. w/o BL MV pruning
	0.30
	0.21
	0.32
	0.29
	0.23
	0.33
	 
	 
	 
	 -
	- 

	
	3.  Test 1 + Test 2
	0.27
	0.21
	0.32
	0.27
	0.23
	0.33
	 
	 
	 
	 -
	- 

	5.1.7(Intel)
	Inferred mode based on NxN
	0.09
	0.08
	0.12
	0.09
	0.08
	0.11
	0.09
	0.06
	0.10
	103%
	98%

	5.1.8 (LG)
	1. BL MV for AMVP
	-0.04
	-0.10
	-0.11
	-0.03
	-0.04
	-0.05
	 
	 
	 
	100%
	100%

	
	2. Test 1 + uncompressed MV
	-1.26
	-0.64
	-0.63
	-1.07
	-0.47
	-0.69
	 
	 
	 
	100%
	100%

	5.1.9
	 
	Withdrawn

	5.1.10 (ETRI)
	1. Simplified BL MV pruning
	0.08
	0.05
	0.07
	0.09
	0.07
	0.08
	 
	 
	 
	100%
	100%

	
	2. BL MV for AMVP
	0.02
	-0.10
	-0.12
	0.09
	0.01
	-0.02
	 
	 
	 
	100%
	100%

	5.2.1

(I2R, Sony)
	1. disabling TMVP
	0.76
	0.34
	0.38
	0.92
	0.57
	0.48
	0.81
	0.46
	0.44
	100%
	98%

	
	2. Test 1 + uncompressed MV
	-0.49
	-0.20
	-0.17
	-0.27
	0.06
	-0.25
	 
	 
	 
	 -
	- 

	
	3. Test 1 + 8x8 compressed MV
	-0.15
	-0.12
	-0.11
	0.13
	0.15
	-0.14
	 
	 
	 
	101%
	100%

	5.2.2

(Sony, LG)
	1. uncompressed MV
	-1.10
	-0.50
	-0.50
	-0.94
	-0.41
	-0.61
	 
	 
	 
	99%
	99%

	
	2. 8x8 compressed MV
	-0.79
	-0.42
	-0.45
	-0.61
	-0.34
	-0.52
	 
	 
	 
	100%
	101%


5.1.6.1 replaces the division currently used in BL MV scaling by the scaling operation of TMVP.

This is in principle supported by several experts, but it is also expressed that there may be a problem with the suggested solution when arbitrary scaling would be used. JCTVC-M0133 was also related to this topic and claimed to solve the issue. See notes on M0133 and BoG report M0449.

Note With 1.5X and 2X, it could not be expected that the results of division or TMVP scaling would be different; the 0.03% difference reported above is likely due to a bug which was fixed in SHM1.1
Note: Using uncompressed MV is known to give approx.  0.7% BR reduction.

5.1.2 and 5.1.7 (mode inferring from BL) do not provide benefit

Current anchor needs 5 additional comparisons (in worst case when all spatial candidates are available) in pruning for merge, compared to SL HEVC.

5.1.1 and 5.1.6 case 2 are avoiding additional pruning, but could end up with duplicate candidates (resulting in 0.2-0.3% BR increase)

For test 1: Prepare a table for each proposal, analyzing the number of additional or reduced operations (number of comparisons or if applicable, any other), compared to SHM.

An update of the report has been provided where the table above was augmented by the number of comparison operations. A graph is also included which plots the reduction in comparisons versus compression benefit.
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a) 5.1.4.3 and 5.1.8.2 are using uncompressed BL motion (not to be considered)

b) 5.1.8.1 and 5.1.10.2 increase number of operations without significant benefit

c) 5.1.7 is same number of operations but produces loss

d) 5.1.5.2 reduces number of comparisons in pruning, but further deviates from the conventional pruning process in using a second base layer MV, which requires one more MV memory access and scaling operation. It provides 0.4% BR reduction, but M0112 from non-CE category seems to be a more attractive solution for further investigation, therefore it might be premature to adopt 5.1.5.2.

e) 5.1.5.1 (reduce 3 op, no loss), 5.1.10.1 (reduce 4 op, 0.1% loss) and 5.1.1/5.1.6 (reduce 5 op, 0.25% loss)

f) 5.1.4 has not reported on SNR scalability, but is expected to get loss in this case

Decision: Adopt 5.1.5.1 (simplified pruning for use of MV of BL as candidates in EL figure 2b from JCTVC-M0124) as modification of TextureRL scheme in SHM (not WD).
Test 2.2: Using 8x8 compressed BL MV (instead of 16x16 as in current SHM) gives around 0.5% bit rate reduction; 4x4 would give about 0.7%. JCTVC-M0142 provides analysis about additional memory.

Test 2.1: Disabling TMVP in the enhancement layer only has a loss of 0.7-0.8% BR reduction, whereas in a single layer configuration it should be 2% or more; disabling TMVP in enhancement layer and re-using the memory for better representation of the base layer MV (5.2.1 test 2) could lead to no performance loss, whereas saving MV memory for EL. More numbers about actual memory increase/saving were provided in a v4 of JCTVC-M0142 (see also additional notes under JCTVC-M0142).
For the case of 4K pictures, the additional storage necessary for 8x8 base layer MV would be around 1 MByte. The same amount of storage would be saved in case when TMVP is disabled in EL, and 8x8 base layer MV is used.

The best tradeoff seems to be usage of 8x8 compression, where we can

· either increase memory by 1 Mbyte, and save 0.5% rate on average

· or reduce memory by 1 Mbyte, without relevant loss.

The second bullet seems to indicate that the current usage of MV memory is not optimum in scalable enhancement layer. 

One expert points out that by disabling TMVP in case of cropped base layer (i.e. some enhancement layer area without base layer reference), loss might occur.

A conclusion may be difficult to achieve at this meeting, but further study on the topic is necessary. Also the relation with refidx should be considered.

JCTVC-M0122, JCTVC-M0144 are also related.

5.5.2 SCE5 primary contributions
JCTVC-M0295 SCE5: Simplified base layer MV candidate for merge mode (test 5.1.1) [V. Seregin, J. Chen, M. Karczewicz (Qualcomm)]

JCTVC-M0395 SCE5: Crosscheck of JCTVC-M0295 on result of SCE5.1.1 [T.-D. Chuang, Y.-W. Huang (MediaTek)] [late] 
JCTVC-M0308 SCE5: Results of Test 5.1.2 on Inter-layer Inferred Prediction Mode [L. Guo, J. Chen, M. Karczewicz (Qualcomm)]

JCTVC-M0413 SCE5: Results of test 5.1.4 on inter-layer motion-vector prediction by the base-layer MV up-scaling and refinement using HEVC base layer [K. Kawamura, T. Yoshino, S. Naito (KDDI)] [late]

JCTVC-M0124 SCE5.1.5: Inter-layer motion information prediction [T.-D. Chuang, Y.-W. Huang, S. Lei (MediaTek)]

JCTVC-M0160 SCE5 – Results of 5.1.6 on inter-layer motion vector prediction [D. Bugdayci, K. Ugur (Nokia)]

`

JCTVC-M0059 SCE5.1.7: Inter-layer motion data inheritance [Z. Deng, W. Zhang, L. Xu, Y. Han, X. Cai, Y. Chiu (Intel)]

JCTVC-M0047 SCE5: Results of test 5.1.10 on inter-layer motion information prediction [J. Lee, H. Lee, J. W. Kang, J. S. Choi (ETRI)]

JCTVC-M0283 SCE5 5.2.1 on Effectiveness of temporal motion vector prediction (TMVP) [J. Xu, A. Tabatabai, K. Sato, S. Lu (Sony), Y. H. Tan, C. Yeo (I2R)]

JCTVC-M0141 SCE5: Result of SCE5.2.2 [K. Sato, J. Xu (Sony), J. Park, B. Jeon(LG)]
JCTVC-M0392 SCE5: Crosscheck of JCTVC-M0141 on result of SCE5.2.2 [T.-D. Chuang, Y.-W. Huang (MediaTek)] [late] 

JCTVC-M0142 SCE5: Buffer Size Estimation of SCE5.2.x [K. Sato, J. Xu (Sony)]

On the usage of motion data buffer for SHVC is being studied under SCE5.2.x. 

It is proposed by SCE 5.2.1 that temporal motion prediction be omitted at the enhancement layer to reduce the required buffer size, as the collocated base layer motion information takes part of TMVP in the enhancement layer.
It is proposed by SCE 5.2.2 to postpone motion data compression after encoding/decoding of the enhancement layer, or 2-stage motion data compression for improving coding efficiency. 

At the 12th JCT-VC meeting in Geneva, it was suggested to study on the buffer size requirements for SCE5.2.x proposals. 

This contribution provides information on the buffer sizes required for each of SCE5.2.x proposals. Trade-off of buffer sizes and coding efficiency is also studied.
Presentation slides to be provided.
36 bits per MVx (16), MVy (16) and refidx (4), 40 byte aligned

In worst case (which is 1x scaling i.e. SNR scalability and RA, bi-pred) the memory increase relative to EL picture buffer would be approx. 40% in case of 4x4 (uncompressed), 10% in case of 8x8 compressed

It is mentioned by one expert that the memory for uncompressed could potentially be further reduced, as 4x8/8x4 only allow unipred; hypothetically it should not be larger than for 8x8 bi-pred, but additional signalling and logic would be necessary.

The uncompressed case has too large a memory increase.
Further information was requested about the actual additional memory for 8x8 case, as an example some level with 4K video.
Another potential option for further investigation could also be to make the compression ratio dependent on the upscaling factor (e.g. 8x8 only for 2X case).
JCTVC-M0289 SCE5 : Inter-layer motion vector prediction in AMVP [J. Park, B. Jeon (LG)]

5.5.3 SCE5 cross checks
JCTVC-M0302 crosscheck of SCE5.1.2 interBL [J. Park, B. Jeon (LG)] [late]
JCTVC-M0147 SCE5: Crosscheck of SCE5.1.4 [K. Sato (Sony)]

JCTVC-M0149 SCE5: Crosscheck of SCE5.1.5 [K. Sato (Sony)]

JCTVC-M0300 SCE5: Cross-verification of test 5.1.6 on inter-layer motion vector prediction [V. Seregin (Qualcomm)] [late]

JCTVC-M0406 SCE5: Cross-check of Test 5.1.7 on inter-layer motion data inheritance (JCTVC-M0059) [K. Kawamura, S. Naito (KDDI)] [late]

JCTVC-M0355 SCE5 : Cross-check Report of SCE5.1.8 Test [L. Guo (Qualcomm)] [late] [miss]
JCTVC-M0359 SCE5: Cross-check of test 5.1.10 on inter-layer motion information prediction (JCTVC-M0047) [E. François (Canon)] [late] 
JCTVC-M0128 SCE5: Cross-check of SCE5 Test 5.2.1 on Effectiveness of temporal motion vector prediction (JCTVC-M0283) [H. Nakamura (JVC Kenwood)]

6 Non-CE Technical Contributions

6.1 Range extensions
6.1.1 General

See also M0094 (on requirements / profiles).
JCTVC-M0178 AHG5: Range Extensions and High Bit Depths [K. Sharman, N. Saunders, J. Gamei (Sony)]

(Initially reviewed in BoG M0462 Wed. p.m. chaired by D. Flynn.)
The contribution contained a thorough study of various aspects. Extended precision of internal processing elements was suggested in the contribution.

It was noted that using a fixed precision expansion width would seem preferable (e.g. based on profile/level).
Some bit depth expansion phenomena were reported and a modification of the entropy coding was proposed to handle this (with dependencies on QP). Benefit from sign data hiding was reported to be negligible.

Throughput was analyzed and a modification of bypass bin handling was proposed to establish alignment with the bits coded in the bitstream.

Some benefits were reported for 14 bits as well as higher precision.

Profiling was discussed in the contribution, but this aspect was not discussed in detail by the group as there was other input on that and further study was understood to be needed about this.

Notes from BoG report to be integrated.

Further study in AHG was requested.

JCTVC-M0256 Suggested fixes for HEVC Range Extensions draft text [D. Flynn, J. Sole, T. Suzuki] [miss]

It was suggested that this contribution did not need to be presented in detail, as the proposed editorial improvement had been superseded by other decisions.
JCTVC-M0298 Bandwidth reduction for range extension [V. Seregin, X. Wang, J. Sole, M. Karczewicz (Qualcomm)]

(Initial discussion chaired by D. Flynn.)

HEVC Range Extensions 4:4:4 potential applications include consumer applications, so the complexity increase due to the 4:4:4 processing has to be taken into account. The scope of this contribution is the bandwidth of 4:4:4 motion estimation and compensation, which is around 37% greater than the 4:2:0 case for 4×2 memory block. Specifically, in this contribution, restriction of bi-directional prediction for 8×8 chroma components is studied, while luma component still can have bi-prediction. This modification reportedly increases bandwidth by 9%, as opposed to 37%, relative to 4:2:0. The impact on coding performance is reportedly about 0.2% and 0.4% luma BD rate loss for Main-tier RA and LB, and High-tier RA and LB respectively in for both YUV422 and YUV444. The impact on chroma was reportedly about 0.3–1.1%, depending on the test case.
The contribution proposes two methods, the first restricts 8x8 Bi-pred for all components, including luma, and the second proposes to implement the restriction just for motion compensation of the chroma components.  It is suggested that this only is applied to 4:2:2 and 4:4:4 chroma formats.

It was suggested that there could conceivably be two 4:4:4 profiles, one targeting consumer applications and the other at higher operating points.  Should this then depend upon the profile?  Yes, as in some cases or application areas it may not be an issue.

Support was expressed for the proposal, remarking that there are application areas which would benefit from this.

Adoption of the second method (8x8 Bi-pred restriction for chroma) was initially recommended.
In further discussion, a participant remarked that the introduction of differences between the handling of luma and chroma in the 4:4:4 case is undesirable.
However, other differences were noted to exist – in regard to:

· The motion compensation interpolation filters, for which shorter filters are applied to the "chroma" components, and

· In-loop filtering, for which simplified filtering is applied to chroma.

The modification was noted to cause a conversion from a bipred prediction applied to luma to a mono-prediction applied to chroma, as the chroma MVs are derived from the luma MVs.
The loss from completely disabling bipred for 8x8 was substantially larger.
It was asked whether the test sequences include any fading sequences, which are likely to benefit from biprediction.

Further study was encouraged. It is acknowledged that memory bandwidth is a major concern and should be analyzed.
JCTVC-M0345 Cross-check for bandwidth reduction for range extension [E. Alshina, S. Lee, J. Min] [late]

JCTVC-M0335 AhG5: Offset Scaling in SAO for High Bit-depth Video Coding [W.-S. Kim, J. Sole, M. Karczewicz (Qualcomm)]
(Initially reviewed in BoG M0462 Wed. p.m. chaired by C. Rosewarne.)

Notes from BoG report to be integrated.

The bit depth of the SAO offset value was studied and two possible modifications were proposed.

Related to M0118.

The BoG recommended adoption of the first (simpler) modification and further study.

The gain for IBDI for 8 bit content coding, relative to using 8 bit coding, had previously been observed to decrease as coding bit depth increased beyond 10 bits when not applying the modification. With the modification, the gain became roughly constant beyond 10 bits, which is the same behaviour observed with SAO disabled. Thus the proposed scheme was characterized as a fix to undesirable behaviour.
Decision: Adopted the first (simpler) modification as recommended by BoG.

JCTVC-M0405 AHG5: Crosscheck of JCTVC-M0335 on offset scaling in SAO for high bit-depth video coding [C.-W. Hsu, Y.-W. Huang (MediaTek)] [late] [miss]

JCTVC-M0118 Removal of the offset quantization in SAO [C.-W. Hsu, C.-Y. Chen, C.-Y. Tsai, Y.-W. Huang, S. Lei (MediaTek)]
(Initially reviewed in BoG M0462 Wed. p.m. chaired by D. Flynn.)

Notes from BoG report to be integrated.
The bit depth and unary coding of the SAO offset value were studied.

Related to M0335.

Further study was recommended.
JCTVC-M0344 Cross-check for Removal of the offset quantization in SAO [S. Jeong, J. Min, E. Alshina] [late]

6.1.2 RCE1 related (inter-component decorrelation)
JCTVC-M0230 Non-RCE1/Non-RCE2/AHG5/AHG8: Adaptive Inter-Plane Prediction for RGB Content [T. Nguyen, A. Khairat, D. Marpe (Fraunhofer HHI)]

This document describes an adaptive inter-plane prediction scheme intended for RGB materials, especially for screen content. The proposed technique operates as an in-loop operation on the prediction residuals. The proposed scheme involves a class of predictors each requiring one addition and one bit shift operation. Experimental results are asserted to show improvement relative to fixed color transformation schemes, especially when considering screen content and higher bit rate operation points.
This is only for 4:4:4, specifically targeted for RGB.
The results measurements were reported in a different way than in most tests we have used.

The results were not shown relative to ordinary coding in the YUV domain.

A syntax element per chroma TB is used to indicate whether to predict the chroma residual from the luma residual and how much to shift the luma residual if applied.
The bit depth of the chroma is increased by 1 bit during the decoding process, prior to picture reconstruction and loop filtering.

The encoding time is significantly increased, due to the checking of the flag values. The decoding time is significantly increased, which was suggested to be due to post-decoding conversion.
The technique is proposed for both intra and inter.

The scheme seemed difficult to analyze. It was suggested to have AHG study on how to measure performance of such techniques that have cross-component interactive effects.

A cross-checker expressed an interest in comparing the technique to YUV coding with bit depth increase.

It was also suggested to check whether this works on YUV coding – e.g. comparison to LM chroma on intra was suggested.

Further study in CE is recommended.

JCTVC-M0418 Cross-check of adaptive inter-plane prediction for RGB content by HHI (JCTVC-M0230) [S. H. Kim, A. Segall (Sharp)] [late] [miss]

JCTVC-M0435 Cross-check of ‘Non-RCE1/Non-RCE2/AHG5/AHG8: Adaptive Inter-Plane Prediction for RGB Content’ (M0230) by Fraunhofer HHI [C. Rosewarne, M. Maeda (Canon)] [late] [miss]

JCTVC-M0447 Cross-check of Adaptive Inter-Plane Prediction for RGB Content in JCTVC-M0230 [W.-S. Kim (Qualcomm)] [late]

JCTVC-M0072 AHG7: Modification of in-loop colour-space transformation [S. Matsuo, M. Matsumura, S. Takamura, H. Fujii, A. Shimizu (NTT)]

This document introduces a modification of in-loop colour-space transformation of residual signals. To reduce the redundancy among the Y-Cb-Cr/R-G-B components, a colour-space transformation method was proposed in the contribution of JCTVC-L0371 (updated in M0411). In this contribution, to prevent the deterioration of the coding performance of L0371 and to speed up the run-times, the transformation is adaptively applied to residual signals using an eigenvalue derived by the calculation process of transformation matrices. The overall average coding gains against the anchor (HM10.0 RExt2.0) were 9.8% / 8.1% / 11.5% (AI High-tier), 11.2% / 7.4% / 12.7% (RA High-tier), and 11.1% / 5.8% / 12.7% (LD High-tier). The average run-times of encoding and decoding were 103.2% and 106.2%, respectively.
M0411 modifies the colour transform per CU, using adaptively collected statistics without sending syntax. This proposal modifies that scheme by establishing conditions (on a CU basis) for which the colour transformation is switched off.
A significant amount of processing is involved – some of which use high bit depths.

On average there is less gain than the M0411 scheme, but maximum losses are reduced.

For coding YUV content, some gains and some losses were observed.

It was asked whether offsets of chroma QP were tested. The contributor said they had tried some limited experimentation with that and had not found much of an effect.

It was suggested to have switching to just one colour transformation or a small set of transformations rather than the general approach.

No action.

JCTVC-M0407 Cross-check of modified in-loop colour-space transformation (JCTVC-M0072) [K. Kawamura, S. Naito (KDDI)] [late] 

JCTVC-M0080 AHG7: Post filtering for colour-space transformation [M. Matsumura, S. Matsuo, S. Takamura, H. Fujii, A. Shimizu (NTT)]

(Discussion chaired by D. Flynn.)

To reduce the redundancy among Y-Cb-Cr/R-G-B components, an in-loop color-space transformation method was proposed in JCTVC-L0371. In this contribution, a post filter which replaces the in-loop colour-space transformation with post processing is proposed. The overall average coding gains based on GBR BD-rate compared to the anchor (HM10.0 RExt. 2.0) of  23.8% / 13.5% / 7.5% (AI main-tier / high-tier / super-high-tier), 33.2% / 12.7% (RA main-tier / high-tier), and 33.4% / 18.5% (LD-B main-tier / high-tier) were confirmed. The average run-times of encoding and decoding (including pre/post filtering) were 86.0% and 90.3%, respectively.

The in-loop colour-space transform proposal involves computing the SVD of reference samples to derive a matrix to be used in the transmission of a particular CU.  One potential problem with such a system is the coupling of luma and chroma components in the critical path of the reconstruction process.  This proposal suggests removing the per CU decoder matrix derivation process and instead to signal a single matrix for use with a particular picture in an SEI message.  The decoder may then implement this prior to picture output.

It was remarked that an SEI message may not be the most appropriate method for signalling such important information, as the loss of a message will cause severe rendering issues through use of the wrong colour matrix.

While no results were presented for YCbCr sequences, the proponent reported that the technique does not work very well in this configuration (typically having no effect).

Further results were presented that examined how this technique compared against using a fixed colour transform at the input to the encoder.  It appears to have a similar performance to that of JCTVC-M0048 (YFbFrv), which would be a far simpler proposition.

No action.
JCTVC-M0408 Cross-check of post filter for colour-space transformation (JCTVC-M0080) [K. Kawamura, S. Naito (KDDI)] [late]

(Discussion chaired by D. Flynn.)

The cross-checker was only able to confirm the results and remarked that the method has a lower complexity than the in-loop variant, and since the matrix derivation is performed only by an encoder, other more optimal derivation processes may be used.
6.1.3 RCE2 related (prediction in lossless coding)

Note: M0052 also includes some non-CE material. Notes on that are below in the section on M0193.
JCTVC-M0068 Non-RCE2: TU-level flag for DPCM [Y. H. Tan, C. Yeo (I2R)]

Related to Test 5 of RCE 2.

This contribution studies the effectiveness of a TU-level flag when applied to the lossless residue coding method described in JCTVC-K0157. The flag signals, at the TU level, whether the residues in the TU are coded with sample-wise prediction. It is asserted that, with the residue prediction scheme used for both inter and intra coding, the proposed method brings average gains of 9.1%, 6.7% and 7.1% for All-Intra, Random-Access and Low-Delay B test configurations.
The same process is applied to both intra and inter.

This proposal used 2D DPCM.

Compared to Test 4:

· Test 4: 9.2%, 5.8% and 5.3%

· Proposal: 9.1%, 6.7% and 7.1%
It was remarked that this seems to indicate that TU-level adaptivity may be useful. However, the complexity of the 2-D DPCM scheme tested here may be an issue.

It was noted that (late) contribution M0442 is related, as it considers inter with DPCM as well.
JCTVC-M0448 Crosscheck of Non-RCE2: TU-level flag for DPCM (JCTVC-M0068) [R. Joshi (Qualcomm)] [late] [miss]

JCTVC-M0193 Improved sample-based weighted intra prediction for lossless coding [P. Amon, A. Hutter (Siemens), E. Wige, A. Kaup (Universität Erlangen-Nürnberg)]

This proposal presents an intra prediction scheme designed for lossless coding, which extends proposal JCTVC-M0052. The proposed coding method comprises a pixel-wise prediction based on original samples. It is realized as two intra prediction modes, which replace the planar mode and DC mode for lossless coding. (The algorithm proposed in JCTVC-M0052 only replaces the planar mode.) In order to perform the prediction, a four-sample template around the pixel that is to be predicted is compared to the respective template of a four-pixel neighbourhood. For each reference template, the sum of absolute differences (SAD) is determined. Whereas for the one mode (DC) the pixel for which the SAD comparison gives the smallest value is chosen, for the second mode (planar) a table look-up of the SAD value gives the respective weighting factor for each neighbourhood pixel. In a final step for the weighted prediction (planar), the predictor for the current pixel is calculated as the weighted average of the neighbourhood pixels. In comparison to the unmodified HEVC Test Model HM-10.0_RExt2.0 configured for lossless coding by disabling/bypassing transformation, quantization, and in-loop filters, the proposed method reportedly provides average bit rate savings for of 11.0% with SC and 7.6% without SC for AI-Main, 6.9% with SC and 3.3% without SC for RA-Main, and 6.1% with SC and 2.7% without SC for LB-Main configuration settings.
It was remarked that the complexity is higher than the DPCM mode. The scheme includes a division and a substantial number of operations per sample and a LUT.
Adding this on top of the Test 4 scheme would provide an estimated 3.6% coding benefit for AI (with SC included).

Cross-check planned but not yet provided.

Revisit to consider whether to test in CE.

JCTVC-M0288 Non-RCE2: Extension of residual DPCM for lossless coding [R. Joshi, J. Sole, M. Karczewicz (Qualcomm)]

In JCTVC-L0117, residual DPCM was proposed for horizontal and vertical intra prediction modes for lossless coding. This was also tested in Test 1 of RCE2. In this contribution, an encoder modification and disabling of gradient filtering for horizontal and vertical intra prediction modes is applied for residual DPCM. After these changes, the bit-rate saving of residual DPCM for the All-Intra main configuration is reported to be 6.0% and 9.2% for non-screen content sequences and all the sequences in the test set, respectively. Extension of residual DPCM to near-horizontal, near-vertical and diagonal intra prediction directions is proposed. It is reported that for the All-Intra main configuration, the extended residual DPCM results in bit savings of 6.7% and 10%, for non-screen content sequences and all the sequences in the test set, respectively.
The encoding/decoding process becomes two steps: forming the ordinary prediction and decoding residual DPCM.

The benefit relative to Test 4 is 0.7% and 0.8% with and without screen content.

A compromise scheme, relative to Test 4, would be 0.5% and 0.2% with and without screen content.

Revisit to consider whether to test in CE.

JCTVC-M0430 Non-RCE2: Cross-check of extension of residual DPCM for lossless coding (M0288) [Y. H. Tan, C. Yeo (I2R)] [late] [miss]

JCTVC-M0291 Non-RCE2: Modification of DC intra prediction mode for lossless coding [R. Joshi, J. Sole, M. Karczewicz (Qualcomm)]

In lossless coding mode, the transform as well as quantization is skipped. So the samples in the causal neighborhood of the current sample are available and may be used for prediction purposes. In this document two methods for modifying the DC prediction mode are proposed. In the first method, the top and left samples are used for forming the prediction for the current sample value. In the second method, the top, left and top-left samples are used for forming the prediction. Coding results for combination of methods 1 and 2 with the extended residual DPCM method proposed in JCTVC-M0288 are also presented.
Can be combined with Test 4 technique, with 1.5–2.0% estimated benefit.

Revisit to consider whether to test in CE.

JCTVC-M0433 Cross-check of ‘Non-RCE2: Modification of DC intra prediction mode for lossless coding’ (M0291) by Qualcomm [C. Rosewarne, M. Maeda (Canon)] [late] [miss]

JCTVC-M0439 Complexity reduction for residual DPCM in HEVC lossless coding [M. Naccari, M. Mrak, A. Gabriellini (BBC)] [late]

The residual DPCM for HEVC lossless coding in intra predicted blocks has been proposed in documents JCTVC-L0117 and JCTVC-M0079. Residual DPCM exploits the spatial correlation among residuals belonging to the same block and is applied only along the horizontal and vertical direction when the selected intra prediction direction is one of these two. Since residual DPCM is applied independently over each row or column, it allows parallelisation of inverse DPCM at the decoder. This contribution proposes a complexity reduction for residual DPCM. The main idea is to limit the dependency among the samples involved during the DPCM prediction. The complexity reduction is achieved by performing the residual DPCM within chunks of samples of a given length which is proposed to be 8. It is reported that experimental results over the RCE2 test set show that the compression ratios of the proposed method are comparable to the ones achieved by the original residual DPCM. In particular, it is reported that average bit rate reduction benefit of 9.1% and 11.0% are achieved for Class F and Screen Content (RGB), respectively, for all intra configuration.
The contribution proposed a parallelism benefit relative to DPCM coding by chunking the data into length-8 segments with a loss in coding efficiency that is roughly negligible.

It was suggested to consider whether roughly the same benefit could be achieved by constraining the maximum block size at which DPCM is applied to length 8.

It was asked whether there is really a parallelism benefit, as the decoder has various chunking opportunities, and the 4x4 case may be the most difficult rather than the larger block sizes.

For further study.

JCTVC-M0351 AHG8: Residual DPCM for visually lossless coding [R. Joshi, J. Sole, M. Karczewicz (Qualcomm)]

TBA (presented)
lossy residual DPCM.

4% gain claimed for applying to horizontal, vertical and near-horizontal and near-vertical for screen content. No gain on ordinary camera view content.
It was asked whether this applies to all TU sizes. It was only tested for 4x4 (since this is the only transform skip block size).

Sign data hiding is disabled (which may not be necessary, but that is what was done). This should be studied.

Cross-check in (late) M0444.

Further study in CE.

JCTVC-M0444 AHG8: Cross-check of JCTVC-M0351 [M. Naccari, A. Gabriellini, M. Mrak (BBC)] [late]

6.1.4 Transforms and transform coefficient coding
JCTVC-M0098 AHG5: Independent chroma transform depth from luma transform depth for non 4:2:0 format [J. Kim (??)]
(Discussion chaired by D. Flynn.)

In this contribution, the chroma residual quadtree could be decided independently from the luma tree for a given CU by signalling transform split flags for the chroma component. To reduce the increase in encoding time to a mere 10% and reduce the bits to encode chroma transform split flag, this contribution also proposes to limit chroma RQT depth to that of luma.  It reports gains of 0.1%, 0.4%, 0.6% for AIMT, 0.1%, 0.4%, 0.4% for AIHT and 0.1%, 0.3%, 0.3% for AIST. Also it reports 0.9%, −0.6%, −0.3% and 0.9%, −0.7%, −0.5% for RAMT and RAHT respectively and 1.2%, −1.3%, −1.0% and 1.2%, −1.1%, −1.3% for LBMT and LBHT respectively.

For reference, results are also presented for the case when the chroma RQT is fully independent from luma, where, for a 30% increase in encoder run time, it attains average gains of 0.0%, 0.6%, 0.7% in the case of AIMT, 0.0%, 0.6%, 0.5% in the case of AIHT and 0.1%, 0.5%, 0.4% in the case of AISHT. It also reports 0.4%, 0.1%, 0.2% and 0.5%, 0.0%, 0.1% for RAMT and RAHT respectively and 0.5%, −0.5%, −0.3% and 0.6%, −0.3%, −0.4% for LBMT and LBHT respectively.

The mode decision is implemented by performing an RDO search, where for each CU the luma RQT tree is decided first followed by chroma.  It was pointed out that the HM currently includes other features that trade encoder runtime for performance increases, such as the joint luma-chroma search where the chroma modes are pre-estimated and used to influence the luma decision.  No comparison to such techniques was provided.
No action.
JCTVC-M0369 Cross-check report of separate chroma transform depth for non 4:2:0 format (JCTVC-M0098) [L. Guo (Qualcomm)] [late] [miss]

This contribution verified the BD-rate results of test 1 (fully independent luma/chroma RQT) in JCTVC-M0098 which is proposed by LG.
JCTVC-M0388 AHG5: Crosscheck of JCTVC-M0098 on independent chroma transform depth from luma transform depth for non 4:2:0 format [C.-Y. Chen, Y.-W. Huang (MediaTek)] [late] 

The purpose of this document is to crosscheck JCTVC-M0098 on independent chroma transform depth from luma transform depth for non 4:2:0 format proposed by LG. In the proposed method, chroma transform depth is explicitly signalled to the decoder and the value is limited to be less than or equal to luma transform depth. The verification task was done successfully, and the results exactly matched with those provided by LG.
JCTVC-M0099 AHG5: Using zero-depth chroma transform unit for 4:2:2 format [J. Kim (LG)]
(Discussion chaired by D. Flynn.)

This contribution proposes to provide a zero-depth chroma transform option for the 4:2:2 format, where an encoder can choose to use derive the chroma residual quad tree from luma as per the current design, or to force the chroma RQT to have a depth of zero. When the luma RQT contains a split, a flag is signalled to indicate that the chroma residual quadtree is same as luma or not. The reported gains are 0.0%, 1.3%, 1.6% for AIMT, 0.0%, 0.8%, 0.9% for AIHT, and 0.0%, 0.6%, 0.5% for AIST in average. It also reports 0.2%, 1.0%, 1.3% and 0.3%, 0.4%, 0.4% gain for RAMT and RAHT respectively and 0.2%, 0.4%, 0.6% and 0.3%, −0.1%, −0.5% gain for LBMT and LBHT respectively.

Encoder runtime increases of between 7% (for all-intra) and 20% (for low-delay-B) are reported.

No action.
JCTVC-M0386 Cross-check of ‘AHG5: using zero-depth chroma transform unit for 4:2:2 format’ (M0099) by LGE [C. Rosewarne, M. Maeda (Canon)] [late]

Results match, text agrees with the design.  The cross-checker reported that the idea is reasonable, but is unsure if it should be used in this form.
JCTVC-M0136 AHG5: 32x32 transform in chroma for 4:2:2 [V. Kolesnikov, C. Rosewarne, M. Maeda (Canon)]
(Discussion chaired by D. Flynn.)

This contribution presents an approach to the residual quad-tree for the 4:2:2 chroma format that allows a 32x32 transform to be used into the chroma channel.  At present, the 32x32 transform is used in chroma channels for the 4:4:4 chroma format.  It is asserted that reusing the transform logic required for the 4:4:4 chroma format in the 4:2:2 chroma format is beneficial.  Simulation results show a gains of 0.0%, 0.3% and -0.3% in luma, chroma for AI Main tier in 4:2:2, 0.0%, 0.4%, 0.4% in luma and chroma for RA Main and 0.0%, 0.7%, 0.9% in luma and chroma for LD Main.

For a 64x64 CU, there is an implied initial split in the residual quadtree due to the maximum transform size of 32x32.  In the 4:2:2 case, the derivation of the chroma RQT from luma causes a TU size of 16x16 to be used.  This contribution removes the implicit inference of the transform split flag in this case, requiring it to be signalled explicitly for chroma.  The rationale being that if a decoder implementation uses 4:4:4, then it will have the 32x32 transform anyway, so this may as well be made available in 4:2:2.  However, this assumes that there won't be a 4:2:2 specific profile as in AVC.

It was remarked that, although 32x32 chroma transforms are not currently present in the 4:2:2 design, if they were, L0099 could achieve the same effect more generally.

Before deciding the issue of whether this is the way to achieve such an outcome, it should be ascertained if a 32x32 chroma transform is desirable in 4:2:2.

Decision: No 32x32 chroma transform for 4:2:2 (through lack of input).

No action.
JCTVC-M0378 AHG5: Crosscheck of JCTVC-M0136 proposed by Canon [J. Kim (LG)] [late]

Tests matched, supports the method.
JCTVC-M0137 AHG5: Square transform deblocking for 4:2:2 [C. Rosewarne, M. Maeda (Canon)]

(Discussion chaired by D. Flynn.)

At the 12th JCT-VC meeting, square transforms were adopted for the rectangular blocks present in the chroma channels when the 4:2:2 chroma format is used.  This adoption results in boundaries between the pairs of square transforms that are not deblocked.  It is asserted that having transform boundaries in the design that are not deblocked is inconsistent with the 4:2:0 design and could lead to deblocking artefacts.  This contribution introduces deblocking to the boundaries between the square transforms in chroma when the 4:2:2 chroma format is in use.  The simulation results show 0.0%, 0.2% and 0.2% gains in luma and chroma for AI Main tier, 0.0%, 0.1% and 0.2% gains in luma and chroma for RA Main tier and 0.0%, 0.1% and 0.1% gains in luma and chroma for LB Main tier.

There was some support expressed for this method as it seems instinctively the right thing to do (deblocking is evaluated on most other transform edges, except some 4x4 ones), in essence it could be regarded as a bug fix.  However, after the cross-checker confirmed that they could not see any difference between the anchor and the proposed method when conducting informal subjective viewing, it was remarked that we should leave the spec as is unless strong evidence can be provided that this is worthwhile (even if there is a minor BD-rate gain in chroma).

No action.
JCTVC-M0440 AHG5: Cross-check for M0137 [M. Naccari, M. Mrak, A. Gabriellini (BBC)] [late] [miss]
The cross-checker confirmed the results and after performing some informal viewing couldn't find any difference between the proposal and the anchor.
6.1.5 Intra prediction

JCTVC-M0106 AHG 5: Reference sample filtering in intra prediction for extended color formats [J. Min, S. Lee, C. Kim (Samsung)]
In the Geneva meeting, reference sample filtering method in intra prediction for chroma extended formats was proposed in JCTVC-L0112. The same method was implemented on top of HM10.0_RExt2.0 and performance was presented. For additional information, performance measures of the proposed method with increased chroma intra prediction modes were also presented.

In discussion, it was clarified that intra reference samples for chroma are only specified to be filtered for the 4:4:4 case.
The proposal focuses on the 4:2:2 case, and suggests to apply reference sample filtering to the chroma in this case.

Because chroma and luma components provide different information in images, different filtering process for chroma component is asserted to be needed to improve coding efficiency. In this proposal, two filtering decision methods for chroma components are presented. The first method provides −0.1%, −0.1%, −0.2%, performance gains for each color component respectively. The second method provides performance gains which are −0.1%, −0.2%, −0.2%. These two methods provide coding efficiency (slightly, as measured by PSNR) without increase of encoding/decoding time as shown in the test results. With increased number of chroma intra prediction modes, higher performance was reported. BD bit rates of −0.1%, −0.3%, −0.4% were reported with 7 chroma intra prediction modes  where maximum impact reaches up to −0.2%, −0.5%, −0.6%.
This was proposed at a previous meeting. At the previous meeting it was commented that the gain was quite small, and it may not be worth introducing the extra complication to make a change for that.

We do not seem to have strong enough evidence for a need to make this change.

JCTVC-M0380 Crosscheck of JCTVC-M0106 proposed by Samsung [J. Kim (LG)] [late]

JCTVC-M0107 AHG5: Chroma intra prediction for extended color formats [J. Min, S. Jeong, S. Lee, C. Kim (Samsung)]

(Discussion chaired by D. Flynn.)

In extended chroma formats, the effect of prediction accuracy of chroma components is large for both coding efficiency and subjective visual quality. In this proposal, new designs of chroma intra prediction optimized for extended color formats are proposed. The current range extension design supports, only five intra prediction modes that are used for chroma intra prediction. In the proposed methods, the effect of increasing this to 7 and 11 modes was tested with appropriate changes in mode coding methods. In all-intra configurations, use of 7 intra prediction modes yields gains of 0.0%, 0.1%, 0.2%, and 11 modes yields gains of 0.0%, 0.4%, 0.6%. Additional tests were performed with chroma reference sample filtering method of JCTVC-M0106. The proposed methods with combination of chroma reference sample filtering approach provide higher gains which are 0.1%, 0.4%, 0.5% and  0.1%, 0.7%, 0.9% for 7 and 11 prediction modes.

Adding more angles doesn't seem to do much in terms of coding gain, especially when considering the cost associated. Increasing the chroma angles from 5 to 7, results in a reported encoder runtime increases of 10%, whereas increasing the chroma angles from 5 to 11, results in with reported encoder runtime increases of 40%.

It was asked as to what the performance would be for an encoder that doesn't search all modes, restricting the search to the current five.  Such results are not available.

No action.
JCTVC-M0379 Crosscheck of JCTVC-M0107 proposed by Samsung [J. Kim (LG)] [late]

The cross-checker checked source codes and provide cross check results to the proponents. It succeeded and produced as same result as those the proponent provided. A spreadsheet containing the detailed data is provided in the cross-check report.
JCTVC-M0116 Non-RCE1: Multiple LM chroma modes [C.-Y. Chen, C.-W. Hsu, C.-Y. Tsai, Y.-W. Huang, S. Lei (MediaTek)]

In this contribution, multiple LM chroma modes are implemented on top of JCTVC-M0097, where the prior LM chroma mode is extended for non-420 video formats. Three LM chroma modes are proposed. One is the prior LM chroma mode using above and left neighboring reconstructed samples to derive parameters of the LM linear model, and the other two modes only use left or above neighboring reconstructed samples.

For YUV coding 1-2% gain was reported in luma with 3-8% gain for chroma.

Relative to using a single LM chroma mode, the gain is 1-2% for chroma.

There is (much) more gain in RGB coding cases (as would be expected).

For intra test cases, the encoding time is increased by 21%, and the decoding time is roughly unchanged.
No action.
JCTVC-M0412 AHG5: CU based chroma intra prediction with reduced reference [K. Kawamura, T. Yoshino, S. Naito (KDDI)] [late] [miss]

The proposal is a reduced-complexity LM chroma scheme for non-4:2:0 operation.

This contribution proposes a CU-based chroma prediction by reduced references which predicts chroma samples using linear combination of luma samples (known as "LM chroma") for non 4:2:0 format. When a block size is large, the processing load of the parameter derivation process for each coding unit is reduced by using a limited set of reference samples in the worst case. Compared with the top of CU-based chroma prediction in JCTVC-M0097, the Y/G BD-rate loss is 0.0% for whole AI conditions while the number of reference samples are limited.
It was remarked to consider whether this solves the "division by 3" problem. It seems to partially do so, but (as proposed) the modification only applies to large block sizes.

The basic pipeline issue remains, that this introduces a cross-component dependency that is not otherwise present.

It was agreed to study this in the CE that will include LM chroma and the other reduced-support region simplification.
JCTVC-M0377 Non-RCE1: Crosscheck of JCTVC-M0116 proposed by MediaTek [J. Kim (LG)] [late]

JCTVC-M0127 AHG5: Unified intra prediction angles for 4:2:2 chroma format [H. Nakamura, M. Ueda, S. Fukushima, T. Kumakura (JVC Kenwood)]

(Discussion chaired by D. Flynn.)

In the current draft of HEVC Range Extensions and the test model HM-10.0-RExt-2.0, some additional intra prediction angles for 4:2:2 chroma are calculated from intra prediction angle for luma and 4:2:0/4:4:4 chroma.  This contribution proposes the unification of chroma intra prediction angles between 4:2:2 chroma and the others without adding any intra prediction angles for 4:2:2 chroma.

The derivation of the intra prediction angle in 4:2:2 introduces new angles that are not present in the 4:2:0/4:4:4 design which may not have been fully appreciated at the time.  This results in an implementation burden to handle the extra angles and additionally causes the MDCS derivation to not correctly account for the actual chroma angle since the decision is based upon the mode index and not the derived angle.

Options: A) use a mapping table, provides less than 0.1% all-intra coding gain, B) allow MDCS to take account of the chroma angle, provides 0.1% all-intra coding gain.

	
	All Intra Main-tier
	All Intra High-tier
	All Intra Super-High-tier

	
	Y
	U
	V
	Y
	U
	V
	Y
	U
	V

	Overall 1A
	0.0%
	-0.1%
	-0.1%
	0.0%
	-0.1%
	-0.1%
	0.0%
	0.0%
	0.0%

	Overall 1B
	-0.1%
	-0.1%
	-0.1%
	-0.1%
	-0.1%
	-0.1%
	0.0%
	-0.1%
	-0.1%

	Overall 2A
	0.1%
	0.1%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Overall 2B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Overall 3A
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Overall 3B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%


It was commented that there are adverse implications to adjusting MDCS for the chroma angle (rather than using the luma mode).

Experts asked for time to consider the implications of this proposal and the related contributions M0138, M0156, M0232.  It would be desirable if a summary table expressing all the many options could be produced.
(Further discussion in BoG M0462 chaired by D. Flynn.)

After further analysis, the BoG recommended chroma mode mapping M0127 method 1b.
Decision: Adopt chroma mode mapping M0127 method 1b.
JCTVC-M0372 AHG5: Cross-check on Unified intra prediction angles for 4:2:2 chroma format (JCTVC-M0127) [A. Minezawa, S. Sekiguchi (Mitsubishi)] [late] [miss]

Crosschecked 1A, 1B, 2B, 3A, 3B.
JCTVC-M0383 Cross-check of proposal ‘AHG5: Unification of chroma intra prediction angles between 4:2:2 chroma format’ (M0127) by JVC Kenwood [C. Rosewarne, M. Maeda (Canon)] [late]

Crosschecked 1A and 2A. Matches. Agrees that the "new" 4:2:2 directions should be removed, but should also consider the impact of the WD text. All of these involve a new table.

Method *B was not checked.

Does not see any benefit to modifying MDCS.

Intra -> DM -> Adj -> Angle

See notes on M0127.
JCTVC-M0138 AHG5: On chroma intra prediction for 4:2:2 [C. Rosewarne, M. Maeda (Canon)]

Option (1a) of M0127 performs identically to the preferred option (2) of M0138.

Intra -> DM -> AngleAdj

See notes on M0127.
JCTVC-M0424 Cross-check of chroma intra prediction for 4:2:2 (JCTVC-M0138) [J. Sole (Qualcomm)] [late]

JCTVC-M0156 AHG5: Simplification of chroma intra prediction process for YUV4:2:2 coding [A. Minezawa, S. Sekiguchi, T. Murakami (Mitsubishi)]

See notes on M0127.
JCTVC-M0409 Cross-check of simplified chroma-intra-prediction process for YUV4:2:2 coding (JCTVC-M0156) [K. Kawamura, S. Naito (KDDI)] [late]

JCTVC-M0232 AHG5: Intra Prediction Mode-Dependent Coefficient Scanning for 4:2:2 Chroma Extended Format [Z. Chen, S. Liu, S. Lei (MediaTek)]

For chroma in 4:2:2 MDCS, Changes the range limits for deciding H|V scans.

Roughly the same performance.

See notes on M0127.

JCTVC-M0368 Cross-check of Intra Prediction Mode-Dependent Coefficient Scanning for 4:2:2 (JCTVC-M0232) [J. Sole (Qualcomm)] [late]

6.1.6 Lossless and screen content coding related contributions
See also section 3.6 on HEVC and RExt use cases.
JCTVC-M0304 Non-RCE1/Non-RCE2: Simplified level coding for transform skip and lossless coding [S. H. Kim, A. Segall (Sharp)]

In this document, a modified level coding for a transform skip block is presented. Except for removing greather_than_1 coding and greather_than_2 coding, there is no change to the level coding in the proposed modified level coding. The modified level coding is proposed to be employed/activated when the transform skip flag is equal to 1. Simulation results reportedly show that the average BD-rates of the proposed method for the three color components are 0.0%, 0.0%, and 0.0% for AI-Main-tier, 0.0%, 0.0%, and −0.1% for RA-Main-tier, and 0.0%, 0.1%, and 0.0% for LD-Main-tier for ordinary common conditions without using screen content test sequences.

The modified level coding method is proposed to always be activated in lossless coding because transform and quantization process is not used. Hence, worst case context coded bins per sample has been reduced from 1.6 bins/sample (which has been mentioned/discussed in JCTVC-H0728) to 1 bin/sample. It is reported that the overall bit rate increase of the modified level coding is 0.8% for AI, 1.8% for RA, and 1.8% for LD, respectively, for lossless coding for the RCE2 tested sequences. To improve lossless coding performance, remaining coefficient coding process has been additionally modified on top of the modified level coding by signalling the Rice-parameter for each sub-block level and removing the Rice-parameter update process. In terms of computational complexity, worst case context coded bins per sample for transform skip blocks has reportedly been reduced from 1.6 bins/sample to 1.1 bin/sample, because 1 context coded bin is added for rice parameter coding. With the reduction of the worst-case context coded bins for transform skip blocks, simulation results reportedly show average BD-rates change for the proposed method are −3.5% for Al, −1.7% for RA, and −1.3% for LD for lossless screen content coding for the RCE2 tested sequences. However, this benefit is concentrated in SC GBR sequences – there are significant losses for the Class F and range extensions sequences.

The simplification part of the proposal to change the entropy coder would introduce a compatibility problem w.r.t. the ordinary HEVC entropy coding. At least for a generic profile (vs. some profile specifically made only for non-generic application usage), we would want decoders to be able to decode version 1 bitstreams, and this type of alteration would actually be burden in such a scenario, as it would require support of two entropy decoding modes. We do not currently have a mandate to develop a lossless coding profile.
However, it was planned to test just the Rice parameter part of the proposal in a CE along with other proposals that modify Rice parameter handling.

JCTVC-M0417 Cross-check of simplified level coding for transform skip and lossless coding by Sharp (JCTVC-M0304) [S. Lee, C. Kim (Samsung)] [late]
JCTVC-M0428 Cross-check of Simplified Level Coding for Transform Skip and Lossless Coding by Sharp (JCTVC-M0304) [?? (??)] [late] [miss]

JCTVC-M0316 AHG8: Coefficient level cRiceParam updates for screen content coding [M. Budagavi (TI)]

Applications such as wireless displays, automotive infotainment, remote desktop, remote gaming, cloud computing etc. are becoming popular. Video in these applications often has mixed content consisting of natural video, text, graphics etc. It is reported that the graphics and text regions have sharp edges that are sometimes not predicted well by Intra prediction tools and as a result of which the probability of prediction error having high amplitude increases for such content. This contribution presents two modifications to cRiceParam update process of coeff_abs_level_remaining to reportedly improve HEVC RExt lossless coding efficiency when encoding screen content video. The two modifications are: (1) cRiceParam fast update  and (2) cRiceParam increase in maximum value from 4 to 5. 

The following bit rate savings are reported under RCE2 lossless common conditions:

· cRiceParam fast update: AI: 4.2%, RA: 3.3%, LDB: 3.4% on RCE2 screen content sequences and AI: 2.3%, RA: 1.8%, LDB: 1.7% on all RCE2 sequences,

· cRiceParam fast update + Increasing maximum value of cRiceParam to 5: AI: 6.8%, RA: 5.6%, LDB: 5.1% on RCE2 screen content sequences and AI: 3.6%, RA: 2.9%, LDB: 2.6% on all RCE2 sequences,

· cRiceParam fast update + Sample adaptive angular Intra prediction in horizontal and vertical direction only (SAPHV, i.e. "Test 4"): AI: 16.0%, RA: 11.8%, LDB: 11.1% on RCE2 screen content sequences and AI: 11.2%, RA: 7.5%, LDB: 6.8% on all RCE2 sequences.

· cRiceParam fast update + Increasing maximum value of cRiceParam to 5 + SAPHV: AI: 18.0%, RA: 13.5%, LDB: 12.5% on RCE2 screen content sequences and AI: 12.2%, RA: 8.3%, LDB: 7.4% on all RCE2 sequences.

Results for lossy coding were not reported, but were asserted to be unlikely to be affected by a significant amount. Testing this was recommended.

The benefit is only for screen content sequences (class F and RExt SC sequences).

It was asserted that the burden of supporting both this and the ordinary version 1 operation would be minimal.

The cross-checker basically supported the scheme and considered it clearly valuable but expressed one concern about extra checking required for its operation.

Further study in a CE was planned.

JCTVC-M0437 Cross-check of coefficient level cRiceParam updates for screen content coding (JCTVC-M0316) by TI [S. H. Kim, A. Segall (Sharp)] [late] [miss]

JCTVC-M0366 AhG8: Simplified update of the coefficient level Rice parameter [J. Sole, M. Karczewicz (Qualcomm)] [late]

Related to M0316, and is suggested to be simpler than that contribution.

This contribution presents a modified update process of the Rice parameter of the syntax coeff_abs_level_remaining to reportedly improve HEVC RExt lossless and visually lossless coding efficiency for screen content coding. The proposed modification removes one condition check while reportedly improving bit rate savings under RCE2 lossless and range extensions common conditions. For the lossy case, results are also provided when the proposed update is only applied to transform skip.
Gain was reported on all content (for lossless coding), although the gain was negligible for non-screen content. At low QP values it also provides a gain for lossy coding for screen content, although it had some losses for non-screen content.
The contributor also suggested that the scheme could only be applied in the transform skip case. (However, it might be better for an implementer to just switch using an SPS-level decision rather than on a block-by-block basis.)

Gain for SC (RGB) lossless sequences is reported as 4.3%/3.5%/3.4% for AI/RA/LB (for the max Rice parameter equal to 4).

It was commented that we should make sure not to test too much with RGB, and be careful about adopting things that might not provide gain with YCC domain coding.

Further study in a CE was planned.

JCTVC-M0382 Crosscheck of JCTVC-M0366 proposed by Qualcomm [J. Kim (LG)] [late] 

JCTVC-M0323 Palette Mode for Screen Content Coding [L. Guo, M. Karczewicz, J. Sole (Qualcomm)]

(Discussion chaired by D. Flynn.)

This contribution introduces a palette-based coding method. The palette mode is a CU mode designed for the coding of screen content where each CU only consists of very limited distinct values. For lossless coding, an average bit rate reduction of 25.9% for RGB 4:4:4 screen content and 13.2% overall is observed for AI coding.  The method is also tested for non-lossless coding configurations.

	 
	All Intra Main

	 
	compression ratio
	Bit-rate saving 

	 
	Reference
	Tested
	

	Class F
	4.6
	4.7
	-1.4%

	Class B
	2.1
	2.1
	0.0%

	SC(GBR)
	7.5
	12.0
	-25.6%

	RangeExt
	2.2
	2.2
	0.0%

	Overall (w/o SC)
	3.2
	3.2
	-0.6%

	Overall (w/ SC)
	5.3
	7.6
	-13.1%

	Enc Time[%]
	119%

	Dec Time[%]
	87%


Closer examination of the results show that the reported gain is predominately derived from the SCC RGB 4:4:4 sequences and that the tool has no effect on natural content sequences (Class B and RangeExt) and very poor performance on Class F sequences.  It has previously been noted that the Class F sequences were captured using analogue methods that introduce noise and filtering effects.

The contribution shows that there are additional coding gains when used in conjunction with the SAPHV tool of JCTVC-M0056.

When trans-quant bypass is enabled, each CU has the option of using this mode, an independent palette for each component is transmitted that contains four values.  The block is then coded without any prediction or transform and transmits the residual by indexing the palette using run-length coding.  For cases where there are insufficient palette entries to code the block, pels may be coded using an escape mode.

Though the initial results are for lossless coding, it is asserted that this tool can be implemented in non-lossless coding situations by using soft matching or palette quantisation.  When using the range extensions (non-lossless) common conditions, such an implementation was able to achieve a 20% BD-rate gain in all-intra super-high-tier when using SCC sequences.

Revisit: possible CE for further investigation (there is another palette method being presented).
JCTVC-M0381 Crosscheck of JCTVC-M0323 proposed by Qualcomm [J. Kim (LG)] [late] [miss]

JCTVC-M0330 Screen Content Coding with Multi-stage Base Color and Index Map Representation [W. Zhu (Beijing University of Technology), J. Xu (Microsoft), W. Ding (Beijing University of Technology)]

(Discussion chaired by D. Flynn.)

This contribution presents a new mode for coding screen content, which is based on the intra coding framework of the high efficiency video coding (HEVC) standard. The scheme first decomposes each intra prediction unit (PU) into color components and structure components. Then a two-stage prediction scheme is employed to generate two prediction indexes for each sample to code those structure components. Experimental results show that on average (including class F and sequences in 4:4:4 format) −34.4%, −24.5% and −31.5% BD-rate saving can be achieved for AI, LD and RA cases.

This is a palette based method for intra coding, wherein a palette derived from an input block is transmitted and a map of pels to palette entries is transmitted known as the structure map.  The mode is conditionally enabled when the intra prediction mode is planar, in this case an additional syntax element is used to decide if the mode should be used or if the true planar mode should be used.  Compression of the structure map is achieved using a two-stage prediction scheme.  Individual entries of the structure map are predicted at the decoder by examining which prediction direction would have been best for the previously reconstructed pel.

	 
	BD-Bitrate Saving(All Intra)
	BD-Bitrate Saving(Lowdelay)
	BD-Bitrate Saving(RandomAccess)

	Sequence
	Y
	U
	V
	Y
	U
	V
	Y
	U
	V

	Average (inc L0303)
	−34.4%
	−30.1%
	−30.5%
	−24.5%
	−22.4%
	−22.5%
	−31.5%
	−27.5%
	−28.3%

	Average (vs. L0303)
	−12.0%
	−6.3%
	−6.4%
	−7.2%
	−2.8%
	−2.7%
	−9.6%
	−3.1%
	−2.9%


	All-Intra Main
	(M0330 vs. L0303)
	(M0330 + L0303 vs. HM)

	 
	Y
	U
	V
	Y
	U
	V

	Class F
	−15.6%
	−9.2%
	−8.8%
	−15.7%
	−9.2%
	−8.8%

	SC (YUV)
	−11.7%
	−5.8%
	−6.0%
	−46.6%
	−42.8%
	−43.6%

	SC (RGB)
	0.0%
	0.0%
	−0.1%
	0.0%
	0.0%
	−0.1%

	Enc Time[%]
	164.6%
	176.7%

	Dec Time[%]
	113.4%
	91.2%


The results presented are a combination of this scheme and the dictionary coder of JCTVC-L0303.  When compared against the dictionary coder, the gain is −12% BD-rate, the greatest contribution of which comes from sequences where the dictionary coder does not perform well, such as Class F.  Other proposals have yielded much lower coding gains when coding the Class F sequences which were captured using analogue methods, however, this proposal seems to retain coding efficiency in this case.

Coding configuration used the range extensions software in AI/RA/LB configurations (adjusted for 4:2:0 as necessary).
Unfortunately the results presented in this contribution are not directly comparable with those of L0323 due to differences in the test configuration.

The contributor recommends further study.  It may be worth studying in conjunction with L0323 in some AHG activity.  There is no cross-check report.

To be studied in CE with M0350 and M0323 (coordinated by L. Guo).
JCTVC-M0333 AhG8: Residue rotation and significance map context for screen content coding [J. Sole, R. Joshi, M. Karczewicz (Qualcomm)]

Contributions JCTVC-J0069 and JCTVC-J0093 proposed a rotation of the residue for non-transformed coefficients (transform skip and lossless) and the usage of a constant context for the significance map. This contribution tests these methods in HEVC Range Extensions, targeting visually lossless improvements for screen content. Lossy and lossless results for the combination are provided. For screen content on the lossy high-tier setting, bit-rate savings are reportedly 2.5% for intra, 1.7% for random access and 1.8% for low delay B. The bit-rate savings for lossless are 1.9% for intra, 0.8% for random access and 0.9% for low delay B.
This affects 4x4 only (since TS only operates for 4x4).

It was remarked that this technique had been studied before and was well known to be beneficial, but had not been included in version 1 due to stability concerns while that was being finalized. It was remarked that the modification is simple.
Further study in CE with other entropy-coding-related modifications.

It was suggested to also consider K0294, which was somewhat similar. J0202/J0212/J0313 all proposed another technique. J0468 may have been the same as K0294.

Side activity was encouraged to identify which specific methods should be tested in the CE.

JCTVC-M0427 AHG8: Cross-check of residue rotation and significance map context for screen content coding (JCTVC-M0333) [J. Wang, D. He (??)] [late]

JCTVC-M0350 AHG8: Video coding using Intra motion compensation [M. Budagavi, D.-K. Kwon (TI)]
(Discussion chaired by D. Flynn.)

· Applications such as wireless displays, automotive infotainment, remote desktop, remote gaming, cloud computing etc. are becoming popular. Video in these applications often has mixed content consisting of natural video, text, graphics etc. In text and graphics regions, patterns (e.g. text characters, icons, lines etc.) can repeat within a picture. This contribution proposes a CU-level intra motion compensation tool to remove this redundancy to reportedly achieve coding gain. When intra motion compensation is enabled for a CU, either horizontal motion or vertical motion is signalled. The proposed method is tested with two different search ranges in the encoder. In the first test, horizontal and vertical motions are limited to a range of 0 ~ −63. In the second test, the vertical motion is further limited so that displaced block does not go beyond LCU boundary. The second test is also combined with Sample adaptive angular Intra prediction in horizontal and vertical direction only (SAPHV of JCTVC-M0056) and coefficient level cRiceParam update of JCTVC-M0316. The following bit rate savings under RCE2 common conditions (lossless coding) and on RCE2 screen content sequences (RGB 4:4:4) are reported:

· First test: Intra MC horizontal only or vertical only, Search range of 0 ~ −63: AI: 24.0%, RA: 18.9% and LDB: 15.7%.

· Second test: Intra MC horizontal only or vertical only, Search range of 0 ~ −63, Vertical motion limited to be within LCU: AI: 21.0%, RA: 16.6% and LDB: 14.6%.

· Second test + Sample adaptive angular Intra prediction in horizontal and vertical direction only (SAPHV) of JCTVC-M0056: AI: 29.1, RA: 22.6 and LDB: 19.8%.

· Second test + SAPHV + cRiceParam update (JCTVC-M0316): AI: 32.8, RA: 25.9 and LDB: 22.9%.

Further improvements to this technique including extensions to handle 4:2:0 and 4:2:2 content are currently being studied.

It should be noted that the term motion compensation does not have the conventional interpretation of representing motion, rather this is a block copying operation within a picture.  A more appropriate term would be desirable to avoid confusion.

The block-copying operation is performed on integer pels and is restricted to a 1D search in either the horizontal or vertical directions.  The block-copying mode transmits a single displacement relative to the current CU position and covers the entire "2Nx2N" intra CU, i.e., despite the name, the PU structure of inter prediction is not reused.  Therefore the minimum prediction block size is 8x8 for intra.

To reduce line buffering requirements, a variant is presented that constrains the vertical displacement to only reference data within the current LCU, yielding a ~3% performance loss.

It is demonstrated that, when used in conjunction with SAPHV, a further 8% performance improvement can reportedly be achieved, suggesting that the mode is not in conflict with this tool.

This reportedly is a simple initial implementation of such a tool, inspired by the dictionary coding techniques presented at previous meetings.  Entropy coding for this tool has not been extensively investigated.  It currently codes a single bit dimension selector (horizontal or vertical) and a seven bit displacement, both bypass coded.

When compared against the dictionary coding technique of L0303, under the same common conditions, the dictionary coder reportedly achieves a 10% average performance improvement over the method 1 results of this tool in all-intra configurations.

Further study is suggested, perhaps in the context of an AHG to evaluate the merits of such a technique against that of dictionary coding.
JCTVC-M0416 Cross-check of intra motion compensation by TI (JCTVC-M0350) [S. Lee, C. Kim (Samsung)] [late]

(Discussion chaired by D. Flynn.)

The cross-checker commented that they had a concern about the coding complexity, but did not consider comparison against the dictionary coding alternative.

It was commented that such a search can be simpler than evaluating all intra angles as no prediction needs to be formed, rather, just a SAD calculation can be used.  It was also commented that there was concern with interaction with in-loop filtering (although in lossless mode such filters are disabled, it is possible to be in a hybrid mode).
JCTVC-M0442 Inter-Prediction Residual DPCM [M. Naccari, M. Mrak, A. Gabriellini (BBC), S. Blasi, E. Izquierdo (QMUL)] [late]

In this contribution, a DPCM scheme for inter-prediction of residuals is proposed and implemented in HM 10.0-RExt-2.0 for HEVC lossless coding. The scheme follows the residual DPCM scheme proposed for intra-prediction in JCTVC-M0079. The same set of DPCM modes as in intra case (no DPCM, vertical and horizontal DPCM) is used, where each mode is available for coding of inter residual prediction block. The choice is signalled in the bit-stream. To enable lower complexity of DPCM processing at the decoder side for larger blocks, the residual samples are divided into chunks of a fixed length of eight rows or columns reducing the maximal number of operations per sample from 63 to 7. It is reported that the overall bit-rate saving of applying intra and inter DPCM in random access and low-delay configurations is −9.7 % and −10.6 %, respectively, for screen content sequences.
The chunking aspect is a somewhat separate concept.

M0068 was noted to have some conceptual similarity (although using a different DPCM type).

The contributor suggested also considering variants of the scheme in terms of application at the CU level and TU level as well as application at the PU level.

As tested, two flags are sent for each component for each PU, where one flag indicates whether to invoke the mode or not, and the other indicates whether to apply it horizontally or vertically. No spatial context is used for coding the flags.

M0452 is a late cross check.

Further study in CE was planned.
6.1.7 Other
JCTVC-M0111 AHG5: On chroma QP for HEVC RExt [E. François, C. Gisquet, G. Laroche, P. Onno (Canon)]

(Discussion chaired by D. Flynn.)

This contribution proposes a modification related to the chroma QP in the Range Extension of HEVC (HEVC RExt). In the current HEVC RExt Draft, one chroma QP table, linking the chroma QP (QPC) to the luma QP (QPY), is specified for each one of the three chroma formats 4:2:0, 4:2:2 and 4:4:4. In this contribution, two changes are proposed. The first change consists in removing one of the three tables, namely the 4:2:2 table. This change reportedly simplifies the design, since only the 4:2:0 table, already present in the HEVC V1 specification, and the 4:4:4 table, which is actually based on a straightforward QPC derivation, are kept. The second change consists in adding one syntax element, suggested to preferably be specified in the SPS, that indicates which table must be used in case of 4:2:2 or 4:4:4 content.

The proposal advocates the removal of the 4:2:2 chroma QP mapping table via one of two methods:

· 4:2:2 chroma formats use the 4:4:4 table.

· 4:2:2 and 4:4:4 chroma formats can select, via an SPS level parameter, use of either the 4:4:4 or 4:2:0 tables.

A custom BD-rate metric was used for some of the results that used per-component bitrates.  Information on the exact allocation method was verbally reported.  It was requested that this information be provided as input to the meeting.

The coding efficiency impact (when using the custom BD-rate metric) of removing the 4:2:2 table is reportedly small, mainly resulting in a small change to the balance between luma and chroma quality.  However, the testing mainly focuses on the normal QP ranges, of which only two QPs (32 and 37) will be affected by the offset table.

The use of the SPS to signal the selection in the second method could be replaced by PPS signalling, however, it is not expected that this would be adapted within a sequence.

No subjecting testing has been performed, although there was some question as to there being any subjective difference.  It was remarked that when the 4:2:0 tables were modified in the past, there has not been any subjective evaluation and it was questioned as to there being a need to test this one.  Some experts commented that while they are open to removing the table, 4:2:2 is still an important market segment and requests further time to evaluate any impact.

It was enquired as to from where the 4:2:2 table originated.  It is believed to have been a part of the initial range extension software proposal and although there is no documentation of it, that it was reported to be a middle ground between the 4:4:4 table and the 4:2:2 table.

The consensus seems to be in favour of removing the 4:2:2 table.  As to whether that should provide fixed behaviour for 4:2:2, or to allow a flexible selection for both 4:2:2 and 4:4:4 is an open question.  Some experts requested time to study the proposal to check that removal of the table for 4:2:2 is not going to produce any adverse effect.

Planned for further study during the next meeting cycle toward action at that time.
JCTVC-M0420 Cross-check of Chroma QP for HEVC RExt in JCTVC-M0111 [W.-S. Kim (Qualcomm)] [late]

(Discussion chaired by D. Flynn.)

This document provides cross-check results for the 4:2:2 chroma QP table removal for HEVC Range Extensions proposed by Canon in JCTVC-M0111. Source code and test results provided by the proponents were verified in this document. It was confirmed that the source code is modified on top of HEVC_HM10.0_RExt2.0 as described in JCTVC-M0111 and that the test results exactly match those provided by the proponents.
6.2 Scalable video coding
6.2.1 General

JCTVC-M0086 AHG-17: complexity and performance analysis of SHM1.0 compare to HM8.1 simulcast [A. Alshin, E. Alshina (Samsung)]

This contribution contains performance and complexity analysis of SHM1.0 both IntraBL and RefIdx frameworks, compared to single layer coding. Complexity assessment methodology developed for SCE3 &4 by AhG-17 was used. It is reported that memory access SHM1.0 in the worst case doesn’t exceed HEVC. In average for motion compensation test scenarios (RA and LD-P) the coding efficiency compare to HM8.1 simulcast is 18.5% for IntraBL framework and 18.0% for RefIdx framework in terms of Luma BD-rate. Average memory of SHM1.0 is lower than HM8.1 simulcast: 94–96% for IntraBL and 93–94% for RefIdx frameworks. In average for motion compensation test scenarios SHM1.0 IntraBL framework outperforms RefIdx by 0.7% with cost of 1–2% extra memory access in average.
Presentation to be uploaded.
The contribution conclusions were reported as follows:

· The average computational complexity and memory access of SHM1.0 is reportedly 4–6% lower than for HM8.1 simulcast single layer coding, while 18% Luma BD-rate reduction is achieved in motion compensation test scenarios.

· It was proposed that the motion vector in inter-layer predicted blocks in the RefIdx framework shall be normatively restricted to be 0, which was noted to already be a planned constraint. This restriction was asserted to guarantee that the worst case memory bandwidth of SHVC will not exceed HEVC limit.

· Complexity assessment using the AhG17 tool shows negligible difference between IntraBL and RefIdx frameworks (1–2% in motion compensation test scenarios), while the IntraBL branch outperforms the RefIdx framework 0.7% in terms of Luma BD-rate (0.6% in terms of Chroma BD BR).

The reported test data did not include LB case testing.

All results given here are reporting average results (not worst case).

Complexity comparison in this contribution is done against simulcast; in the discussion it is pointed out that from an application perspective, it would be more reasonable to compare vs. single layer corresponding to enhancement layer, as usually only the higher resolution would be decoded. 

RefIDx was investigated once by assuming block-based processing (i.e. performing upsampling only in cases where it is needed), in which case there is no significant difference compared to textureBL. Results are also reported for the case when picture-based processing would be used (upsampling would always be necessary). In that case, the memory bandwidth is higher.

As analyzed, the use of whole-picture upsampling was not considered for the RefIdx approach, as this type of operation has higher memory bandwidth.

However, it was remarked that whole-picture processing can be used as an architecturally/conceptually simple way to construct an SHVC decoder when starting with a single-layer HEVC implementation.

It was noted that the complexity anchor for some comparisons was simulcast decoding of both simulcast streams, which does not necessarily really make sense.

JCTVC-M0182 AHG17: complexity analysis of SHM1.0 [J. Dong, Y. Ye, Y. He (Interdigital)]

SHM1.0 complexity assessment was done as part of the AHG17 activities, and the anchor results were released in the JCTVC-L0440 package. Using the SHM1.0 anchor results in the JCTVC-L0440 package ("r2" version), this contribution summarizes the complexity of the PU-based RefIdx, the Picture-based RefIdx, and the IntraBL implementations. It is reported that the PU-based RefIdx and IntraBL solutions have similar complexity characteristics, whereas the complexity characteristics of the Picture-based RefIdx solution are very different. It is also reported that the RefIdx solution offers the design flexibility and allows different applications to choose from block-based or picture based implementation based on its specific complexity considerations.
Decoder complexity: Compared to simulcast, both refidx and textureBL approaches have memory bandwidth of approx. 92-93% on average (refidx in PU-based operation). With picture-based refidx, approx. 102%. Number of computations around 94-95% for PU-based (both), 144% for picture-based refidx

No separate analysis is given in this contribution for the different cases (AI, RA, LD-P/B)

Worst-case complexity is identical to full simulcast decoding (base and enhancement) in PU-based processing (since spatial upsampling is less complex than MC bi-pred), and full simulcast plus upsampling filter for picture-based processing.

In worst case, with block-based upsampling, bipred with the RefIdx approach requires performing both upsampling and MC and then averaging the results together, whereas in the IntraBL approach this combination is not allowed. When this bipred case occurs, the MC part is higher or equal complexity than the upsampling part, and the total complexity is less than or equal to that of ordinary enhancement-layer temporal bipred.

The IntraBL as previously designed has a CU-based switch (whereas the similar switch point in RefIdx is the PU level). As previously designed, the coding efficiency difference is about 1% for LB, in favor of IntraBL. It was remarked that a modification of the switching point as proposed in JCTVC-M0220 can increase this to 2%.

6.2.2 SCE1 related (intra prediction)
JCTVC-M0091 Non SCE1: Low-pass filter for Combined Intra Prediction [A. Alshin, E. Alshina (Samsung)]

This contribution contains description of an Intra prediction scheme that is mixture of inter-layer texture and enhancement layer (EL) intra prediction. A 2D separable symmetrical 5-tap low-pass filter is used for non-trivial combination of two predictions. This allows using low frequencies of inter-layer texture prediction and high frequencies of EL in combination. The scheme reportedly shows an average 0.6% Luma and 1.8% Chroma BD-BR gain (all-intra ×2) and 0.2% Luma and 0.8% Chroma BD-rate gain (all-intra ×1.5).
Immediate adoption was not requested – rather it was suggested to be investigated in a CE.

Some increase in complexity was noted, although it was asserted that this does not increase memory bandwidth as proposed.

A relationship with LP filtering of the base layer was noted. The proponent indicated that such filtering can help in SNR scalability but does not seem to help with spatial scalability, whereas this technique can help with spatial scalability.

The need for multiplications for the filtering was noted, and the proponent asserted that there is a multiplication-free variant.

Another variant (JCTVC-M0195, tested in CE4) was suggested to potentially be lower in complexity and more consistent between spatial and SNR processing cases. CE 4.2.2 would also have some relationship.
The performance-complexity tradeoff needs to be assessed to see whether the asserted gain of about 0.4% is of interest. No action.

JCTVC-M0419 Cross-check of JCTVC-M0091 (Non SCE1-Combined Intra Prediction with low-pass filter) [J. Lainema (Nokia)] [late]

JCTVC-M0115 Non-SCE1: Simplification of remaining modes coding in SHVC [E. François, S. Shi, C. Gisquet, G. Laroche, P. Onno (Canon)]

This contribution proposes a simplification of the intra mode coding for the EL, by reducing the number of remaining modes to a limited set of M=2 or 4 modes instead of 32 as in the current SHM design. Using this modes number reduction, the number of modes to be checked is significantly reduced. The change can be normative (remaining modes are coded using less bits) or non-normative. The reported results for the All-Intra configurations are as follows: 1) non-normative change, with M=2, encoding time reduction of 19% with an average BDBR-Y variation of 0.1% in luma; 2) non-normative change, with M=4, encoding time reduction of 13% with an average BDR-Y variation of 0.1% in luma; 3) normative change, with M=2, encoding time reduction of 19% with an average BDBR-Y variation of −0.1% in luma; 4) normative change, with M=4, encoding time reduction of 13% with an average BDR-Y variation of -0.10% in luma. The impact for chroma and in inter configurations is reportedly negligible.
Approximately no impact was reported for inter coding cases.

The primary motivation of the proposal is the reduction of encoding time, which can basically be achieved with the non-normative approach.

It was remarked that the performance would depend on the BL mode selection strategy.

The change was estimated to be around 25 lines of code, and applicable to both the TextureRL and RefIdx approaches.

It was remarked that the reference here is not exhaustive testing of all modes, but a test of a different (but larger) reduced set of modes, and thus that adopting the normative approach may be undesirable.

Decision (SW): Adopt N-N approach with M=2, not high priority, disabled by default (may be enabled for CEs not expected to be affected by it).

JCTVC-M0184 Non SCE1: Cross-check for JCTVC-M0115 Simplification of remaining modes coding in SHVC [Y. He (Interdigital)]

JCTVC-M0123 Non-SCE 1: Constrained intra prediction at enhancement layer [C. Kim, B. Jeon (LG)]

This contribution presents a constrained intra prediction (CIP) at enhancement layer (EL). In the SHM 1.0, when CIP is enabled, Intra BL cannot be used in intra prediction. In the proposed technique, when CIP is enabled, an intra BL CU at the enhancement layer that refers to an intra coded CU at the base layer should be used in intra prediction. Simulation results reportedly show 1.3%, 0.2% BD-rate savings on average for AI-2x, AI-1.5x respectively, compared with SHM 1.0 anchors (with CIP on).
In the proposed scheme the prediction mode of each 4x4 collocated region in the base layer is checked by the decoder, and if they are all intra, IntraBL prediction is allowed.

It was asked what would be the impact if an encoder-only constraint was used to just not select intra BL when this would cause reference to non-intra regions in the base layer (without requiring the decoder to detect this case and operate differently in such regions).

It was commented that the application of the loop filter across the boundary of the intra region in the base layer could cause some error propagation. The region of support of the upsampling filter would also extend into adjacent regions, causing additional propagation effects.

Further study of CIP in the context of SHVC is recommended.

JCTVC-M0391 Non-SCE1: Crosscheck of JCTVC-M0123 on constrained intra prediction at enhancement layer [T.-D. Chuang, Y.-W. Huang (MediaTek)] [late] 

JCTVC-M0117 Non-SCE1: Weighted intra prediction [C. Kim, B. Jeon (LG)]

This contribution presents weighted intra prediction (WIP) that uses reconstructed base layer texture to improve the enhancement layer sample predictor. It is only applied on intra CU. A CU level on/off flag is signalled for WIP. Simulation results reportedly show 0.2% and 0.1% BD-rate savings on average for AI-2x and AI-1.5x, respectively, compared with SHM 1.0 anchors.
Interesting, but gain does not seem significant.

JCTVC-M0374 Non-SCE1: Cross-check for weighted intra prediction (JCTVC-M0117) [D.-K. Kwon (TI)] [late]

JCTVC-M0139 Non SCE1 : Inter-layer Intra Mode Prediction [X. Zuo, L. Yu (Zhejiang University)]
This contribution presents a method to exploit the correlation of intra modes from different layers to improve the coding efficiency of the enhancement layer (EL) in SHVC. It uses both the intra modes of EL neighbors and the collocated base layer (BL) block to predict that of EL block by adding them into the EL MPM list (denoted as MPM[x] with x=0, 1, 2). Two methods of how to rank these intra modes in the MPM list are described in this contribution. It is reported that 0.5% and 0.1% gain can be achieved for enhancement layer stream in AI 2x and AI 1.5x cases, respectively, with both methods.
For the presented two methods, the second method seemed better.

The proposal seemed roughly similar in concept to several things tested in SCE 1. For example, there is one method in the SHM, and there is one in M0326, and there is a removal of the MPM process using differential coding of the EL mode relative to the BL mode. The various methods tend to have about 0.3% gain. This proposal had a somewhat more elaborate scheme with reportedly a (very) little bit better compression performance.
It was noted that storage of the BL intra mode requires some memory.

No action.
JCTVC-M0357 Non-SCE1: Cross-check of JCTVC-M0139 on Inter-layer Intra Mode Prediction [J. Xu (Sony)] [late]
JCTVC-M0196 Non-SCE 1: Intra Differential Coding at Enhancement Layer for SHVC [M. Guo, S. Liu, S. Lei (MediaTek)]

This contribution presents a method that only utilizes intra differential coding at enhancement layer in order to both improve the intra coding at enhancement layer with intra differential coding and reduce the increase of complexity introduced by intra differential coding. No additional flag is transmitted to indicate whether conventional intra coding that uses the spatial prediction or intra differential coding is used. It is reported that 0.4% and 0.5% coding gain can be achieved in AI 2x and AI 1.5x cases, respectively. The encoding time is 100% and 98% in AI 2x and AI 1.5x cases while the relative decoding time is 103.7% and 102.5% in those two cases, respectively.
Presentation not uploaded.

The proposal is to replace the current intra EL coding mode with this intra differential coding (versus having no intra differential coding or having both types available for the encoder to choose among).
Combining the proposal with SCE 1.3.1 (inter-layer mode coding) provides a reported additional 0.3% gain for a total gain of 0.7–0.8%. It was commented that the performance of this depends on the BL coding mode selection.

It was commented that not have any non-differential prediction modes available for the encoder to use may be undesirable.

It was remarked that there is a loss resilience issue if the intra in the enhancement layer always requires correct decoding in the base layer. Thus it may be undesirable to remove those modes. No action.
JCTVC-M0285 Non-SCE1: Chroma-like coding of enhancement layer luma intra mode in SHVC [J. Xu, A. Tabatabai (Sony)]

In this contribution, luma intra mode coding of enhancement layer in SHVC is reportedly simplified and aligned with chroma intra coding. The number of allowed modes is reduced to 5 from 33+2 of the original luma intra coding modes. These 5 modes include collocated base layer luma intra mode as one candidate and the coding of luma intra mode is follows similar approach as chroma intra mode coding, namely: a flag indicates the derived mode as collocated base layer intra mode. If not, a 2-bit FLC is encoded for remaining 4 modes. Experimental results reportedly show that proposed algorithm has BD-BR saving −0.27% and −0.10% for Y in 2x and 1.5x AI configurations with over 15% less encoding time. With MDCS off, −0.17% and −0.10% for Y in 2x and 1.5x AI configurations with over 15% less encoding time.
Some similarity with the normative variation of M0115 was noted, in regard to the elimination of the availability of the encoder to choose some modes and the issues that arise from having that kind of constraint – and the introduction of dependence in the EL on the mode selection method in the BL. No non-normative variation of this proposal was investigated. The motivation here was to simplify the decoding process, with some actual gain shown. This constrains the ability of the encoder to choose some modes.
No action.
JCTVC-M0364 Non-SCE1: Cross-check of chroma-like coding of enhancement layer luma intra mode in SHVC (JCTVC-M0285) [E. François (Canon)] [late] 
JCTVC-M0290 Non-SCE1: Complexity reduction in intra prediction of enhancement layer in SHVC [C. Auyeung, J. Xu (Sony)]

In this contribution, intra prediction of enhancement layer is proposed to be modified to reduce computational complexity while the coding efficiency stays no change. In intra prediction of HEVC, there are filtering process for reference samples depending on intra mode, and filtering of predicted samples for DC, Horizontal and Vertical modes. This contribution proposes to remove these extra filtering operations to reduce complexity. Experimental results reportedly show that there is a (negligible) improvement in coding efficiency.
It was asked whether there is a subjective effect of removal of these filtering operations. A participant said that there seemed to be no subjective impact for a similar proposal. It was noted that most regions use TextureRL, which is unaffected.

It was asked whether introducing this extra variation is desirable – even if simpler when applied, and the proponent indicated that the variant may already be mostly in an existing implementation, since chroma does not use this filtering. A participant remarked that this processing is not a significant part of the processing, so it may be better to just maintain consistency with the BL design.

The proponent indicated that the same concept applies to difference-domain intra prediction. It was remarked that L0294 and M0331 have similar suggestion for difference-domain intra prediction.

For further study.
JCTVC-M0376 Cross-check of complexity reduction in intra prediction of enhancement layer in SHVC (JCTVC-M0290) [D.-K. Kwon (TI)] [late]

JCTVC-M0385 Non-SCE1: Crosscheck of complexity reduction in intra prediction of enhancement layer in SHVC (JCTVC-M0290) [J. Park, B. Jeon (LG)] [late]
JCTVC-M0311 Non-SCE1: supplementary results on category 2 [J. Park, B. Jeon (LG), C. Auyeung, A. Tabatabai (Sony), K. Rapaka, J. Chen, X. Li, M. Karczewicz (Qualcomm)]
In JCTVC-M0324, JCTVC-M0313 and JCTVC-M0306, several intra prediction methods using difference samples are proposed. In order to analyze the performance of the proposed tools, some supplementary results including all other possible combinations are provided in this contribution.
See also notes of summary discussion of SCE1.
JCTVC-M0397 Non-SCE1: Crosscheck of JCTVC-M0311 on supplementary results on SCE1 category 2 [T.-D. Chuang, Y.-W. Huang (MediaTek)] [late]
JCTVC-M0336 Non-SCE1 : Cross check of supplementary results on category 2 (M0311) [J. Min, E. Alshina (Samsung)] [late]

JCTVC-M0375 Non-SCE1: Cross-check for inter-layer intra mode prediction (JCTVC-M0312) [D.-K. Kwon (TI)] [late]

JCTVC-M0312 Non-SCE1: Inter-layer intra mode prediction [J. Min, E. Alshina (Samsung)]

This contribution presents two methods which exploit base layer intra prediction mode. If Intra modes from the collocated base-layer (CorDir) is angular (2~35), CorDir, CorDir+1, CorDir-1 are set to three MPMs. If CorDir is Planar or DC, intra prediction modes from left and above neighbour (LeftDir and AboveDir) are checked and MPM setting is performed to using CorDir. Both of the proposed methods reportedly provide performance gains of −0.4%, −0.2%, −0.2% for AI 2x test conditions.
The "method 2" tested was simpler, had been proposed before, and had the same gain as the "method 1". Similar to results obtained from SCE1 technique, which is roughly similar.

It was remarked that intra modes in the EL would be decoded incorrectly if BL data is lost.

No action, due to parsing dependency issue.

JCTVC-M0303 Crosscheck of Non-SCE1 (Samsung's) [J. Park, B. Jeon (LG)] [late]

JCTVC-M0305 Crosscheck of Non-SCE1 (MediaTek's) [J. Park, B. Jeon (LG)] [late]

6.2.3 SCE2 related (inter-layer texture prediction signalling)
JCTVC-M0075 On TextureRL flag context [T. Yamamoto (Sharp)]

This contribution proposes to modify the context for TextureRL flag. In the proposed context derivation, coding unit size is used instead of top and left neighbouring TextureRL flags, for the purpose of removing dependencies with neighbouring regions. Experimental results reportedly show that the impacts on the luma BD BR are; AI 2x: 0.0%, AI 1.5x: 0.0%, RA 2x: 0.1%, RA 1.5x: 0.1%, RA SNR: 0.0%, LP 2x: 0.1%, LP 1.5x: 0.2%, and LP SNR: 0.0%.
LD-B results are provided in the cross-check (0.0–0.1% impact).
Overall, the proposal looks like a good simplification to use if we do not want to instead apply some other change to obtain coding efficiency improvement. Decision (Simpl.): Adopt.

JCTVC-M0249 Cross-check results of On TextureRL flag context (JCTVC-M0075) [Z. Ma, F. Fernandes (Samsung Electronics)] [late]

6.2.4 SCE3 related (combined inter-picture and inter-layer prediction)
JCTVC-M0062 Non-SCE3: Inter-layer residual prediction with motion prediction [W. Zhang, Z. Deng, L. Xu, Y. Han, X. Cai, Y. Chiu (Intel)]

This contribution presents an inter-layer residual prediction technology to improve the coding efficiency of SHVC. It utilizes the inter-coded residual of the collocated BL block to refine the inter prediction of the EL block. For spatial scalability, bilinear interpolation filter is performed to upsample the BL residual block. In addition, the proposed inter-layer residual prediction is enabled under the condition that inter-layer motion prediction is used. Specifically, if a 2Nx2N PU in EL is coded by inter merge mode and its motion candidate is from BL, the residual prediction is applied. No new syntax is added in the proposed implementation, thus no parsing dependent issue is introduced. Compared to the SHM1.0 anchor, the proposed inter-layer residual prediction achieves 0.94% BD-rate saving on average among the RA, LD-P and LD-B testing cases, with marginal increase of coding runtime and memory access bandwidth.

Residual prediction in “AVC/SVC” style is used unconditionally, whenever the base layer MV is used in merge, i.e. when base layer and enhancement layer motion comp can be considered to be consistent. Bilinear interpolation is used; no additional motion comp. loop.

Additional average complexity approx. 20% in memory accesses, 8% Mult, 4% Additions. No numbers for worst case. 

Further study (CE)

Q: Is it necessary to store the entire residual picture when only the co-located base layer residual is accessed?
JCTVC-M0319 Cross-check of JCTVC-M0062 on inter-layer residual prediction with motion prediction [H. Yang (Huawei)]

JCTVC-M0071 Non-SCE3: Inferred GRP (IGRP) with reduced motion compensation [X. Wei, J. Zan (Huawei)]

This contribution presents an inferred GRP (IGRP) algorithm based on rqt_root_cbf flag to reduce complexity of generalized residual prediction (GRP). Test results report that average 13.0% of encoding time saving and 0.7% of decoding time saving are achieved. The average BD-rate losses are 0.2% (Y), 0.2% (U) and 0.2% (V). An additional test reports that extra motion compensation introduced by GRP is reduced by 11.7% on average.

Comparison is made against fast GRP from SCE3.3 case 4, against which the average complexity is slightly decreased. That indicates a slight simplification, due to the fact that weight 0 is chosen more frequently by the encoder, and no motion comp is performed in such a case. Worst case would be the same (as there is no guarantee that the encoder would always use the mode from which weight 0 is inferred.

SCE3.3 case 4 was on average around 12% higher in memory accesses than the anchor, which could be brought down to 10% by this proposal.

Proponents should confer with the proponents of simplified GRP methods (JCTVC-M0222, JCTVC-M0275) to identify whether these restrictions could be beneficial – and if yes, include this in the CE.
JCTVC-M0370 Non-SCE3: Crosscheck for inferred GRP (IGRP) with reduced motion compensation (JCTVC-M0071) [W. Zhang, Y. Chiu (Intel)] [late] [miss]

JCTVC-M0074 Implicit derivation of weight factor for Generalized Residual Prediction [T. Tsukuba, T. Yamamoto, T. Ikai (Sharp)]

This contribution proposes implicit derivation of weight factor for Generalized Residual Prediction (GRP). A CU level flag is used to signal GRP and the weight factor for each PU is determined based on motion parameters. The method is implemented on SCE3.5 (JCTVC-M0109) software. It is reported that the BD-rate (EL+BL) changes compared to SHM1.0 are -1.4%, -1.5%, -1.8%, -2.8%, -2.7% ,-3.5%, -2.2%, -2.7% and -2.4% for RA 2x, RA 1.5x, RA SNR, LP 2x, LP 1.5x, LP SNR, LB 2x, LB 1.5x and LB SNR cases respectively. It is also reported that the proposed method achieves coding gain by 0.0% to -1.2% compared to SCE3.5 case 1 (one weight case: w=0, 1.0) without increase of encoding/decoding time. It is also reported that the proposed method reduces encoding time by 5.5% to 10.2% compared to SCE3.5 (two weight case: w=0, 0.5, 1.0) without significant coding loss (0.0% to 0.3%) except LP 2x, LP SNR and LB SNR cases (0.5% to 1.0%).

Presentation deck not uploaded.
Weight factor determined based on merge flag and inter_pred_idc.

Main benefit is for encoder speedup, but several experts expressed that this might be desirable in context of implementing multi-mode GRP with same complexity as single mode. Further study, possibly in context of simplified GRP methods.
JCTVC-M0360 Cross-check on Implicit derivation of weight factor for Generalized Residual Prediction (JCTVC-M0074) [E. François (Canon)] [late] 
JCTVC-M0090 non SCE3: Low-pass filter for Combined Inter Prediction [A. Alshin, E. Alshina (Samsung)]

This contribution contains description of new prediction mode for SHVC which combines inter-layer prediction texture with enhancement layer motion compensation (MC) prediction. Application of 2D separable symmetrical 5-taps low-pass filter allows increasing influence of low frequencies from Inter layer prediction and preserving high frequencies of enhancement layer in resulting prediction. Proposed new combined prediction mode is enabled on CU level for Inter CUs. This additional mode provides average 1.7% (Luma) and 7.9% (Chroma ) BD-rate gain compare to SHM1.0 (IntraBL framework). If proposed combined mode is restricted for 2Nx2N Inter CUs and combination with bi-pred is not allowed for smallest CUs then performance gain is 1.5% (Luma) and 6,9% (Chroma) but the worst case memory band-width is within HEVC limit and encoding time overhead is 3% only. 

Presentation deck not uploaded.
Approach: Average of BL and EL prediction, plus lowpass-filtered difference thereof. Padding is used to implement filtering within blocks. Compared to SCE3.2, the additional gain is approx. 0.5%, but complexity is also increased. Another version is presented which restricts usage to only 2Nx2N, and restricts bi-pred in 8x8 PUs, which has approximately the same average complexity as SCE3.2, and is still better by 0.25 %. JCTVC-M0092 uses a similar simplification on top of SCE3.2.

Average gain approx. 1.5% compared to SHM.

Q: Does the padding produce blocking artefacts at CU boundaries?

One expert pointed out that padding could also be used with GRP.
Further study in CE (version with lowest complexity, multiplication-free filters).
JCTVC-M0389 Non-SCE3: Crosscheck of JCTVC-M0090 on low-pass filter for combined inter prediction [T.-D. Chuang, Y.-W. Huang (MediaTek)] [late] 

JCTVC-M0092 Non SCE3: Simplified design for combined prediction (test 3.2) [E. Alshina, A. Alshin (Samsung)]

To add abstract.

By restricting 8x8 bi-pred, the worst-case memory bandwidth for the enhancement layer is claimed to be within the margin of current SHM. Average gain approx. 1% compared to SHM.
According to JCTVC-M0220/ JCTVC-M0297, disabling bi-pred entirely seems to be a better tradeoff without increasing computations.

JCTVC-M0301 Non-SCE3: Cross-verification of JCTVC-M0092 on simplified design for combined prediction [V. Seregin (Qualcomm)] [late]

JCTVC-M0132 Non-SCE3.1: Disabling adaptive predictor compensation for 8x8 bi-prediction [T.-D. Chuang, Y.-W. Huang, P. Lai, S. Liu, S. Lei (MediaTek)]

In SCE3.1, the adaptive predictor compensation (APC) is proposed to use the reconstructed base layer (BL) samples to refine the enhancement layer (EL) sample predictors. However, the worst case bandwidth is increased by 33%, and the worst case computations of in terms of adders and multipliers are increased by 41% and 44%, respectively. To reduce the worst bandwidth and computations, in this contribution, the APC is disabled when the coding unit (CU) size is 8x8 and the CU uses bi-prediction. Simulation results reportedly show 0.3%, 0.4%, 0.6%, 1.4%, 1.4%, 2.4%, 0.5%, 0.3%, and 0.7% BD-rate savings on average for RA-2x, RA-1.5x, RA-SNR, LDP-2x, LDP-1.5x, LDP-SNR, LDB-2x, LDB-1.5x, and LDB-SNR, respectively, compared with SHM-1.0 IntraBL mode anchors. The encoding time increase is 4%, and the decoding time increase is roughly zero. The average bandwidth increase is 3%. The average computations in terms of adders and multipliers are roughly the same as the anchor. The worst case bandwidths are unchanged. The worst case computation increases in terms of adders and multipliers are both 12%.

Presentation deck not uploaded.

In SCE-3.1, the worst case computation was increased by 45%, which is now reduced to 12%, since less padding is necessary in computation of the interpolation. Loss compared to SCE-3.1 is 0.05% on average. Average gain compared to SHM is 0.9% (both averages including LD-B). Highest gain from LD-P.

According to JCTVC-M0220/ JCTVC-M0297, disabling bi-pred entirely seems to be a better tradeoff without increasing computations.
JCTVC-M0252 Non-SCE 3: Cross-Check of M-0132 [A. Saxena, F. Fernandes (Samsung)] [late]

JCTVC-M0143 Non-SCE3: Quantized GRP [K. Sato (Sony)]

In scalable coding, if the performance of prediction in the base layer is poor, it tends to be also poor in the enhancement layer. To improve coding efficiency of such area residual prediction is an effective tool. 

Generalized Residual Prediction (GRP) has been studied in SCE3. GRP can effectively reduce the redundancy between base-layer and enhancement-layer while the complexity of interpolation process and the memory band increased. A proposal on single-loop scalability JCTVC-L0154 also contains prediction with residue from the base layer. 

When the input sample is in 8-bit depth, the residue becomes 9-bit depth. Taking byte-alignment into account, 16-bit depth would be needed to store residual, which causes increase in buffer size. 

This document proposes quantized residual prediction to reduce the required buffer size. 

Loss compared to GRP of SCE-3.6 is around 0.3%.

Remarks: Other ways of rounding would be possible. Several experts express support to study this further, but it is not tackling the fundamental complexity and memory access problems of GRP.

Note: The refidx related proposals (JCTVC-M0189, JCTVC-M0155) are also applying 8-bit rounding.
JCTVC-M0078 Cross-check on GRP modification [T. Tsukuba (Sharp)] [late]

JCTVC-M0154 Non-SCE3: Combination of Merge and GRP [Wenjing Zhu, Haitao Yang (Huawei)]
This contribution proposes a combination of Generalized Residual Prediction (GRP) mode and merge mode. In the proposed modification, GRP is only allowed if the motion of a 2Nx2N PU is derived with merge mode. Up to three GRP modes as well as normal temporal prediction mode can be selected for such a PU. It is reported the BD-rate reduction of the proposed method are -1.7%/-2.6%/-2.1% for RA 2X/1.5X/SNR, -3.5%/-5.0%/-4.4% for LDP 2X/1.5X/SNR, and -3.5%/-5.1%/-3.8% for LDB 2X/1.5X/SNR.

Based on SCE-3.4, no loss (and no gain) compared to that.

Compared to SCE-3.4, worst case complexity not changed. Average complexity is slightly higher, since the mode is selected more often.

Question: Could this be achieved by encoder-only optimization? Further study on this.
JCTVC-M0314 Cross check JCTVC-M0154 Combination of Merge and GRP [X Xiao (??)] [late]

JCTVC-M0155 Non-CE3: Enhanced inter layer reference picture for RefIdx based scalability [A. Aminlou, J. Lainema, K. Ugur, M. Hannuksela (Nokia)]
This contribution proposes a method to enable differential coding in RefIdx based scalable coding that does not involve any low level changes, hence argued to be compatible with high-level syntax only scalability. In the proposed method, an additional picture called enhanced inter layer reference (EILR) is added to the enhancement layer decoded picture buffer (DPB). EILR picture is generated by first taking the difference between the enhancement layer reference picture and the upsampled base layer reference picture, based on base layer motion information, and then adding this difference to the current upsampled base layer picture. When using the uncompressed motion information of the base layer, the method improves BD-rate luma on average -2.2%, -3.0 % and -2.7% for RA, LD-P and LD-B test cases, respectively. The improvements are larger for chroma and their average is -6.5%. 

Presentation deck not uploaded.
Average gain around 2.6%. Decoding time increased by around 30-40% (doubling of motion compensation)

Complexity analysis (average) reports versus refidx approach with picture-level processing, but the implementation of the GRP-like scheme is assuming PU-level processing. In that comparison, 90% memory access is reported, but if it were compared against PU-level refidx, it would be expected that memory accesses are increased.

The proposed approach uses uncompressed motion. More memory and more complex inter-layer processing is necessary for that.

The gain is somewhat lower than in best GRP approaches, likely due to the fact that no weight is used for the residual, and since base-layer motion is used for GRP (similar to base mode).

The overall complexity is not different from GRP approaches. The complexity is shifted here to the inter-layer processing, which still would be a normative part of the decoding process. “High-level only” relates to syntax and semantics.
JCTVC-M0157 A study of Generalized Residual Predicition [Wenjing Zhu, Oscar Au, Wei Dai, Xingyu Zhang, Hong Zhang (HKUST)]

Generalized Residual Prediction is a predictive coding tool which utilizes collocated up-sampled BL signal (BL_col) and BL up-sampled temporal prediction signal (BL_ref) referenced using the same EL motion information. Except first order prediction of EL temporal prediction signal (EL_ref), BL_col and BL_ref provide second order prediction. In this contribution, different kinds of GRP weight are studied and gain of different GRP modes and different combinations of GRP mode are provided.

The study suggests Diff-0.5,  Res 0.5, Res-1 as best choices.

No concrete proposal – for information.
JCTVC-M0189 Non-SCE3: ILR enhancement with differential coding for RefIdx framework [Y. He, Y. Ye (InterDigital)]

This proposal describes inter-layer reference (ILR) enhancement with differential coding for the RefIdx framework. In the RefIdx framework, the base layer reconstructed picture (after upsampling if needed) is used as an additional reference for enhancement layer coding. In this contribution, the ILR is further enhanced by adding weighted differential signal from the temporal domain to restore high frequency information. The differential signal is generated by motion compensation in the temporal domain with the compressed motion field from the base layer picture. Compared to the SHM1.0 RefIdx anchor, the proposed scheme reportedly achieves average {Y, U, V} BD rate gain of {-1.6%, -4.6%, -5.2%}, {-2.6%, -5.0%, -5.1%} and {-2.0%, -5.0%, -5.4%} for RA, LD-P, and LD-B, respectively. It is also reported that higher {Y, U, V} BD rate gain of {-2.5%, -6.7%, -7.3%}, {-3.7%, -7.1%, -7.2%} and {-3.0%, -6.9%, -7.4%} for RA, LD-P, and LD-B, respectively, can be achieved, if uncompressed motion field from the base layer picture is used.

Average 2.1% for compressed BL motion, 3.1% for uncompressed.

Average memory increase by 40-50%, computation 30-40% (PU-based processing).

Weighting is decided and switched at slice level, syntax elements for inter-layer processing are sent per slice. Weights are determined by least-squares optimization per picture. This may incur further complexity and latency.

Further study of JCTVC-M0155 and JCTVC-M0189 in CE, with compressed BL motion. Also investigate benefit/penalty of weighting, and impact w.r.t. encoder complexity and latency.
JCTVC-M0362 Non-SCE3: Cross-check of ILR enhancement with differential coding for RefIdx framework (JCTVC-M0189) [E. François (Canon)] [late]
JCTVC-M0220 Non-SCE3: Uni-directional combined prediction (UCP) in Inter slice [D.-K. Kwon, M. Budagavi (TI)]

The combined prediction (CP) tool calculates the prediction in the enhancement layer (EL) by averaging EL inter prediction and collocated up-sampled base-layer (BL) prediction. It reportedly provides additional coding gains for EL at the cost of increased memory bandwidth and computations. CP has increased computations since it combines up to three samples (one each from List 0, List 1, and up-sampled BL pictures) where as bi-prediction combines up to two samples (one each from List 0 and List 1 pictures) per EL sample. Also, the worst-case memory bandwidth for a CP PU is reported to be larger than that of bi-predicted HEVC PU. In this contribution, uni-directional CP (UCP) is proposed to reportedly keep the worst-case memory bandwidth and computations unchanged for a PU. UCP enables combined prediction for only uni-predicted PUs and disables it for bi-predicted PUs thereby eliminating the additional computations and memory bandwidth required in CP. When compared to the SHM-1.0 IntraBL anchor, experimental results with common test condition reportedly show that the proposed UCP tool results in luma BL+EL BD-rate gain of 0.2%, 0.3%, 0.3% for RA 2x, RA 1.5x, RA SNR, and 1.1%, 1.3%, 2.5% for LD-P 2x, LD-P 1.5x, LD-P SNR, and 0.2%, 0.2%, 0.4% for LD-B 2x, LD-B 1.5x, LD-B SNR.

In this contribution, the UCP tool is also combined with PU-level IntraBL approach and compared with SHM-1.0 RefIdx anchor for RA and LD-B cases. Experiment results reportedly show that the UCP+PU-level IntraBL combination provides 1.0% better average Luma BD-rate for RA and LD-B cases when compared to RefIdx approach at roughly the same worst-case memory bandwidth and computations.

Average gain approx. 0.7% compared to SHM in intraBL conf.

The method retains worst-case computation and worst-case memory of SHM

Gain compared to refIdx (which is able to do the same combined prediction already) is around 1%.

Combined prediction is also used for chroma.

Average complexity is increased compared to SHM anchor (around 8%) due to the more frequent usage of bi-pred (base + 1x EL). Worst case complexity unchanged.
JCTVC-M0354 Non-SCE3: Cross-verification of JCTVC-M0220 on uni-directional combined prediction [V. Seregin (Qualcomm)] [late] [miss]

JCTVC-M0222 Non-SCE3.4: Simplified Generalized Combined Prediction [P. Lai, S. Liu, T.-D. Chuang, Y.-W. Huang, S. Lei (MediaTek)]

This contribution presents technical descriptions and test results of simplification methods applied on top of SCE3.4 Generalized Combined Prediction (GCP) in JCTVC-M0221. In the first test set, GCP size limitations are imposed such that the minimum PU width and height for GCP uni-prediction is 8, and for GCP bi-prediction is 16. Furthermore, chroma components do not perform GCP (luma-only GCP). In the second test set, besides the GCP size limitations and luma-only GCP , the motion compensation interpolation filters in luma-only GCP is changed to bilinear filters. The test results are as below.

Test set 1: GCP size limitations, luma-only GCP 

EL+BL BD-rates of 2X / 1.5X / SNR:

3 GCP modes: RA -1.6% / -2.2% / -1.7%, LDP -3.6% / -4.8% / -4.2%, LDB -3.2% / -4.4% / -3.1%, 

2 GCP modes: RA -1.3% / -1.9% / -1.6%, LDP -3.5% / -4.6% / -4.3%, LDB -2.8% / -3.8% / -2.9%. The average encoding runtime are 126.4% and 118.7% for 3 and 2 GCP modes respectively, decoding runtime is about 104%. The worst-case complexity (GCP on the minimum block-size) is about 120%~160% as compared to SHM1.0, in terms of memory bandwidth.

Test set 2: GCP size limitations, luma-only GCP , GCP with bilinear MC

EL+BL BD-rates of 2X / 1.5X / SNR:

3 GCP modes: RA -1.4% / -1.7% / -1.7%, LDP -3.8% / -4.1% / -4.9%, LDB -2.5% / -3.0% / -2.7%. The average encoding runtime are 126.6%, decoding runtime is about 102%. The worst-case complexity, in terms of computation and memory bandwidth, is about 112% and 80% as compared to SHM1.0. 

Presentation deck not uploaded
The method upsample the BL ref picture and add it with the EL ref picture before motion comp., and do motion comp. jointly.

The worst case memory bandwidth in test set 2 is claimed to be lower than SHM, due to various additional restrictions:

· disable bi-pred for any PU sizes 8xN or Nx8

· luma only

· bilinear interpolation in motion comp.

Worst case computation is higher than SHM (around 12% Mul/Add)

Three extra modes

Some speedup optimizations are used at encoder.
JCTVC-M0426 Non-SCE3: Cross-check of Simplified Generalized Combined Prediction Test2 (M0222, test2) [Wonkap Jang, Adeel Abbas (??)] [late] [miss]

JCTVC-M0241 Non-SCE3: Crosscheck MTK's proposal [X. Li (Qualcomm)] [late]

JCTVC-M0275 Non-SCE3: Simplified Generalized Residual Prediction [X. Li, J. Chen, K. Rapaka, M. Karczewicz (Qualcomm)] 

This document reports additional results of generalized residual prediction (GRP). To further reduce the bandwidth requirement of GRP, two variants, i.e., GRP with 3-tap up-sampling/smoothing filter and GRP with further constraint on block size, are proposed. It is reported that the computational complexity (in terms of the numbers of multiplications and additions) and memory access of GRP decoding module in the worst case is kept lower than that of motion compensation module in HEVC single layer decoding according to AHG17 template. The average luma BD-rate reduction (the average of RA cases, LD-P cases, and LD-B cases) is reported as 2.0%, 5.3%, and 3.1% for GRP with 3-tap filter and 2.0%, 5.3%, and 3.1% for GRP with additional block size constraint, respectively.

worst-case memory bandwidth 90-98% of SHM (if GRP is always used); same with computational complexity

Average gain 3.4/3.5% (averaging RA,LD-P and LD-B)

Three additional modes

Fast algorithm used for encoder speedup

Question: Could similar simplifcations be used in refidx approach? Certainly yes for upsampling, but with high-level only changes it would not be possible to use bilinear interpolation in EL motion comp.

JCTVC-M0222 and JCTVC-M0275 to be further studied in CE: Test number of modes, GRP in chroma? various constraints that would impact computations/membandwidth vs. compression.
JCTVC-M0226 Non-SCE3: Cross-check of Non-SCE3.3 Simplified Generalized Residual Prediction (JCTVC-M0275) [P. Lai, S. Liu (MediaTek)] [late]

JCTVC-M0321 Non-SCE3: Crosscheck for Simplified Generalized Residual Prediction (JCTVC-M0275) [W. Zhang, Y. Chiu (Intel)] [late]
JCTVC-M0297 Non-SCE3: Bandwidth reduction for combined inter mode [V. Seregin, M. Karczewicz (Qualcomm)]

This contribution presents additional results for combined inter mode tested in SCE3. It was noticed that combined mode introduces bandwidth increase comparing to HEVC single layer. In this contribution, combined mode usage is restricted for 8x8 coding unit with non 2Nx2N partition mode, with additional restriction of bi-prediction for 16x16 coding unit with non 2Nx2N partition mode. In the second method, bi-prediction is excluded for all coding units coded with combined mode. Experiments results show BD rate reduction from 0.2% to 2.6% for luma component and in a range from 1.5% to 8.8% for chroma components among RA 2x, RA 1.5x, RA SNR, LDP 2x, LDP 1.5x and LDP SNR test configurations with about 109% encoder complexity on average.

Presentation deck not uploaded
Method 3: Restriction of 8x8 bi-pred BR red. 0.9% compared to SHM

Method 1: Restriction 8x8, 8x16, 16x8 bi-pred BR red. 0.9% compared to SHM

Method 2: Restriction for all PU sizes (same as JCTVC-M0220, but combined prediction is not applied to chroma) BR red. 0.8% compared to SHM

Method 2 most promising

Differences w.r.t. JCTVC-M0220 – proponents were asked to identify differences and commonalities and report back – see notes regarding JCTVC-M0445.
(generally, the approach of JCTVC-M0220 and JCTVC-M0297 method 2 would enable a mode in intraBL that refidx already has, and gives decent gain without increasing the worst case complexity. However, both are not CE contributions, and cross-checks were only done very late – maturity of code?)
JCTVC-M0445 Uni-prediction for combined inter mode [V. Seregin, M. Karczewicz (Qualcomm), D.-K. Kwon, M. Budagavi (TI) – and others] [late]

(Presentation chaired by G. Sullivan.)

This contribution relates to M0297 and M0220, responsive to information requested during the meeting.
The contribution provides an analysis of two simplified solutions for combined prediction mode tested in SCE3.
A scheme was proposed in the contribution, based on the analysis of the prior proposed methods, characterized as follows.

	
	8x8 CU

2NxN, Nx2N
	Uni-prediction
	Bi-prediction

Identical motion
	Bi-prediction

Non identical motion
	Chroma

	JCTVC-M0220
	Not used
	Combined prediction
	Combined prediction
	Bi-prediction
	Combined prediction

	JCTVC-M0297

	Not used
	Combined prediction
	For Merge mode, bi-directional MV is converted to uni-L0 MV. 

For AMVP mode, inter direction signaling is restricted to be uni-direction.
	Not used

	Proposed
	Not used
	Combined prediction
	Bi-prediction
	Not used


A participant questioned the use of different processing for luma and chroma, and said that to justify a difference in processing between luma and chroma would need to be well justified. The presenter said that it works better as proposed. It was remarked that this might be indicative of a bug of some sort, and that we should avoid ad hoc selection of what looks the best at some point in time – that differences should be justified. Another participant indicated that with the alternative RefIdx approach no similar need for different processing of luma and chroma was observed.
Another participant remarked that differences between luma and chroma processing had also been proposed in other related CE contributions.

Another participant said that there should be alignment on the processing applied for luma and chroma in both the RefIdx and TextureRL approaches, so that this difference should not be applied.

Results of applying the proposed additional combined mode:
	
	Luma BD rate
	Chroma BD rate
	Enc
	Dec

	SCE3.2
	-0.92
	-4.35
	113%
	100%

	M0220
	-0.70
	0.45
	114%
	102%

	M0297
	-0.79
	-3.45
	106%
	99%

	Proposed
	TBD
	TBD
	TBD
	TBD


We currently don't have a combined mode in the TextureRL approach.

It was remarked that the majority of the reported average gain is from LDP, and that this implies that there is no bipred in the RefIdx approach for LDP – thus this scheme somewhat "breaks the spirit" of LDP since it performs a type of bipred.

A participant suggested that there may be some adverse rounding effects in the proposed scheme.

No action.

JCTVC-M0396 Non-SCE3: Crosscheck of JCTVC-M0297 on bandwidth reduction for combined inter mode [T.-D. Chuang, Y.-W. Huang (MediaTek)] [late] 

JCTVC-M0347 Non-SCE3: Cross-check for bandwidth reduction for combined inter mode [E. Alshina] [late]
JCTVC-M0446 Non-SCE3.1: Disabling adaptive predictor compensation for bi-prediction [T.-D. Chuang, Y.-W. Huang, P. Lai, S. Liu, S. Lei (MediaTek)] [late]

Roughly similar to M0445. See notes on that contribution.
6.2.5 SCE4 related (inter-layer filtering)
JCTVC-M0088 AHG-13, 17: complexity and performance analysis of different length up-sampling filters in SHM1.0 [E. Alshina, A. Alshin (Samsung)]

This contribution contains performance and complexity analysis of SHM1.0 both IntraBL and RefIdx frameworks with up-sampling filters of different length. The complexity assessment methodology developed for SCEs 3 & 4 by AhG 17 was used. By shorten up-sampling filter to 6 taps luma and 2 taps chroma we can reportedly achieve 3% average memory access reduction with reportedly 0.1% (SS×2) and 0.4% (SS×1.5) luma BD-BR performance drop. There is reportedly 0.3% (SS×2) and 0.4% (SS×15) chroma BD-BR gain from this change. There is reportedly no reduction in the memory bandwidth in the worst case, because the worst case is not when the upsampling filter is applied (assuming this is not done on a whole-picture basis). Average numbers are reported for motion compensation test scenarios. Average memory bandwidth reduction benefit is reportedly not very substantial.
It is noted that we currently have the same filter coefficients for upsampling and motion compensation, which is a nice property. Thus, the contributor suggested not to bother with shortening (or otherwise changing) the upsampling filters.
JCTVC-M0262 Crosscheck: AHG-17: complexity and performance analysis of different length up-sampling filters in SHM1.0 [W. Pu (Qualcomm)] [late]

JCTVC-M0051 AHG12: Low Complexity Resampling Filters For SHVC [W. Dai, M. Krishnan, P. Topiwala (FastVDO)]

In place of the existing 8-tap luma and 4-tap chroma upsampling filters in the current SHVC model, this contribution proposes 6-tap luma and 4-tap chroma upsamplers. In this test, the downsampler has not been altered, and the proponent asserted that there is no need to compare performance on the low-resolution signal. The proponent reported the compression performance degradation relative to the 8/4-tap reference filters, which for the test cases was reportedly: (0.7%, 0.8%, 0.9% for AI-2X); (0.4%, 0.5%, 0.6% for RA-2X); (0.1%, 0.6%, 0.7% for LDP-2X).
The filters were primarily designed for the 2X scalability case.

M0088 was noted to be closely related.

The contributor asserted that gain might be achieved if a different downsampling filter is used (a filter selected to be matched to the upsampling filter), but did not have test results for such usage.

The contributor did not advocate adoption at this time, and had primarily brought the contribution for information purposes at this stage.

A participant commented that shortening the filter does not really help average complexity by a significant amount and does not help worst case memory bandwidth at all – since the worst case does not use the upsampling filter.

The contributor suggested that co-design of adaptive downsampling and upsampling could provide some benefit and indicated a desire for further study of that topic. The group encouraged further study of adaptive techniques.
It was remarked that currently SHVC only supports 1.5x and 2x scalability, and questioned whether we should remove this limitation, and it was noted that this issue is addressed in some other contributions.

JCTVC-M0089 Non SCE4: simplified design of cross-color inter-layer filter (test 4.2.4) [E. Alshina, A. Alshin, Y. Cho (Samsung)]

In order to simplify samples processing and reduce the latency on decoder side 2 modifications are of cross-color inter-layer filter tested in SCE 4.2.4 (M0183) are proposed in this contribution. Variable de-scaling shift in original design was replaced by fixed left shift. This modification simplifies samples processing and it is reportedly almost lossless: cross-color inter-layer filter provides 0.4% luma and 7.3% (IntraBL) / 7.8% (RefIdx) chroma BD-rate gain in average. Instead up-sampled luma signal we suggest to use reconstructed base-layer luma for cross-color inter-layer filtering. In this case decoder doesn’t need to wait until luma will be up-sampled and inter-layer prediction for luma and chroma are independent. This modification reduces the gain from cross-color inter-layer filter to 0.3% luma and 6.1% (IntraBL) / 6.6% (RefIdx) but makes design implementation friendly.
Modification A is basically to simplify the syntax (in two ways). Relative to the original SCE 4.2.4 / M0183 proposal, modification A seems like an improvement and should be adopted if SCE 4.2.2 is adopted (which had not been done when this contribution was reviewed).

Modification B is to refer to the BL luma rather than the upsampled BL luma.

It was remarked that modification B has some loss in compression performance and may require more study.

JCTVC-M0186 Non-SCE4: cross-check for JCTVC-M0089 simplified design of cross-color inter-layer filter (test 4.2.4) [J. Dong, Y. Ye (InterDigital)] [miss]
JCTVC-M0114 Non-SCE4: On Interlayer SAO in SHVC [G. Laroche, P. Onno, J. Taquet, C. Gisquet, E. François (Canon)]

This contribution proposes a simplification of the inter-layer SAO contribution initially proposed in JCTVC-L0234 (SCE 4.2.1, M0265). The simplification consists in applying the high-pass pre-filtering step of JCTVC-L0234 directly at the time of the determination of the edge index in the SAO process. An average BD BR gain of −0.8% (Y), −0.6% (U), −0.6% (V) over the SHM1.0 is reported for the Intra_BL approach. An average BD BR gain of −0.8% (Y), −0.7% (U), −0.6% (V) over the SHM 1.0 is reported for the RefIdx approach. In terms of complexity, it is reported that the SHM1.0 decoder runtime is reduced from 193% in SCE 4.2.1 (JCTVC-L0234) to 108% in this contribution.
The compression performance relative to SCE 4.2.1 / M0265 is asserted to be approximately unaffected.

Further study of this in a CE is planned (without further work on the M0265 approach).

JCTVC-M0390 Non-SCE4: Crosscheck of JCTVC-M0114 on inter-layer SAO in SHVC [T.-D. Chuang, Y.-W. Huang (MediaTek)] [late]
JCTVC-M0215 Non-SCE4: Adaptive up-sampling of base layer picture using Simplified Separable bilateral filters [J. Zhao, K. Misra, A. Segall (Sharp)]

This document proposes the use of non-linear and content adaptive “bilateral” filters for inter-layer prediction. In previous proposals, the use of a bilateral filter has shown improvements in coding efficiency – especially as the sampling ratio between layers increases. Here, a lower complexity alternative is proposed that integrates a separable bilateral filter directly into the upsampling process. As a result, the upsampling and filtering operation can reportedly be performed at the same time and without additional buffering. There is reportedly no increase in memory bandwidth or on-chip memory, as opposed to sequentially applying the upsampling and filtering stages. The complexity of the method is asserted to be low – with a worst case of an additional 9 multiplications and 15 additions per sample.  Results are reported following SCE 4 test conditions and reportedly show EL+BL rate improvements compared to SHM 1.0 anchors of: −0.9% (AI 2x), −0.2% (AI 1.5x), −0.8% (RA 2x), 0.0% (RA 1.5x), −1.0% (LD-P 2x), −0.3 (LD-P 1.5x). The proposed bilateral filtering is not applied to SNR scalability.
The proposal is not applied to the SNR scalability case.

The proposal includes a 256-entry LUT for reciprocal calculation and another 9-entry LUT for weight calculation.

The gain for the 2x SS approach was particularly emphasized by the contributor. There is little gain in other cases.
CU-level (or higher level) on/off is the only encoder control.

Does not apply to the RefIdx approach.

LD-B was not tested.

Currently, upsampling is in the test model but not the working draft.
Text was not provided in the contribution.

May be desirable to "beef up" the TextureRL approach as a competitor to the RefIdx approach.

The proponent indicated a willingness to provide CU-based upsampling for the SHM software – which was welcomed by the group.

Further study in CE (for checking of complexity analysis, testing of LD-B, trade-off comparison with other proposed features).

JCTVC-M0250 Cross-check results of Non-SCE4: Adaptive up-sampling of base layer picture using Simplified Separable bilateral filters (JCTVC-M0215) [Z. Ma, F. Fernandes (Samsung Electronics)] [late]
JCTVC-M0223 Non-SCE4.1: Fixed Inter-layer Filter for SNR Scalability with Only One Non-unity Coefficient [X. Zhang, P. Lai, S. Liu, S. Lei (MediaTek)]

This contribution presents a fixed inter-layer filter for SNR scalability, in which there is only one non-unity coefficient. The filter footprint is 3×3 square, with coefficient 8 applied to the to-be-filtered sample and unity coefficients (=1) applied to its eight immediate neighbors. In the IntraBL framework, the filtering process is proposed to be turned on/off on a CU-by-CU basis using a CU-level filter control flag. 

The test results are, for EL+BL luma BD-rates, RA SNR −0.8%, LDP SNR −2.1%, and LDB SNR −0.8%. The average encoding and decoding runtimes are 102% and 102%. The proposed method reportedly has no impact on the worst-case complexity.
The proposed filter is non-separable, but "almost separable".

The proposed scheme reportedly has lower complexity than M0058 (non-separable 5x5 diamond) and M0087 (5-tap separable), but lower compression benefit. This scheme has roughly only half of the gain of the other two. No action.
JCTVC-M0371 Non-SCE4: Crosscheck for Fixed Inter-layer Filter for SNR Scalability with Only One Non-unity Coefficient (JCTVC-M0223) [W. Zhang, Y. Chiu (Intel)] [late]
JCTVC-M0224 Non-SCE4.2: Inter-layer Fixed Directional Filtering [P. Lai, S. Liu, S. Lei (MediaTek)]

This contribution proposes an inter-layer filtering method using switched (fixed-value) directional filters. The fixed directional filters use 5 samples within a 3×3 neighborhood of the to-be-filtered sample. To determine which fixed directional filter is to be applied to a given sample, the local edge orientation is identified by computing and comparing local gradients. In the SHM 1.0 IntraBL framework, the filtering process is turned on/off on a CU-by-CU basis using CU-level filter control flag. The test results were reported as follows:

EL+BL luma BD-rates for 2X, AI / RA / LDP / LDB: −0.5% / −0.5% / −0.7% / −0.5%.

EL+BL luma BD-rates for 1.5X, AI / RA / LDP / LDB: −0.1% / 0.0% / −0.4% / −0.1%.

EL+BL luma BD-rates for SNR scalability, RA / LDP / LDB: −0.8% / −1.9% / −0.9%.

The average encoding and decoding runtime are 104% and 106%. The proposed method reportedly has no impact on the worst-case complexity. Per-sample complexity for the filtering process is analysis in this document,
The proponent emphasized that the proposal has low latency, as it does not require the encoder to analyze statistics in order to decide what to signal to control the decoder.

It was remarked that comparators are relatively "expensive" for implementation.

SCE 4.1.1 (M0087) was mentioned as beneficial for the SNR scalability case (although the importance of the SNR scalability case may not be so high).

For further study in CE.

JCTVC-M0423 Non-SCE4 : Crosscheck of inter-layer fixed directional filtering (JCTVC-M0224) [J. Park, B. Jeon (LG)] [late]

JCTVC-M0233 Non-SCE4: Inter-layer switchable upsampling filters for spatial scalability [Z. Chen, P. Lai, X. Zhang, S. Liu, S. Lei (MediaTek)]

This contribution provides the inter-layer tap-switchable upsampling filters for spatial scalability. The default 8-tap or a 4-tap DCT filter is switched for luma component and the default 4-tap or a 2-tap DCT filter is switched for chroma component. A 3-tap filter is applied for zero-phase position when the shorter tap filter is selected. The implementation is on IntraBL framework with CU level on/off switching. Experimental results for SHM1.0 IntraBL framework show BD-BR reduction of −0.2% (AI 2x), −0.0% (AI 1.5x), −0.2% (RA 2x), +0.1% (RA 1.5x), −0.8% (LD-P 2x), −0.3% (LD-P 1.5x), respectively.
Gain in 2X LD-P case is relatively good, but that's an isolated case. Encoding complexity increases to determine the on/off switch selection. Decoder worst case is not affected, but there is an average decoder complexity decrease. No action.

JCTVC-M0400 Non-SCE4: Crosscheck of JCTVC-M0233 on Inter-layer switchable upsampling filters for spatial scalability [J. Xu (Sony)] [late]

JCTVC-M0253 Non-SCE4: Simplification of chroma enhancement for inter layer reference picture generation [X. Li, J. Chen, W. Pu, M. Karczewicz (Qualcomm)]

A method to use the luma component to enhance chroma components when generating inter-layer reference pictures was proposed in the 12th JCT-VC meeting (SCE 4.2.4 / L0059 / M0183). Due to the 3×4 filter used by the method, additional 13 multiplications and 12 additions were introduced for each chroma sample. To reduce the computational complexity while keeping the coding performance, it is proposed to simplify the method by replacing the 3×4 filter with an 8-point cross-shaped filter. It is reported that a similar performance to the original method can be obtained while the number of additional multiplication and additions are reduced by around 30% in the worst case.
Should be considered together with SCE 4.2.4 / L0059 / M0183 in CE.
JCTVC-M0187 Non-SCE4: Cross-check for JCTVC-M0253 simplification of chroma enhancement for inter layer reference picture generation [J. Dong, Y. Ye (InterDigital)] 

JCTVC-M0271 Non-SCE4.2.2: 6-Tap Adaptive Resampling Filter [W. Pu, J. Chen, X. Li, M. Karczewicz (Qualcomm)]

This proposal reports the performance of 5-tap (phase 0) and 6-tap (other phases) adaptive luma re-sampling filters for SHVC. The filtering and signalling methods in this proposal are the same as SCE 4.2.2, except that SCE 4.2.2 uses 2D separable 7-tap (phase 0) and 8-tap resampling filters (other phases) for luma component. Compared with SHM 1.0 TextureRL anchor, average BD-rate reduction is 0.3% (spatial scalability) and 1.9% (SNR scalability). Compared with SHM1.0 RefIdx anchor, average BD-rate reduction is reportedly 0.3% (spatial scalability) and 1.9% (SNR scalability).
Supplements SCE 4.2.2 information by showing that a shorter adaptive upsampling filter can have about the same performance as the tested one. However, the worst case is not improved. The contribution was noted.
JCTVC-M0342 Non-SCE4 Cross-check for 6-Tap Adaptive Resampling Filter (JCTVC-M0271) [E. Alshina] [late]

JCTVC-M0273 Non-SCE4: Switchable Filter on Integer Position [W. Pu, V. Seregin, J. Chen, X. Li, M. Karczewicz (Qualcomm), E. Alshina, A. Alshin, Y. Cho (Samsung)]

The integer position is not filtered in the up-sampling process of the current SHVC test model. This proposal provides simulation results for filtering integer positions in SHVC. Integer position filter coefficients are fixed. But filter is switchable. Two methods of switching are evaluated. In the first one, the encoder selectively enables the fixed smoothing filter for each picture and signals the selection using one bit in slice header. This scheme achieves average BD-rate reduction of 0.13% (spatial) and 1.38% (SNR), respectively, for TextureRL framework. For RefIdx framework, average BD-rate reduction is 0.13% (spatial), 1.67% (SNR), respectively. The second scheme applies to SNR scalability RefIdx framework only, the reconstructed interlayer reference picture and the filtered interlayer reference picture are both inserted into the enhancement reference picture list. This scheme achieves average BD rate reduction of 2.1%.
Relates to SCE 4.1.1. In the RefIdx approach, two reference indexes are assigned to filtered and unfiltered copies of the BL picture so that the filter on/off switch can be applied in the RefIdx approach.
Picture-level on/off was also tested (which is an appealing variation for the RefIdx approach).

	
	All-Intra
	MC
	SNR

	
	Luma
	Chroma
	Luma
	Chroma
	Luma
	Chroma

	TextureRL

	M0087 (CU on/off)
	NA
	NA
	NA
	NA
	−2.1%
	0.0%

	M0273 (Pic on/off)
	−0.1%
	−0.0%
	−0.2%
	0.0%
	−1.4%
	−0.4%

	RefIdx

	M0087 (no switch)
	NA
	NA
	NA
	NA
	−1.4%
	−0.7%

	M0273 (Pic on/off)
	−0.1%
	0.0%
	−0.2%
	−0.0%
	−1.7%
	−0.3%

	M0273 (PU on/off)
	0.0%
	−0.0%
	0.1%
	−0.0%
	−2.1%
	−0.4%


Consider for SNR only.

We would want multi-level switching – e.g. enable/disable at the SPS and SH level.

It was remarked that the text has problems (e.g. w.r.t. reference picture list construction).

It was remarked that a substantial portion of the average gain came from one sequence (People on Street), and generally only from one class of sequences (class A).

Some concern was expressed regarding the complexity of the technique.

It was commented that the complexity measurements reported do not seem entirely valid.

Track A recommended to adopt this into the SHM (for the SNR scalability case only, M0087 for TextureRL, M0273 for RefIdx using two reference indexes for the BL referencing, multi-level switch, subject to text review). Further discussion and possibly studying in a CE was then requested in plenary.
In later discussion, it was indicated that text had been provided and reviewed by some interested experts.

The scheme was characterized in further discussion as basically a denoising filter.

It was remarked that selective pre-processing of source material is another way to achieve denoising.

In further discussion, a variation that uses only one reference index for RefIdx was described, where HL syntax indicates whether the inter-layer referencing index refers to a filtered picture or not.
It was noted that the current RefIdx approach restricts MV values to 0 for inter-layer prediction (as an encoder restriction, not a syntax change). The presenter indicated that allowing non-zero motion vectors would not provide any significant benefit (with the current MC interpolation filter).

Almost half of the gain when using the two-index approach was noted to be from one sequence in the test set, and the gain was noted to be largest for low-delay P operation.

A participant remarked that having this might avoid more frequent use of bipred, which has higher complexity.

A participant remarked that the SNR scalability case is the most difficult variation in terms of complexity, since the BL has resolution equal to the EL.

It was noted that we might need not need BL filtering at all in the SNR case if we don't apply such a scheme. Otherwise, a "pointer-only" referencing method could apply.

A possible relationship to multi-view was noted. Multi-view referencing (as designed) does not use filtering when referencing other pictures of the same resolution.
A participant asserted that the gain may come from removal of quantization noise.

Suggestion of "Test model only" adoption (two reference index variant, without presumption of "automatic" promotion to WD). Disabled by default?

Further test in CE.
JCTVC-M0402 Non-SCE4: Crosscheck of JCTVC-M0273 on switchable filter on integer position [X. Wei (Huawei)] [late] [miss]

JCTVC-M0340 AHG13: Cross-check for Low Complexity Resampling Filters For SHVC [E. Alshina] [late]
JCTVC-M0179 AHG9: APS for inter-layer processing signalling [Y. He, J. Dong, Y. Ye (InterDigital)]

This contribution proposes to use Adaptation Parameter Set (APS) to carry parameter information required for inter-layer processing. The filtering parameters of chroma enhancement filter (SCE 4.2.4) for inter-layer prediction is proposed to be signalled in APS instead of the slice header to save bits and keep existing slice header syntax intact. Proposed APS syntax, semantics and simulation results are provided in this contribution.
This seems like the right approach in the context of this type of filter adaptation on a per-picture basis.

JCTVC-M0310 Cross-check of JCTVC-M0179 on APS for inter-layer processing signalling [H. Yang (Huawei)] [late]
6.2.6 SCE5 related (inter-layer syntax prediction)
JCTVC-M0066 Non-SCE5: On the effectiveness of temporal and multiple base layer co-located motion vector prediction candidates [Y. H. Tan, C. Yeo (I2R)]

This contribution studies the effectiveness of the temporal motion vector prediction candidates in the enhancement layer when 2 base layer co-located motion vector prediction candidates are included in the merge candidate list in the enhancement layer. The exclusion of the temporal co-located candidate in the enhancement layers is claimed to lead to no coding performance drop on average. This contribution advocates the use of the 2 base layer co-located motion vector as a merge candidates and also the removal of the temporal co-located motion vector prediction candidate in the enhancement layers. In this case, it is asserted that the decoder does not have to retain mode and motion information of reference frames in the enhancement layers, reducing memory requirement.

Suggestion is to disable EL TMVP on top of 5.1.5.2 (the version with 2 BL MVs). The gain of 5.1.5.2 would be reduced to zero, but the EL would save MV memory.

It is interesting to note that the loss by disabling TMVP in context of 5.1.5.2 seems to be less (0.4%) than it would be without 5.1.5.2 (0.6% reported from SCE-5.2.1). Further study (see also under SCE5.2 and M0144).
JCTVC-M0404 Cross-check of JCTVC-M0066 on removing TMVP in enhancement layer [H. Yang (Huawei)] [late]

JCTVC-M0287 Non-SCE5 : Replacement of TMVP candidates with BL MV candidates [J. Park, B. Jeon]

This contribution proposes some modifications related to the motion vector (MV). At first, it proposes to disable TMVP candidates at enhancement layer (EL). Secondly, it proposes to put base layer (BL) MV candidate at the place of temporal motion vector prediction (TMVP) candidates in the merging and AMVP candidate list. Thirdly, it proposes to execute motion data compression after encoding/decoding of the EL. Four combinations of the proposed methods are tested. When all proposed features are combined, the simulation results reportedly show 0.4%, 0.0%, -0.1%, 0.5%, 0.1% and -0.1% BD-rate savings on average for RA-2x, RA-1.5x, RA-SNR, LDP-2x, LDP-1.5x, and LDP-2x, respectively, compared with SHM-1.0 anchors.

Conceptually the method is similar to the approach of refidx, but additionally TMVP is disabled for the enhancement layer reference pictures

The proposed method does not provide benefit compared to the methods already investigated in SCE-5.2.
JCTVC-M0144 Non-SCE5: Combined Tests of SCE5.1.5 and SCE5.2 [K. Sato (Sony)]

SCE5.1.5 proposes to add the bottom-right position of the collocated base-layer motion in addition to the center for motion vector prediction with base layer to improve coding efficiency. 

On the usage of motion data buffer for SHVC is being studied under SCE5.2.x. 
It is proposed by SCE5.2.1 that temporal motion prediction be omitted at the enhancement layer to reduce the required buffer size, as the collocated base layer motion information takes part of TMVP in the enhancement layer. It is proposed by SCE5.2.2 to postpone motion data compression after encoding/decoding of the enhancement layer, or 2-stage motion data compression for improving coding efficiency.
With SCE5.2.1 loss in coding efficiency would be observed, but it is expected that having an additional candidate like SCE5.1.5 can compensate this loss. 

If base layer motion data are compressed not by 4:1 but 2:1 or 1:1, it is more probable that the motion data of the bottom-right position differs from the one of the center position at the base layer. Therefore it is expected that more improvement in coding efficiency can be obtained. 

This document examines such interactions between SCE5.1.5 and SCE5.2.*. 
Report about combining

· 5.1.5. without EL TMVP (same as M0066)

· 5.1.5. with EL TMVP and 8x8 compression (gain 0.9%), increased MV memory

· 5.1.5 without TMVP and 8x8 compression (gain 0.6%), reduced MV memory

Cases without MV compression were also investigated, but the differences to 8x8 compression were marginal, wheras the memory usage would be increased

Observations:

· 5.1.5 is less sensitive versus disabling EL TMVP (as reported in M0066)

· Gains of 5.1.5. and 5.2.2 (8x8 compression) are more than additive

Further study in CE (8x8 compression and TMVP disabling in combination with 5.1.5.2 and M0112)

JCTVC-M0393 Non-SCE5: Crosscheck of JCTVC-M0144 on combined tests of SCE5.1.5 and SCE5.2.* [T.-D. Chuang, Y.-W. Huang (MediaTek)] [late] 

JCTVC-M0112 Non-SCE5: Position derivation for using Base Layer motion in SHVC [C. Gisquet, P. Onno, E. François, G. Laroche (Canon)]
Since HM2.0, memory compression has been adopted so as to reduce the storage requirement of motion data to be used in deriving the temporal MV predictor. Following this, the location of that predictor has been changed to the bottom-right position H of the PU. It is asserted in this contribution that a similar issue occurs when deriving the motion candidate from the base. It is therefore proposed to perform a different rounding on the colocated coordinates within the Reference Layer. The gains of this rounding over SHM 1.0 are reported to be respectively for the TextureRL approach, -0.8%(RA 2x), -0.2%(RA 1.5x), -0.6%(RA SNR) and -0.5%(LD-P 2x), -0.1%(LD-P 1.5x), -0.5%(LD-P SNR). For the reference frame index approach, only ratio 2.0x is reported to offer changes, with gains over SHM1.0 of -0.2% (RA 2x) and -0.1% (LD-P 2x).

The average gain is about 0.5%. Basic idea is that the spatially closest position from the 16x16 MV memory is used. The position taken from the base layer may therefore vary depending on the rounding process (rounding performed in base layer coordinates). 

The gain is slightly larger than 5.1.5.2 (which uses a second candidate from bottom right), but the coordinate rounding is simpler than the additional MV scaling necessary in 5.1.5.2 (according to the opinion of cross-checkers).

Combinations with 5.1.5.1 (and other approaches reducing number of comparison in pruning) and with 5.2.2 would be interesting.

Further study in CE
JCTVC-M0353 Non-SCE5: Cross-verification of JCTVC-M0112 on position derivation for using Base Layer motion in SHVC [V. Seregin (Qualcomm)] [late] 
JCTVC-M0113 Non-SCE5: Availability of Base Layer motion in SHVC [C. Gisquet, P. Onno, E. François, G. Laroche (Canon)]

This contribution reports the issue of availability of motion information in a Base Layer when the Base Layer temporal MVP has been disabled at the sequence level.
JCTVC-M0120 On signalling the syntax ‘sps_inter_layer_mfm_enable_flag’ [H. Lee, J. W. Kang, J. Lee, J. S. Choi (ETRI)]

In the reference index based SHVC framework, when the sps_inter_layer_mfm_enable_flag in SPS extension is equal to 1, motion field mapping process between the current layer and its reference layer is performed in order to use the inter-layer reference picture as a collocated picture for TMVP derivation. In this proposal, it is asserted that sps_inter_layer_mfm_enable_flag should be sent only when sps_temporal_mvp_enabled_flag is equal to 1 since, if TMVP is not used, sps_inter_layer_mfm_enable_ flag should always be equal to 0. In addition, it is proposed to add constraint on collocated_ref_idx for TMVP not to indicate inter-layer reference picture when sps_inter_layer_mfm_enable_flag is equal to 0. This proposal also provides approaches for adding constraint on collocated picture for TMVP derivation for reducing the memory requirement of motion information of reference picture in the reference index based SHVC framework.

Further study on the aspects of M0113 and M0120; the final way of how base layer motion vectors are used in EL is further being investigated, and therefore it would be premature to make these definitions; another option would be to disallow certain combinations (e.g. disabling base layer TMVP and enabling usage of BL MV in enhancement layer at the same time). W.r.t. necessary memory for MV storage, this should be up to profile/level definitions.
JCTVC-M0133 Non-SCE5 : Simplified inter-layer MV scaling and sample position mapping [T.-D. Chuang, Y.-W. Huang, S. Lei (MediaTek)]

In SHM-1.1, a division for deriving the picture resolution ratio of the enhancement layer (EL) to the base layer (BL) has to be performed for every inter-layer motion vector (MV) scaling and inter-layer position mapping, although the picture resolution ratio is a fixed value after the BL and EL picture sizes are determined. To reduce the complexity, in this contribution, the scaling factors for inter-layer MV scaling and sample position mapping can be first derived in the beginning of the slice encoding or decoding. Then, for all inter-layer MV scaling derivation and sample position mapping derivation during the rest of the slice encoding or decoding, the scaling factors are reused, and no division is required. For the sake of unification, the proposed dynamic range of the inter-layer scaling factors is the same as that of the MV scaling factor in HEVC. Therefore, the HEVC MV scaling module can be reused for inter-layer MV scaling. Simulation results reportedly show no coding efficiency change in SHM-1.1 IntraBL mode and RefIdx mode. The encoding time is roughly unchanged, and the decoding time is reduced by 2% and 1% for IntraBL mode and RefIdx mode, respectively.

Presentation deck not uploaded.
For the aspect of BL MV scaling unified with TMVP scaling, the commonalities of the approach were checked by the proponents of SCE5.1.6. It is confirmed that the method is consistent and generalizes for arbitrary scaling ratios. Decision: Adopt the division-free MV scaling from M0133.

For the second aspect of the proposal (division-free computation of the sample position derivation scaling factor), which seems to be similar to the approach of AVC-SVC, further study is recommended (e.g. necessary amount of shift depending on picture size), but several experts expressed opinion that this needs some change in the current spec. Furthermore, the derivation of the base layer upsampling position is currently specified by a division, whereas the software uses the method of AVC-SVC. BoG (Jianle Chen) to further investigate, and if possible suggest a solution. Revisit.
JCTVC-M0325 Non-SCE5: On inter layer motion prediction in reference index based SHVC [J. Chen, V. Seregin, X. Li, M. Karczewicz (Qualcomm)]

This document provides a sequence level indication of temporal motion prediction and interlayer motion prediction in reference index based SHVC.

(similar to the idea of M0120)

The purpose is to inform the decoder by the beginning of sequence decoding whether it is necessary to allocate memory for the motion vectors. This does not change the maximum amount of memory that eventually needs to be allocated.

The decoding process would not change by the proposed flag. One expert points out that conceptually this would rather be an SEI message (helping to improve decoder implementation).

No urgency for action. Seems to be rather implementation specific. Further study.
JCTVC-M0284 Non-SCE 5: Crosscheck MTK's proposal [C. Kim, B. Jeon (LG)] [late]

JCTVC-M0286 Cross-check of Non-SCE5 [J. Xu (Sony)] [late]
JCTVC-M0065 On collocated picture and low-delay checking for SHVC ref_idx framework [Y. Lin, X. Zheng, X. Chen, J. Zheng (HiSilicon)]

This contribution proposes two parts for SHVC ref_idx framework: 

1) add constraint on collocated picture signalling for storage reduction prediction, such that the signalled collocated picture shall be an inter-layer reference picture rather than a temporal reference picture for non-base layer coding. A flag in SPS extension is used to indicate the bitstream constraint. As a result, decoder only needs to store motion information in the inter-layer reference picture, not to store that of temporal reference pictures. 

2) modification to low-delay checking process for coding efficiency improvement. Low-delay flag is set to true if collocated picture is an inter-layer reference picture. The modification is considered as slice-level change since the low-delay checking is performed at slice-level in SHM1.1 reference software. Test results reportedly show the proposed modification achieves overall BD-rate saving of -0.4%, -0.4% and -0.5% over SHM1.1 for spatial 2x, 1.5x and SNR cases in RA configuration under common test conditions.
About 1): This is said to be intended as a bitstream constraint at specific profile/level specifications. It would be premature to make such definitions before having a clear idea about profiles and levels.
About 2): The gains of 0.4%-0.5% in RA configurations look interesting, but in HEVC, the low-delay flag is determined at the block level, therefore it would not be applicable to the refidx approach. However, whereas HEVC spec defines it this way, the conditions would not change for all blocks of the slice. It may be implementation specific, whether this can be asserted as a low-level change or not. Further evidence should be provided.

JCTVC-M0240 Non-SCE5: Crosschecking Hisilicon’s JCTVC-M0065 On collocated picture and low-delay checking for SHVC ref_idx framework [X. Li (Qualcomm)] [late]

6.2.7 Motion/partition coding
JCTVC-M0070 Motion-based adaptive partition technique with an application on SHVC [J. Zan (Huawei)]

In the current HEVC standard, a few pre-defined CU partitions are evaluated during the RD optimization process. In this contribution, an adaptive CU partition algorithm is proposed, to improve motion compensation performance along the moving edges. This adaptive CU partition technique is based on motion compensation.

Very early work. Current results do not show benefit in terms of compression performance (0% gain/loss), and encoding/decoding times are slightly higher. Likely, the new partition mode is not chosen so far.

Q: How does arbitrary partitioning (e.g. 13x7) work with transforms which have dyadic size?
JCTVC-M0403 Cross-check of Motion-based adaptive partition technique with an application on SHVC (JCTVC-M0070) [A. Alshin, E. Alshina] [late] [miss]

6.2.8 Modifications to ref_idx scheme
JCTVC-M0135 On motion field compression in RefIdx mode [T.-D. Chuang, S. Liu, Y.-W. Huang, S. Lei (MediaTek)]

In SHM-1.0 RefIdx mode, the decoded base layer (BL) picture is upsampled and put into the reference pictures list of the enhancement layer (EL) as the inter-layer reference picture (ILRP). The motion field of the ILRP is filled with the upsampled motion field from BL. To reduce the buffer size, the motion field of the ILRP is compressed with the unit size of 16x16 samples after the motion mapping. The center MV of each 16x16 block is used to represent the MV of the 16x16 block after compression. However, in HEVC motion field compression, the above-left MV of the 16x16 block is used to represent the MV of the 16x16 block. For unification, it is proposed to use the above-left MV of the 16x16 block to represent the MV of the 16x16 block for ILRP motion field compression. Simulation results reportedly show no coding efficiency loss or run time change caused by the proposed unification.

Presentation deck not uploaded
Benefit not obvious.
JCTVC-M0361 Cross-check of motion field compression in RefIdx mode (JCTVC-M0135) [P. Onno (Canon)] [late]
JCTVC-M0192 Improved temporal motion vector prediction for reference index based SHVC [X. Xiu, Y. Ye, Y. He, Y. He (InterDigital)]

In this contribution, the temporal motion vector prediction (TMVP) process in the reference index based solution of SHVC Test Model (SHM1.0) is modified to reportedly improve the enhancement layer (EL) coding efficiency. First, it is proposed to modify the derivation processes of the selected reference list of the co-located PU and the target reference index of the current PU when generating the TMVP candidate of EL merge mode, such that the motion vector (MV) scaling operation could be skipped when possible. Second, it is proposed to place the TMVP candidate before the spatial candidates in the advanced motion vector prediction (AMVP) candidate list. In addition, the pruning is performed between the TMVP candidate and each spatial candidate to remove MV redundancy. Finally, given the constant zero MVs used for the inter-layer prediction (ILP) in reference index based SHVC, it is proposed to skip signaling MVs when the ILP picture is used. Experimental results show that the proposed tools reportedly achieve 0.1%, 0.8%, 0.6% and 0.6% BD-rate savings on average for AI, RA, LD-P and LD-B, respectively, compared to the anchors of the reference index based SHM1.0. 

The proposal would introduce block-level changes to the decoding process of the refidx framework. It shows benefit in compression by doing this.

As a general remark, JCT-VC plenary should further discuss what the concept of “HL syntax only” vs. “block level changes” means.
JCTVC-M0276 Cross-check results of JCTVC-M0192 [H. Lee, J. W. Kang, J. Lee (ETRI)] [late]

JCTVC-M0258 Modified Motion Vector Signalling and Prediction Under Reference Index Based SHVC [K. Misra, J. Zhao, A. Segall (Sharp)]

This document reports results for modified motion vector signalling and prediction when using the reference index based scalable extension of the high efficiency video codec (SHVC). The proposal combines the signaling and prediction changes proposed in JCTVC-L0251 and JCTVC-K0031. Specifically, (i) When the non-merge mode approach of signalling motion information is used in the enhancement layer and the base layer picture is referenced the signalling of the motion vector predictor flag and motion vector difference is skipped, and (ii) If the temporally collocated prediction unit refers their collocated base layer picture then an alternative motion vector predictor is obtained from the current base layer picture, scaled appropriately and used as the temporally collocated motion vector predictor. These changes are integrated within the SHM-1.0 software and their performance evaluated. The SHM-1.0 is modified to use an enhancement layer picture as the collocated picture when constructing the temporal motion vector predictor. The Bjontegaard Delta (BD) rate is measured with SHM-1.0 (reference index framework) used as anchors. The average luma BD rate changes for spatial scalability factors of 2, 1.5 and SNR cases are: -0.8%/-0.6%/-0.6% for random access configuration, -0.4%/-0.1%/0.0% for low delay P configuration, -0.4%/-0.1%/0.0% for low delay B configuration, -0.1%/-0.1%/* for all intra configuration.

Change (ii) listed above is also implemented as an update of the motion field mapped from the base layer. A replacement is carried out if the candidate enhancement layer motion information does not reference its own base layer. This change does not require any block level changes. When integrated within SHM-1.0 it yields the following average luma BD rate changes for spatial scalability factors of 2, 1.5 and SNR: -0.4%/-0.2%/-0.2% for random access configuration.

It is emphasized by the proponent that one intention is to study block-level changes in the refidx framework, which could eventually be invoked in a specific profile.

Proposal to use zero motion (as previously suggested in JCTVC-L0251) also requires block-level change of decoding process.

Further study of M0192 and M0258 in CE.
JCTVC-M0365 Cross-verification of Modified Motion Vector Signalling and Prediction Under Reference Index Based SHVC from Sharp [X. Xiu (InterDigital)] [late] 
6.2.9 Considerations relating to up-/downsampling filters

JCTVC-M0035 AHG13: Slice based upsampling filter for improved error resiliency [K. Ugur, M. M. Hannuksela (Nokia)]

In spatial scalability, base layer samples are upsampled to enhancement layer resolution and used as reference. If the base layer picture is coded with slices, samples close to the border of the slice are calculated using the samples from another slice. Similar to filtering across slice-boundaries, it is asserted that this increases error propagation and reduces the error resiliency when SHVC is used within error-prone environments. Similar to restricting filtering across slice boundaries, this contribution proposes an optional restriction on upsampling, so that sub-pixel samples never use integer samples from another slice. It is asserted that that the proposed functionality is already present SVC using the constrained_intra_resampling_flag syntax element.
The contribution proposes something somewhat similar to constrained_intra_resampling_flag in SVC.

But proposed as unrelated to intra – using boundary padding when a flag is enabled such that each slice of the base layer is upsampled separately.

The potential for visual artefacts was noted. The contributor had not checked for this, but suggested that it would be less problematic than some other effects, such as disabling of filtering across boundaries.
In any case, encoders should use intelligent selections of when to user inter-layer referencing and when not.

When the proposed flag is enabled, slice boundaries would be treated as picture boundaries for resampling.

For the filtered SNR scalability case, a similar handling would apply.

No simulation results were provided.

It was remarked that the contribution brings up more general questions about the right approach to region separation issues for loss resilience and other purposes.

Contributions relating to tile processing were suggested to be related.

Plan AHG.

An alternative solution is to have a semantic constraint on inter-layer prediction on slice boundaries rather than a normative decoder operation. 

For further study to provide unified solution for slices and tile boundaries.  General support for the concept, which was also supported in SVC.

JCTVC-M0188 Upsampling based on sampling grid information for aligned inter layer prediction [J. Dong, Y. Ye, Y. He (InterDigital)]

This contribution presents an upsampling scheme achieving aligned sampling grids between the EL and the upsampled BL pictures, even when the input BL and EL sequences have non-zero phase shift. The proposed upsampling scheme includes signalling sampling grid offsets between layers in the bitstream and incorporating the signalled offsets into phase filter selection. Simulation results were asserted to show that, when BL and EL sequences have non-zero phase shift, the proposed scheme outperforms SHM-1.0 significantly. In the RefIdx framework, the average {Y, U, V} gains were reported as {−8.8%, −10.4%, −10.5%}, {−6.6%, −4.8%, −4.4%}, {−6.2%, −4.1%, −4.0%}, and {−5.4%, −3.7%, −3.6%} for AI, RA, LDP, and LDB, respectively. Similar performance gain was asserted to apply the IntraBL framework.
It was remarked that sample position derivation had been discussed in Track B, and there had been a BoG set up to work on this (coordinated by J. Chen). It was remarked that there is a problem in the SHM text, and perhaps in the software in this area, and that the SHM text and software do not match.

The contribution proposes to signal relative sampling grid offsets.

It was questioned whether there is a clear need for adjustable luma grid alignment and that this adjustability results in a need for decoders to support more filters since decoders would need to support more phases than would otherwise be necessary for support of limited scaling ratios (e.g. just 2.0 and 1.5 and 1.0). It was remarked that when supporting "extended spatial scalability" (arbitrary resampling ratios), all phases need to be supported anyway. It was suggested to be more apparent that there is an application need for chroma grid alignment adjustability than for luma grid alignment adjustability.
See notes under review of JCTVC-M0465.

JCTVC-M0261 Crosscheck: Up-sampling based on sampling grid information for aligned inter layer prediction [W. Pu (Qualcomm)] [late]

JCTVC-M0231 AHG13: Signalling phase offset for upsampling in SHVC [K. Ugur, J. Lainema (Nokia)]

TBA.
See notes under review of JCTVC-M0465.
JCTVC-M0263 AHG13: SHVC Upsampling with phase offset adjustment [K. Minoo, D. Baylon, A. Luthra] [late]

TBA.
In SHM1.0, cross-layer pixel prediction is performed using separable, fixed filters that are identical for each dimension.  As a consequence, the phase offsets for the filters used for interpolation are fixed.  If the downsampling process introduces a phase offset in the base layer, different than the assumed downsampling process, the interpolation process may not be able to properly compensate for this with fixed phase offset filters.  This contribution proposes some ways to address this issue for SHVC.

Late contribution – initially uploaded 3 days past deadline.

Proposing PPS syntax, which could address interlace. Some support expressed for allowing additional flexibility.   

Proponent is not requesting adoption now because filter coefficients are not available.  No semantic restriction language to avoid overflow. 

Adaptive filters can also provide some coding efficiency gains, but encoder complexity increases significantly.

Rounding for phase determination is not required with this contribution, truncation can be done, which some architectures would do once per line.

JCTVC-M0322 Signalling of Phase Offset in Up-sampling Process [L. Guo, J. Chen, M. Karczewicz (Qualcomm)]

TBA.
See notes under review of JCTVC-M0465.
JCTVC-M0356 Cross-check for JCTVC-0322 signalling of phase offset in up-sampling process [J. Dong, Y. Ye (InterDigital)] [late] [miss]

JCTVC-M0425 About phase calculation and up-sampling filter coefficients in JCTVC-M0188 and JCTVC-M0322 [E. Alshina, A. Alshin] [late] 

TBA.
This report presents spectral characteristics analysis for new up-sampling filters proposed by InterDigital and Qualcomm for fractional positions not specified in SHVC Test Model 1/ SHVC Working Draft 1. A phase calculation bug in SHVC Test Model 1/ SHVC Working Draft 1 is reported and possible fixes are discussed.

The contribution asserts that the coefficients proposed in M0465 are considered to be well-designed based upon frequency analysis and consistent with current MC interpolation and upsampling filter, except for 3 phases, and alternatives are proposed.  No experimental results are proposed.

JCTVC-M0465

In spatial scalability coding, reference layer pictures are down-sampled versions of current layer pictures. The down-sampling locations are not normative part in the standard and can have different phase shifts. To avoid the mismatch between the down-sampling phase and the up-sampling phase, this contribution proposes to have indication of phase shift for the up-sampling process.  In addition, this contribution proposes to signal chroma sampling locations and define the up-sampling filters for all 16 phases.

Combines aspects of M0188, M0231, and M0322

Proposes sampling_grid_information syntax structure, called from SPS extension, which begins with a presence flag.  Applies only to SHVC and not MV-HEVC, so could consider applying conditions to send for SHVC but not MV-HEVC.

Question about what would happen if the base layer is interlaced.  Contribution as drafted is aimed at progressive not interlaced.

Normative change to upsampling process, both for phase calculation and filtering coefficients, as need to fill in all 16 positions. 

The usefulness of the chroma phase information was questioned.  

The decoding process proposed in this contribution could also be used for arbitrary resizing.

Related to AHG13.  The filter coefficients are related to SCE4.

The usefulness of the luma phase information was also questioned, the application need was questioned, as an encoder can control the downsampling, or pre-process to map the sampling grid.  Some participants considered mentioned applications which could make use of this tool, and pre-processing would involve considerable encoder complexity. 

Some experimental results were provided showing.

This solution vs adaptive filter is questioned.  Adaptive filter coefficient generation has to guarantee avoiding overflow.

The fractional accuracy required is unclear – could lower than 1/16 sample provide similar performance?

Items to study in a CE coordinated by E. Alsina:

· fractional pel accuracy

· filter coefficients

· source content with different characteristics.  Could consider using sequences generated for early drafts of CfP which had different phase offsets, which are available.   

· fixed vs adaptive 

6.2.10 Transforms in SHVC
JCTVC-M0033 On secondary transforms for Intra_BL residue [A. Saxena, F. Fernandes (Samsung)]

(No presenter available Fri 19:00 & 20:37.)
(Presentation chaired by G. Sullivan 24th Wed. p.m.)

In this contribution, a secondary transform scheme is provided for Intra_BL residue. A Rate-Distortion based secondary transform scheme is applied for the luma component of Intra_BL residue in the enhancement layer (EL) at block sizes 8x8 and larger of scalable video coding. For the chroma component and 4x4 luma Intra_BL residues, the standard DCT-like and DST-like (transforms already in SHM 1.0) are retained. Two sets of results are presented in this contribution: first when only one secondary transform is applied, and second when either of the two secondary transforms are applied. Results are also shown when a 8x8 rotational transform is used as a secondary transform. Simulation results reportedly show that the more complex variant of the proposal provides average luma gains of 1.4% and 0.9% for (BL+EL) are obtained for All Intra 2x and All Intra 1.5x settings, respectively, for the secondary transforms scheme presented in this contribution.
The contributor indicated that, in the scalability case, the larger gains are for larger blocks.

It was commented that the proposal seems like a general coding efficiency improvement proposal that proposes additional complexity for a purpose somewhat unrelated to scalability functionality. A participant remarked that the proposal also introduces undesirable irregularity in the transform stage.
No action.

JCTVC-M0307 Cross-check report of On secondary transforms for Intra_BL residue (JCTVC-M0033) [L. Guo (Qualcomm)]

6.2.11 Other scalable modalities
JCTVC-M0039 On lossless coding with SHVC [K. Ugur, H. Roodaki (Nokia)]
Coding a picture / video in two layers, where enhancement layer is coded in a lossless manner, is asserted to be useful for many applications (for example efficient lossless coding tools can be used in enhancement layer to improve coding efficiency in a backwards compatible way). HEVC and its draft scalable extension include mechanisms to achieve this operation, thanks to bypassing the transform and quantization mode indicated with transquant_bypass_flag. However, it is asserted that this operation cannot be easily used in because this operation is known to decoder after decoding the entire enhancement layer CUs and parsing the corresponding transquant_bypass_cu_flag syntax elements. The contribution proposed high level features indicating that the enhancement layer is used to achieve lossless coding operation so that SHVC could more efficiently support the aforementioned applications. It also proposed consideration of efficient lossless coding methods developed in range extensions work also for SHVC.

Several applications are mentioned that would benefit from such functionality (mostly in still picture coding).
Very small overhead compared to single layer (2.7% on average), whereas saving compared to single layer is around 15%.

· It was commented that we should seek advice from parent bodies about requirements, also identify relation with future needs of still picture extensions

· We would also need to identify the relationship with RExt activities for lossless coding, to the extent that this would be within the scope of RExt.
(Further discussion was chaired by G. Sullivan.)

No action.
JCTVC-M0176 [AHG16] Analysis of Single-Loop SNR Scalability using Binary Residual Refinement Coding [Christian Feldmann, Fabian Jäger, Mathias Wien (RWTH Aachen University)]

(Presentation chaired by G. Sullivan.)
In this document a performance and complexity analysis of single loop SNR scalability compared to the existing dual loop coding approach is presented. 

The single loop coding scheme was first proposed in JCTVC-L0154. It re-uses the SVC key picture concept and applies inter-layer prediction mechanisms which include an inherited coding tree and inter-layer prediction for inter and intra prediction tools. For residual coding, a binary residual refinement of the transform coefficients was proposed which is asserted to allow for re-writing of the multi-layer residual signal to a single layer residual.

The single loop coding scheme had been implemented into the SHV1.0 reference software. The encoder does not yet include RDOQ, and no multi-layer encoder decisions had been implemented. It was noted that this implies that sign data hiding and RDOQ are not used in the reported simulation results.

The contribution presented a comparison of the number of pixels using intra/inter/interlayer prediction, loop filtering, and residual reconstruction for SHM 1.0 and the proposed scheme. It was reported that the proposed single loop coding approach uses about 43% less motion compensation (on average) relative to SHM1.0. For the deblocking and SAO filters, usage rates of approximately 35% and 88% compared to SHM1.0 were reported for the random access configuration. For the all intra configuration, the number of samples modified by deblocking and SAO were reportedly about 44% and 70% compared to SHM 1.0.
SNR scalability coding efficiency losses of about 7%/9% for AI/RA were reported, relative to the IntraBL variant of SHM 1.0 with sign data hiding and RDOQ disabled in both.
The information in the contribution was welcomed, although the design did not seem sufficient mature, generally applicable or well-performing at this stage to alter our plan for near-term multi-loop design standardization. Further AHG study was planned to determine what might be achieved with a more mature design following such a scheme.

JCTVC-M0279 AHG16: Cross check report for JCTVC-M0176 analysis of single-loop SNR scalability using binary residual refinement coding [Kiran Misra, Andrew Segall (Sharp)] [miss]

JCTVC-M0197 AHG14: Color Gamut Scalable Video Coding using 3D LUT [Philippe Bordes, Pierre Andrivon, Roshanak Zakizadeh (Technicolor)]

This contribution proposes a new model of inter-layer prediction for color gamut scalable video coding based on 3D color Look-Up Tables (LUT). It is asserted the application requirements in term of color gamut scalable video coding is not limited to simple transformation between Base layer color space (ex: Rec.709) and Enhancement layer color space (ex: Rec.2020), but also the cases the Base layer and the Enhancement layer has been color graded differently.

It is asserted the size of the 3D LUT can be chosen to meet both the application complexity requirements and the BD-rate distortion trade-off: small size for describing simple color mapping transformation between Base layer and Enhancement layer, and larger size for representing more complex color differences in-between the layers.

It is reported the proposed 3D LUT model can be equivalent to the Gain-Offset model proposed in JCTVC-L0334, with appropriate 3D LUT parameters settings.

Some results are presented in 8 bits with two examples of color grading functions showing enhancement layer bit-rate savings between 13% and 29% (luma) and between 12% and 39% (chroma) compared to SHM1.0 for AI and RA SNR scalability scenarios, and enhancement layer bit-rate savings between 15% and 32% (luma) and between 15% and 41% (chroma) compared to SHM1.0 for AI and RA spatial scalability scenarios. Comparisons made with Gain-Offset model show enhancement layer bit rate saving between 5% and 20% (luma) and between 6% and 32% (chroma).

Comparisons made with Gain-Offset model in case of simple Rec.709/Rec.2020 color space conversion show the performances are equivalent.

Results were presented with an enhancement layer that was a “color graded” representation of the base layer, where “color grading” (color re-balancing) is part of the content creation process that captures a desired artistic intent and look/feel.
JCTVC-M0363 AHG14: Cross-check of Color Gamut Scalable Video Coding using 3D LUT (JCTVC-M0197) [E. François (Canon)] [late] 
JCTVC-M0214 AHG9/ AHG14: On Color Gamut Scalable Video Coding [S. Deshpande, L. Kerofsky, A. Segall (Sharp)]
The upcoming deployment of UHDTV devices and content will use a different color gamut than legacy devices.  Specifically, HD uses the ITU-R BT.709 recommendation, while UHDTV will use the ITU-R BT.2020 recommendation.  A key difference between these systems is that the color gamut of UHDTV is significantly larger than HD.  It is asserted that this will provide a more “life like” viewing experience, which is consistent with other UHDTV characteristics, such as high resolution.  A motivation for the proposed support for color gamut scalability is this difference between color gamuts of base and enhancement layers when complying with the ITU-R standards.  

This document proposes:

1. A new bit depth scaling process for reference pictures to support color gamut scalable coding. 

2. It additionally proposes signaling color gamut and bit depth information regarding each layer in VPS extension to support session negotiation allowing end devices to select layers to decode based on their bit depth and color support capability.

One part of the contribution is related to HL syntax – see BoG report M0450.

Further proceeding on color gamut:

· Collect test sequences

· Continue study in AHG, prepare experimental environment, define test cases etc. when test sequences are available

For bit-depth scalability stand-alone:

· The contribution has a combination of bit-depth extension currently developed in RExt work and scalable extension currently developed as SHVC,

· Benefit of low-to-high bit depth scalable coding without combination to color mapping to be shown (Note: L0229 was an information document that included some results).
JCTVC-M0229 AHG5: Backwards compatible enhancement of chroma format [K. Ugur, D. Bugdayci, M. M. Hannuksela (Nokia)]

This contribution proposes a backwards compatible chroma format enhancement method, where the base layer codes the 4:2:0 with HEVC version 1 and enhancement layer codes 4:4:4 U, V colour planes separately, each using the functionality indicated with separate_colour_plane_flag in HEVC. The enhancement layer colour components can optionally be predicted from the base layer components for improved coding efficiency. It is argued that the proposed method includes minimal changes to HEVC as it reuses the existing mechanisms already present in HEVC version 1. Several benefits of this approach over using SEI messages are discussed in the contribution.

Version 1 of this contribution includes experimental results showing that the proposed backwards compatible enhancement is achieved with using around 39% less bits over simulcast. When compared to single layer coding of 4:4:4, the scalability is reportedly achieved with around 13% penalty in coding efficiency. These results are generated without using base layer chroma samples as reference to code enhancement layer chroma samples and it is asserted that predicting enhancement layer chroma samples from base layer samples, the coding efficiency could be further improved. 

Inter-layer prediction is not applied. Proposal is to perform a simulcast of the chroma (UV) components of 4:2:0 and 4:4:4, whereas only one luma component is used.

Uses layer dependency in SPS extension to indicate the relation of the standalone "0:4:4" color with the luma from 4:2:0.

It was suggested to study the potential benefit from using inter-layer prediction.

Another suggestion was to consider sending supplemental colour planes as auxiliary pictures (similar to what has been done for sending alpha channels.

The functionality seems useful. Has some interaction with range extensions and SHVC. For further study in AHG.
6.2.12 Hybrid scalability

JCTVC-M0076 Evaluation of IBP-like coding structure and non-HEVC base layer for hybrid standard scalability [T. Yamamoto (Sharp)]

This contribution presents coding efficiency comparison between different coding structures (hierarchical B or IBP-like) as well as comparison among base layers coded with different codecs (HEVC or AVC) in the purpose of providing information that could be a basis of future considerations for hybrid standard scalability. It is asserted that SHVC potentially provides good gain even when base layer is coded with non-HEVC codec or with non hierarchical B coding structure.

In the experiments, coding performance is evaluated using SHM-1.0 software. Following base layer (BL) and enhancement layer (EL) combinations were evaluated.

(R)
HierB_on_HierB; 
BL: HEVC HierB,
EL: SHVC HierB (CTC RA).

(a) 
IBP_on_IBP;
BL: HEVC IBP-like,
EL: SHVC IBP-like.

(b)
HierBr_on_HierB;
BL: HEVC HierB,
EL: SHVC HierB (*1)

(c)
HierBr_on_IBP;
BL: HEVC IBP-like,
EL: SHVC HierB (*1).

(d)
IBPr_on_IBP;
BL: HEVC IBP-like,
EL: SHVC IBP-like (*1).

(e)
HierBr_on_HierBa;
BL: AVC HierB,
EL: SHVC HierB (*1) (CTC AVC-BL RA).

(f)
HierBr_on_IBPa;
BL: AVC IBP-like,
EL: SHVC HierB (*1).

(g)
IBPr_on_IBPa;
BL:AVC IBP-like,
EL: SHVC IBP-like (*1).


*1: Reconstructed base layer is used. (It means no inter-layer MV prediction.)

Information contribution – interesting that gain can be achieved with more independent codecs.
JCTVC-M0242 AHG-17: Crosschecking of complexity and performance analysis of SHM1.0 compare to HM8.1 simulcast (JCTVC-M0086) [X. Li (Qualcomm)] [late]

JCTVC-M0414 AHG15: Inter-layer motion-vector prediction using AVC base layer [K. Kawamura, T. Yoshino, S. Naito (KDDI)] [late]

This contribution reports the investigation of inter-layer motion-vector prediction using AVC base layer. This prediction consists of two parts. One part is to change of MV candidates order for the predicted MV in the merge mode. The other part is refinement of the predicted MV, which is similar manner of SVC. Additional results by combinations with MV compression and POC issues are also provided. 

Test 1 is introduction of an inter layer MV into SHM1.1 with a AVC base layer. The motion vector is uncompressed. BR reduction 1.4%

Test 2 is introduction of a compressed motion vector into the proposal 1. The anchor is the test 1. Increase 0.8%

Test 3 is correction of POC alignment. When the reference frame is not valid, a reference list is filled in zero. The anchor is the test 1. Reduction 0.1%

Test 4 is to change the order of motion vector candidate in the merge mode. The number of MV candidates in the merge mode increase from five to six. This is the same as the proposal 1 in the JCTVC-M0414. The anchor is the test 1. Reduction 0.1%

Test 5 is the MV refinement described in the proposal 2 in the JCTVC-M0414. Test 5 is combination of the proposal 4 and the proposal 5. The anchor is the test 1. Increase 0.5-0.6%

Test 6 is combination of proposal 2 and proposal 4. The anchor is the test 1. Decrease 0.1%

Gain generally similar to HEVC base layer.

Information of contribution is very welcome, but before action can be taken, the general systems architecture of hybrid scalable decoders needs more clarification – is it realistic to use the motion vectors?
6.3 HL syntax for range extensions and single-layer HEVC coding (5)
JCTVC-M0042 No display SEI message [J. Boyce, D. Hong, W. Jang (Vidyo)]
Chaired by Y-.K. Wang.  

A “no display” SEI message is proposed, which indicates that a coded picture be decoded but not displayed.  JCTVC-L0179 proposed the same SEI message as one of several options to enable a middle box to make a change to a coded bitstream to indicate that a particular picture not be displayed.  During the Geneva meeting, discussion on several SEI messages was postponed until after the technical freeze of HEVC version 1.  The meeting notes for the review of JCTVC-L0179 note at the end, “Tentative plan is to consider creating an SEI message in a future version.”  The proposed SEI message is suggested for adoption for the next HEVC release.

It is noted that the functionality provided by the proposal is the same as in the AVC full-frame freeze SEI message, but with simplified persistence characteristics.
Decision: Adopt (into RExt draft), with the persistence scope to be changed to apply to the associated picture.
JCTVC-M0146 VUI extension and SEI for chroma sampling filter [T. Chujoh (Tosiba), K. Kazui (Fujitsu Lab.), P. Topiwala, W. Dai, M. Krishnan (FastVDO LCC.)]

Since chroma formats that are called 4:2:0, 4:2:2 and 4:4:4 are used at the video coding technology, some kinds of chroma format conversions are needed when output video is translated or displayed. Although the sample location of chroma format can be specified at VUI in current draft specification, there is no information regarding chroma sampling filter. This contribution provides a framework to send recommended up-sampling and down-sampling filter coefficients for chroma format conversion by using VUI and SEI message. Especially, it is possible to solve a problem of error accumulation when chroma conversions are repeated.

Proposed method includes a new VUI syntax elements in an SPS extension and an SEI message.  If the VUI specifies a user-defined filter, the SEI message is used to carry the user-defined filter coefficients.

It was questioned why a specific entry in the VUI table was proposed for a particular filter that is not specified in any standard, and not just using a user defined entry. 

An alternative would be to use only an SEI message instead of a hybrid solution between a VUI and an SEI message.  

The contribution does not contain information about the normalization stage.

For further study.
JCTVC-M0281 Additional experiment results for frame packing arrangement SEI message for 4:4:4 content in 4:2:0 bitstreams [Y. Zhang, Y. Wu, S. Kanumuri, S. Sadhwani, G. J. Sullivan, H. S. Malvar (Microsoft)]

M0229 is somewhat related to this.
This contribution proposes a method to extend the use of the frame packing arrangement SEI message to represent 4:4:4 content in nominally 4:2:0 bitstreams. The contribution is an update of the prior contributions JCTVC-K0240 and JCTVC-L0316 that provides additional experiment results. With the proposed method, it is reported that one constituent frame (e.g. in a top-bottom packing or alternating-frame coding scheme) can be decoded compatibly as an ordinary 4:2:0 image, or can be supplemented with the data from another constituent frame to form a complete 4:4:4 image representation. It is proposed to include support for the additional scheme into the frame packing arrangement SEI message in both AVC and HEVC, to facilitate deployment of systems using this method. Since 4:2:0 is the most widely supported format in products, it is asserted that having an effective way of conveying 4:4:4 content through such decoders can provide the substantial benefit of enabling widespread near-term deployment of 4:4:4 capabilities (especially for screen content coding). The proposed method operates by packing the samples of a 4:4:4 frame into two 4:2:0 frames and encoding the two 4:2:0 frames as the constituent frames of a frame packing arrangement. The semantics of 'content_interpretation_type' are extended to signal this packing arrangement. The proposed scheme is asserted to be of high practical value for applications involving screen content. Relative to native 4:4:4 encoding, the proposed scheme can provide the advantage of compatibility with the ordinary 4:2:0 decoding process that is expected to be more widely supported in decoding products.

Proposes to use the frame packing SEI message for a different purpose than stereo support.  Proposed for both HEVC and AVC. 

Experimental results provided using the screen coding coding content, and also a comparison with the RExt 4:4:4 encoder, although it is noted that this contribution is specifically aimed at providing 4:4:4 when a 4:4:4 codec is not supported.  Provides a limited form of chroma format scalability using a main profile decoder.

Images are provided which illustrate some visual quality improvements vs. 4:2:0 coding.  A question raised about at what bitrate the proposed method outperforms 4:2:0 coding. 

Proposes a signaling method to provide chroma upsampling filter information.

3 new content interpretation types proposed.  Downsampling filtering operation for each type is provided, using simple filters.

Contribution does not address interlaced source.

Text provided, but without figures in the text, which would be useful.

For further study.  Request to have software and/or processed video sequences provided.   
JCTVC-M0126 Spatial substream definition [M. Arena (RAI), P. Sunna (RAI), G. Ballocca (Sisvel Technology)]

Withdrawn.
JCTVC-M0181 SEI message: independently decodable regions based on tiles [Y. Ye, Y. He, Y. He (InterDigital), X. Yang, P. Yue, Y. Zhang (Huawei), M. Horowitz (eBrisk Video)]

This is a follow-up proposal to JCTVC-L0049, JCTVC-K0116 and JCTVC-K0248. At the 11th and 12th JCT-VC meetings, it was proposed to add an SEI message to support independently decodable regions using tiles. Simulation results of the proposed SEI message showed that, for typical use case scenarios, the restrictions on motion compensated prediction as required by the proposed SEI message incur RD performance penalty of 1.4% and 2.5% when loop filter across tile boundary is disabled and enabled, respectively. Subjective viewing of the reconstructed video did not reveal noticeable coding artefacts. 

Address tiles only, not slices.

Identifies tile regions, and explicitly lists which tiles are contained within the region.

Some experimental results provided at QP = 22 only. 

Refer to discussion in JCTVC-M0235.
JCTVC-M0235 Motion-constrained tile sets SEI message [Y. Wu, G. J. Sullivan, Y. Zhang (Microsoft)]
This contribution proposes a "motion constrained tile sets" SEI message to indicate that inter prediction processes within one or more specified sets of tiles are constrained to reference only regions within each corresponding set of tiles in other pictures. Using the proposed SEI message, it would be possible for a decoder to correctly decode the specified set(s) of tiles within the pictures of a coded video sequence without needing to decode the entire content of each picture. It is asserted that the proposed SEI message can enable a form of complexity scalability for region-of-interest decoding and display, provide improved loss robustness, and enable enhanced decoder parallelism.

After submission of a first version of this contribution, the authors became aware of JCTVC-M0181 and the prior contributions that it references (JCTVC-K0116, JCTVC-K0248, and JCTVC-L0049). While the concepts are similar, the authors suggest that the syntax found in this proposal is more appropriate than that in JCTVC-M0181, as this contribution is asserted to enable rectangular regions of tiles to be grouped in a more logical and efficient fashion. Additionally, this contribution proposes a syntax element establishing a relationship with the pan-scan rectangle SEI message (as in the previous motion-constrained slice group SEI message) and proposes a tile set identifier syntax element.

Proposes a rectangular region which contains an integer number of tiles. 

Includes a pan scan rect.

Includes a motion constrained tile set id to identify the particular rectangular region.

Decision: Adopt (into RExt draft) with revised text to remove pan_scan_rect and change 4 parameters to 2 parameters.  A revised version with agreed syntax and semantics to be uploaded in a revision.
6.4 HL syntax in SHVC and 3D extensions (61)
6.4.1 Generic high-level syntax issues (7)
JCTVC-M0046 High-level syntax modifications for SHVC [J. Boyce, D. Hong, W. Jang (Vidyo)]

JCTVC-M0164 Layer identifier extension [B. Choi, Y. Cho, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)]
6.4.2 High-level syntax issues of joint interest with JCT-3V (?)

JCTVC-M0201 MV-HEVC/SHVC HLS: On access unit definition [M. M. Hannuksela (Nokia)]
It is suggested that, in the draft MV-HEVC and SHVC specifications, an access unit seems to be intended to be defined to contain one coded picture (with a particular value of nuh_layer_id) – although it is not clear that this was consciously decided by the JCT-VC. Another approach is to define an access unit to contain all pictures with the same POC value (and with any value of nuh_layer_id). This contribution compares the two approaches and asserts that the current access unit definition in MV-HEVC and SHVC is the better one in several ways: i) in terms of the number of specification text changes in HEVC version 1, ii) for HRD operation, and iii) for providing encoders flexibility in standards scalability and in determination of layer-specific prediction structures. The contribution advocates to retain (and clarify as necessary) that access unit definition of the current draft MV-HEVC and SHVC specifications.
It was asked whether we want to allow mixing of NAL units of different layers/views with the same POC. M0204 considers this. Disallowing this might have an impact on ultra-low-delay applications.

The HRD operation definition for CPB and DPB are affected (fullness fluctuation, temporary storage, etc.).

The possibility of different view component ordering characteristics (different "GOP" structures) in different layers was discussed. This seems like it could only be done if each view component is treated as a different "picture" / "access unit". This could affect cross-standards compatibility and coding efficiency (a relevant prior contribution was L0171).
M0204 was noted to be closely related.
JCTVC-M0264 AHG9: On some fundamental concepts in HEVC 3DV and scalable extensions [Y.-K. Wang, J. Chen, Y. Chen (Qualcomm)]

This document discusses some fundamental concepts in HEVC 3DV and scalable extensions, including picture, access unit (AU), coded video sequence (CVS), and bitstream. In particular, it proposed for
· AU to be defined to consist of all "elemental pictures" that pertain to a particular output time, similarly as in SVC and MVC,

· IRAP AU to be defined as an AU for which all "elemental pictures" are IRAP pictures, and IRAP AU shall contain a picture for each layer that has at least one picture in the CVS.

· CVS to be defined to consist of AUs starting from an IRAP AU up to but not including the next IRAP AU in decoding order.

JCT3V-D0045 contains basically the same content as this document.
This contribution advocated the alternative to the approach advocated in M0201.

M0045 proposed for a "picture" to be one "view component", but for an "access unit" to be all "pictures" with one output time.

Assuming that an AU is a set of contiguous NAL units in bitstream order, there are two relevant technical issues:

· Do we want to allow mixing different layers / view components with the same output time (e.g. for ultra-low-delay)?

· Do we want to allow different "GOP" structures for different view components? This is primarily a coding efficiency issue rather than a functionality or application requirement issue.
If the answer is 'no' to both issues, it seems like mostly just an editorial question (plus or minus some HRD details).

It was suggested that the first of the above issues seems more important to consider than the second. Having a definition of access unit that is similar in concept to that in AVC would be consistent with that.

For "picture", the group seemed to lean toward the concept that each AVC-style view component is a "picture" and each scalable layer is a different "picture".

It was requested for text to be drafted with this approach – YKW volunteered to coordinate preparation of such text – which was later provided in revision of the document.

Decision: Adopted the definition of AU (with current definition of "picture", which is one layer / view component).

Defer any open aspects of CVS & IRAP definitions for further study.
JCTVC-M0266 AHG9: On cross-layer alignments in HEVC 3DV and scalable extensions [Y.-K. Wang, A. K. Ramasubramonian, K. Rapaka, J. Chen, V. Seregin, Y. Chen (Qualcomm)]
This document discusses cross-layer alignment of IRAP pictures, IRAP picture types, leading pictures, relative POC values, "GOP structures", TSA pictures and STSA pictures, and proposes to add some related bitstream constraints or to relax some other related bitstream constraints.

JCT3V-D0046 contains basically the same content as this document.
M0096 and M0168 were noted to be related.
Currently specified to require IDR and BLA pictures to be aligned across layers, but not necessarily CRA pictures.

It was noted that there is an interaction with ultra-low-delay HRD, which is disallowed for CRA, such that changing an IDR to a CRA for purposes of escaping the alignment constraint would disable ultra-low-delay HRD operation.

The contribution proposes to remove that constraint for IDR pictures. Something similar is proposed in M0207 (using a different name for the "unconstrained IDR" pictures).
It was remarked that it seems important to enable "upswitching" with SPS activation in an enhancement layer without having an IDR in the base layer.

The contributor requested consideration of whether a bitstream could begin with a CRA or BLA in the base layer without an IRAP at the enhancement layer, and noted that this was discussed in M0206 and M0207. It was noted that the POC alignment constraint conflicts with this possibility, although it seems that we do not really need that constraint. See discussion of M0206 and M0207.
Generally, we plan to impose some significant constraints on alignment of cross-layer alignment of IRAP picture types, leading pictures, relative POC values, "GOP structures", and TSA pictures and STSA pictures. However, the specifics are deferred for further study.

JCTVC-M0206 MV-HEVC/SHVC HLS: Layer-wise startup of the decoding process [M. M. Hannuksela (Nokia)]
It is asserted that MV-HEVC and SHVC drafts do not allow starting the decoding process from a CRA picture (with nuh_layer_id equal to 0 and a particular POC value), when some of the pictures with the same POC value and with nuh_layer_id greater than 0 are non-IRAP pictures. It is proposed to allow such decoding operation with the following modifications: 

· The decoding of layers is started stepwise as follows:

· The decoding of an enhancement layer (with a particular nuh_layer_id value) is started from an IRAP picture in that enhancement layer, when the decoding of all reference layers of that enhancement layer has been started.

· The non-IRAP pictures with nuh_layer_id greater than 0 preceding, in decoding order, the first decoded IRAP picture with that nuh_layer_id value are not decoded. 

· NoRaslOutputFlag is derived for IRAP pictures in each layer and the generation of unavailable reference pictures is clarified to be specific to the current layer.

The functionality seems desirable if it is not difficult to achieve. See notes on M0266 and M0207. For further study.
JCTVC-M0207 MV-HEVC/SHVC HLS: Step-wise layer access (STLA) pictures [M. M. Hannuksela (Nokia)]
It is asserted in this contribution that it would be beneficial to enable activation of layer SPSs at non-IDR pictures for example to:

· Provide the encoder the flexibility to change coding modes controlled by syntax elements in the SPS separately for the enhancement layer than for the base layer, but not require the encoder to code an IDR picture across all layers when new active layer SPS is taken into use.

· Enable changing the spatial resolution of the enhancement layer, for example to reflect the resolution of the source pictures for encoding, without a need to code an IDR picture across all layers.

This contribution proposes: 

· A step-wise layer access (STLA) picture (STLA_N_LP and STLA_W_RADL), which is otherwise identical to an IDR picture with nuh_layer_id greater than 0 but needs not be aligned across layers.

· BLA pictures shall have nuh_layer_id equal to 0.

· If proposal 2 is accepted, STLA_N_LP and STLA_W_RADL are proposed to take the nal_unit_type values BLA_N_LP and BLA_W_RADL, respectively. Otherwise, STLA_N_LP and STLA_W_RADL are proposed to take nal_unit_type values RSV_IRAP_VCL22 and RSV_IRAP_VCL23, respectively.

This relates to the question of POC value alignment with respect to IDR alignment across layers.

BLA picture handling is also discussed.

The proposal is somewhat less flexible with respect to having more frequent RAP in the base layer than in the enhancement layer than what was proposed in M0266. It was suggested to consider whether to use the M0266 approach first and see if that suffices.
See notes on M0206 and M0266. For further study.
JCTVC-M0096 AHG 9: On enhancement layer CRA [C. Kim, Hendry, B. Jeon (LGE)]

This contribution discusses the use of a CRA NAL unit in an enhancement layer for random access purposes. It proposes to forbid inter-layer referencing at non-aligned enhancement-layer CRA points. It was commented that the current intent for this case is to allow layer upswitching rather than enhancement-layer random access. It was remarked that the proposal removes the efficient layer upswitching functionality, which is undesirable.

The issue of enhancement-layer random access is for further study (but this proposed solution does not seem adequate, since it removes other important functionality).
JCTVC-M0168 On random access point for HEVC extension [B. Choi, Y. Cho, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)]
Proposes to allow BLA pictures to not be cross-layer aligned. Relates closely to M0206 / M0207 / M0266. This aspect for further study. See notes on those contributions.
A second aspect proposed that an IRAP NAL unit of each layer with NoRaslOutputFlag equal to 1 may activate a new SPS for the corresponding layer. Decision: This was agreed.
The contribution discussed handling of RASL pictures in an enhancement layer, and the proposal seemed to request something that was already intended in the design – which can be clarified as necessary – i.e. that RASL pictures may occur in an enhancement layer.
Issues relating to higher layer pictures referencing RASL pictures in a lower level were discussed in the contribution. Participants suggested to try to establish constraints on what an encoder can do, in order to prevent pathological cases (rather than having the decoder react to certain conditions).

The proposal suggests to enable some IDR / CRA / BLA properties to be indicated in the AUD.
It was noted that the current specification does not specify how the decoder should react to an AUD with pic_type outside the range of 0..2. It was agreed that this was an oversight, since having a 3-bit syntax element with only two bits actually used seems to be a clear indication that the intent was to have some values reserved for future use and ignored if present. Corrective action (e.g. corrigendum if necessary) was agreed to be desirable to fix this editorial oversight.
Regarding the particular properties which we could indicate in the reserved pic_type values, further study was suggested. It also remained for further study or later resolution during the meeting to consider whether we will introduce new slice types that could indicate certain properties, and what cross-layer alignment constraints to impose on different IRAP types.

It was also discussed whether having the 4th bit not equal to 1 should also be considered a reserved case. It was agreed that this should just be considered non-conforming rather than reserved.

The allowed layer ID value for the AUD was discussed, and it was agreed that the value should correspond to the lowest VCL NAL unit layer ID in the AU.
JCTVC-M0045 High-level syntax modifications for HEVC extensions [J. Boyce, D. Hong, W. Jang (Vidyo)]

JCTVC-M0167 Parameter set property [B. Choi, Y. Cho, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)] [late]
JCTVC-M0208 AHG9: Comments on SHVC and MV-HEVC [S. Deshpande (Sharp)]

JCTVC-M0218 Inter-layer slice header syntax elements prediction in SHVC and MV-HEVC [D.-K. Kwon, M. Budagavi (TI)]

JCTVC-M0171 Slice header design for HEVC extension [B. Choi, Y. Cho, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)]

6.4.3 Random access and layer switching structures (6)
JCTVC-M0170 Temporal layer management for HEVC extension [B. Choi, Y. Cho, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)]

JCTVC-M0199 On flexible stream switching [P. Lopez, P. Bordes, F. Hiron (Technicolor)]
6.4.4 Parameter sets (10)
JCTVC-M0153 Extension parameter set [Y. Cho, B. Choi, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)]

JCTVC-M0163 On video parameter set extension [B. Choi, Y. Cho, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)]
JCTVC-M0211 AHG9: On Scaling List Signalling for SHVC [S. Liu, X. Zhang, S. Lei (MediaTek), K. Sato (Sony)]
JCTVC-M0268 AHG9: VPS and SPS designs in HEVC 3DV and scalable extensions [Y.-K. Wang, Y. Chen, A. K. Ramasubramonian (Qualcomm)]
JCTVC-M0134 AHG9: Inter-layer SPS prediction for HEVC extensions [T. Rusert (Ericsson)]

JCTVC-M0140 AHG9: Inter-layer RPS Prediction [S. Lu, K. Sato (Sony)]

JCTVC-M0165 On parameter set prediction [B. Choi, Y. Cho, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)]

6.4.5 Signalling for inter-layer processing (7)
JCTVC-M0152 Slice level inter-layer prediction signalling [Y. Cho, B. Choi, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)]
JCTVC-M0205 MV-HEVC/SHVC HLS: On inter-layer sample and syntax prediction indications [M. M. Hannuksela, K. Ugur (Nokia)]
JCTVC-M0129 AHG 9: Inter-layer Prediction Indication at Picture Level [Hendry, B. Jeon (LG), D.-K. Kwon, M. Budagavi (TI)]
JCTVC-M0151 AHG9: Inter-layer Prediction Signalling [K. Sato (Sony), T.-D. Chuang (MediaTek)]
JCTVC-M0203 AHG 9: Signalling Inter-layer Prediction Indication [Hendry (LG), M. M. Hannuksela, K. Ugur (Nokia), D.-K. Kwon (TI)]

JCTVC-M0209 AHG9: On Design for Signalling Inter-layer Prediction [S. Deshpande (Sharp)]
6.4.6 Reference picture signalling and management (8)
JCTVC-M0081 AHG9: On initialization process of reference picture lists for HEVC extensions [O. Nakagami, T. Suzuki (Sony)]

JCTVC-M0104 AHG 9: On order of inter-layer reference pictures in reference picture lists [Hendry, B. Jeon (LG)]
JCTVC-M0105 AHG 9: On position of inter-layer reference pictures in reference picture lists [Hendry, B. Jeon (LG)]

JCTVC-M0148 Signalling inter-layer reference picture positions [Y. Cho, B. Choi, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)]

JCTVC-M0150 Inter-layer reference picture set initialization [Y. Cho, B. Choi, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)] 

JCTVC-M0161 Reference picture marking process for HEVC extension [B. Choi, Y. Cho, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)]
JCTVC-M0162 Unused reference picture management [B. Choi, Y. Cho, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)]

JCTVC-M0269 AHG9: Signalling and derivation of inter-layer RPS for HEVC 3DV and scalable extensions [Y.-K. Wang, J. Chen, K. Rapaka, Y. Chen, X. Li, M. Karczewicz (Qualcomm)]
6.4.7 Signalling of cropped inter-layer reference (3)
JCTVC-M0180 On base layer video output in SHVC [Y He, J Dong, Y He (??)]

JCTVC-M0219 Reference-layer cropping offsets signalling in SHVC [D.-K. Kwon, M. Budagavi (TI)]

JCTVC-M0309 Signalling of extended spatial scalability for SHVC [A. K. Ramasubramonian, X. Li, Y. Chen, V. Seregin (Qualcomm)]

JCTVC-M0274 AHG9: On conformance-cropping-window-restricted inter-layer prediction [Y.-K. Wang, V. Seregin, J. Chen, X. Li, Y. Chen (Qualcomm)]

6.4.8 Inter-layer slice header prediction (2)
6.4.9 Parallel processing (4)
JCTVC-M0198 Independent tile upsampling for SHVC [K. Suehring, R. Skupin, Y. Sanchez, T. Schierl (Fraunhofer HHI)]

JCTVC-M0200 Layer decoding delay indication for SHVC and 3D/MV-HEVC [R. Skupin, K. Suehring, Y. Sanchez, T. Schierl (Fraunhofer HHI)]
JCTVC-M0202 Indication of tile boundary alignment [K. Suehring, R. Skupin, T. Schierl (Fraunhofer HHI)]

JCTVC-M0334 Parallel Processing Indications for Tiles in HEVC Extensions [K. Rapaka, W. Pu, X. Li, J. Chen, Y.-K. Wang, M. Karczewicz (Qualcomm)]

6.4.10 Special functionalities (3)
JCTVC-M0040 AHG9: Using SHVC for adaptive resolution change and efficient trick mode [K. Ugur, H. Roodaki, M. M. Hannuksela (Nokia)]

JCTVC-M0204 Ultra-low delay multi-layer decoding by interleaving of decoding units in SHVC and 3D/MV-HEVC [K. Suehring, R. Skupin, Y. Sanchez, T. Schierl (Fraunhofer HHI)]

(Presented initially in joint discussion with JCT-3V Sat 20th pm, but not closed in that discussion.)
The contribution proposes to allow a bitstream layout that enables multi-layer ultra-low delay decoding operation by parallel decoding of pictures. Decoding units belonging to different layers/views would be allowed to be interleaved within an access unit. The order is constrained in a way that all necessary reference layer/view data shall be available before sending an enhancement layer decoding unit. In addition this contribution proposes a clarification on the definition of access units and coded pictures in multi-layer coding environments.
A definition of access unit was adopted that can make this feasible. Consideration of whether to allow mixing of NAL units of different layers, ordering constraints within such a mixture, and any additional HLS needs to support this are for further study.
JCTVC-M0277 A Use Case and High Level Syntax of SHVC: Scalability Based Region of Interest [C. Auyeung, J. Xu, O. Nakagami, A. Tabatabai (Sony)]

6.4.11 Sub-bitstream extraction (2)

JCTVC-M0131 AHG 9: Sub-bitstream extraction for pictures not needed for inter-layer prediction [Hendry, B. Jeon (LG)]
JCTVC-M0272 AHG9: Multi-mode bitstream extraction in HEVC 3DV and scalable extensions [Y.-K. Wang, Y. Chen, A. K. Ramasubramonian (Qualcomm)]

6.4.12 Hypothetical reference decoder (HRD) and DPB management (5)
JCTVC-M0169 Decoded picture buffer for HEVC extension [B. Choi, Y. Cho, M. W. Park, J. Y. Lee, J. Yoon, H. Wey, C. Kim (Samsung)]
JCTVC-M0270 AHG9: On DPB operations in HEVC 3DV and scalable extensions [Y. Chen, Y.-K. Wang, A. K. Ramasubramonian (Qualcomm)]

JCTVC-M0130 AHG 9: Signalling required DPB size for in layer set [Hendry, B. Jeon (LG), D.-K. Kwon, M. Budagavi (TI)]
JCTVC-M0210 AHG9: On Signalling DPB Parameters and DPB Operation [S. Deshpande (Sharp)]
JCTVC-M0254 Consideration of buffer management issues and layer management in HEVC scalability [Sam Narasimhan, Ajay Luthra]

6.4.13 SEI messages (4)
JCTVC-M0043 Layers present SEI message [J. Boyce, D. Hong, W. Jang (Vidyo)]
JCTVC-M0044 Layers display info SEI message [J. Boyce, D. Hong, W. Jang (Vidyo)]
For further study.
JCTVC-M0212 AHG9: On Output Layer Sets Change Signalling [S. Deshpande (Sharp)]

6.5 Interlaced scan and field-based video coding
JCTVC-M0441 HM software modifications for interlaced coding [Zineb Agyo, Jerome Vieron, Jean-Marc Thiesse] [late]

There was action taken at the last meeting to improve HM handling of interlaced video content (ref. JCTVC-L0187). Follow-up work has been ongoing together with the software coordinator. Further refinement is delegated to the software coordinator.
6.6 Non-normative: Encoder optimization, decoder speed improvement, post filtering, loss concealment, rate control
6.6.1 Rate control
JCTVC-M0036 Adaptive bit allocation for R-lambda model rate control in HM [B. Li, H. Li, L. Li (USTC)]
Improvements of the R-lambda rate control in HM. Reports that fixed-QP encoding benefit relative to rate control is in the range of 1-2%.
Also includes reported bug fix for intra rate control.

The initial version of the contribution did not include intra. A modification was provided later that included intra, in response to M0257.

(Initially reviewed in BoG M0460 chaired by A. Duenas.)

This document presents an adaptive bit allocation algorithm to improve the R-lambda model rate control algorithm in HM. With the proposed adaptive bit allocation algorithm, when targeting the HM-10.0 anchor bitrate, the coding efficiency is improved by about 2.9%, 2.9%, 1.9%, and 2.0% for RA-Main, RA-Main10, LB-Main, and LB-Main10 respectively (Class F sequences excluded). The average performance gap between enabling rate control algorithm and HM-10.0 anchor is about 2.4%, 2.3%, 1.9%, and 1.9% for RA-Main, RA-Main10, LB-Main, and LB-Main10 respectively (Class F sequences excluded). The bitrate accuracy is also improved a little.

This document also presents several modifications to support intra picture rate control better. This document applies a unified model and parameter updating method for both intra and inter pictures. With the modifications for intra coded pictures, the average Y BD-Rate gap between the R-lambda model rate control algorithm and HM-10.0 anchor are 0.8%, 0.7%, 2.5%, 2.4%, 1.8%, 1.7%, 1.1%, and 0.9% for AI-Main, AI-Main10, RA-Main, RA-Main10, LB-Main, LB-Main10, LP-Main, and LP-Main10 respectively. The average sequence level bit rate error are 0.00%, 0.00%, 0.18%, 0.19%, 0.07%, 0.11%, 0.09%, and 0.10% for AI-Main, AI-Main10, RA-Main, RA-Main10, LB-Main, LB-Main10, LP-Main, and LP-Main10 respectively.

The BoG recommended adoption on future versions of the reference software model for HEVC of the enhancements that are not related to intra picture that are presented on this contribution and thanked USTC for their work on this contribution and the improvement of the reference software model for HEVC.

Decision (SW): BoG recommendation confirmed (not high priority).

JCTVC-M0434 Cross-check of JCTVC-M0036 [J. Xu (Microsoft)] [late]

JCTVC-M0037 Rate control by R-lambda model for SHVC [L. Li, B. Li, H. Li (USTC)]

Reports on some issues and needs for harmonization in SHM with techniques in HM.
(Initially reviewed in BoG M0460 chaired by A. Duenas.)

This contribution extends the R-λ model based rate control algorithm in HEVC to SHVC. The proposed algorithm was implemented in SHM-1.0 for both the ref_idx framework and Intra_BL framework. When targeting the bitrate of enhancement layer of SHM-1.0 anchor, the average bitrate errors (the difference of the target bitrate and the actual bitrate) of the proposed algorithm are about 0.01%~0.14% for different cases, the average luma BD-rate compared to the anchor is about 2.5%~4.4%.

It was noted that they are potential improvement to be done to the current R-λ model based rate control algorithm in SHVC and this proposal address some of them.

The BoG recommended adoption of this contribution on future versions of the reference software model for SHVC and thanked USTC for their work on this contribution the improvement of the reference software model for SHVC.

Decision (SW): BoG recommendation confirmed.
JCTVC-M0415 Crosscheck for Rate control by R-lambda model for SHVC (JCTVC-M0037) [W. Zhang, Y. Chiu (Intel)] [late] 

JCTVC-M0257 Intra Frame Rate Control Based on SATD [M. Karczewicz, X. Wang (Qualcomm)]

Proposes rate control enhancements for intra coding.
(Initially reviewed in BoG M0460 chaired by A. Duenas.)

In this contribution, an R-λ model based rate control scheme for intra frame/slice is proposed for HEVC. The proposed rate control algorithm is implemented on HM-10.0. Compared with the existing rate control algorithm in HM-10.0, it is asserted that the proposed algorithm provides more accurate matching of target rate while maintaining similar coding efficiency.
Presentation not yet uploaded.
It was mentioned that several of the proposed ideas have been also presented on JCTVC-M0036.
The differences between this proposal and JCTVC-M0036 were discussed, and it was mentioned that they do actually have many similarities and that JCTVC-M0257 has some enhancements in addition to what is proposed on JCTVC-M0036.
The BoG recommended adoption of this contribution on future versions of the reference software model for HEVC and thanked Qualcomm for their work on this contribution.

In JCT-VC review, it was commented that there may concern if the scheme shifts bits away from the enhancement layer. The cross-checker indicated that this was not the case – that more bits are actually allocated to the enhancement layer by the scheme.

Decision (SW): BoG recommendation confirmed (for integration after M0036).
6.6.2 Encoder optimization
JCTVC-M0259 Encoder Optimization for SHVC: Enhancement Layer Lambda Refinement in RA Configurations [X. Li, J. Chen, M. Karczewicz (Qualcomm)]

(Initially reviewed in BoG M0460 chaired by A. Duenas.)

For SHVC, R-D optimization enhancement for EL. 0.8% gain was reported for TextureBL and RefIdx for RA.
In this proposal, an enhancement layer encoder optimization method is proposed for SHVC RA configurations. Lagrange multiplier in rate-distortion module of enhancement layer is refined based on temporal level, resolution ratio and QP gap between base and enhancement layer. It is reported that on average 0.8%, 1.1% and 1.2% BD-rate reduction was obtained for Y, U, and V components in both IBL and RefIdx frameworks.

The BoG recommended adoption of this contribution on future versions of the reference software model for SHVC and thanked Qualcomm for their work on this contribution and thanks Qualcomm for their work on this contribution the improvement of the reference software model for SHVC.
Decision (SW): BoG recommendation confirmed – enable by default.
JCTVC-M0343 Cross-check for Encoder Optimization for SHVC: Enhancement Layer Lambda Refinement in RA Configurations [E. Alshina] [late]

6.6.3 Software development

JCTVC-M0398 Multiview and multiview-video-plus-depth support in SHM [A. Hallapuro, Y. Yan, D. Rusanovskyy, M. M. Hannuksela] [late]

Presented in closing plenary.
In the JCTVC-L/JCT3V-C meetings, the specifications of MV-HEVC and SHVC were aligned to use a common basis. This contribution presented a software model (SM) that implements the MV-HEVC specification on top of the SHM v1.0 software and hence is asserted to provide functionality for collaborative development on aligned specifications for spatial and multi-view extensions of HEVC. In addition to quality/spatial scalability and multiview coding, the proposed SM can be used for Multiview Video plus Depth (MVD) data, mixed resolution MVD data (where the depth views have a different spatial resolution than the texture views) and asymmetric multi-view video data (where a base view has a lower spatial resolution than non-base views). All these configurations of SM are reportedly still aligned with the MV-HEVC and SHVC specifications. 

It is proposed to adopt the presented SM as a Test Model for collaborative development on aligned specifications for spatial, multi-view and MVD extensions of HEVC.
It was suggested to consider using this software as the primary SHVC software basis moving forward. However, the software had not been made available yet. The contributor volunteered to upload the software as a revision of the contribution.
Decision (SW): The SHM software development AHG was tasked with determining whether this is feasible and, if so, proceeding on that basis.
It is understood that normative technical proposal adoptions entail contribution of related software and work to integrate the software properly. It was asked whether this extends to multiple codebases, and concluded that for now participants may not be fully obligated to contribution to codebases other than the primary codebase for the project related to the proposal.
6.7 Withdrawn and unclear allocation

JCTVC-M0038 [Withdrawn]
JCTVC-M0050 [Withdrawn]

JCTVC-M0248 [Withdrawn]

JCTVC-M0332 [Withdrawn]

JCTVC-M0227 [Withdrawn]
JCTVC-M0228 Cross-check Non-SCE [P. Lei (Samsung)] [miss]

7 Plenary Discussions and BoG Reports

7.1 Project development
Report of tracks A and B Sunday morning plenary
Many tools were considered under aspects of complexity, for which a more consistent procedure had been developed during the last meeting. In terms of complexity assessment, the current SHM decoder in worst case could be equal or more complex than the sum of parallel operated simulcast decoders, due to the multi-loop approach. Some results unveil that potentially the EL decoder complexity could be reduced, e.g. TMVP was shown to provide less benefit in EL. A good tradeoff between compression performance and complexity should be offered.

More improvement of the complexity measurement procedure is also necessary, some inconsistencies were mentioned during discussions that should be resolved (BoG has been installed).

7.2 BoGs
JCTVC-M0436 Report of Non-3V high-level syntax BoG [M. M. Hannuksela]

Initial BoG report provided.
[Add notes as necessary from BoG report.]

· The BoG agreed that the use cases [copy from BoG report]. Agreed.

· M0044 is for further study.

· M0219 / M0309 / M0274:

· M0219 crops the reference layer. No action.

· M0309 sends offsets (in VPS) to specify the relative spatial alignment of the base & enhancement layers (without cropping the base layer). Regarding "region of interest scalability" – should the EL rectangle include regions without a corresponding base layer position? The prior SVC can do a (somewhat restricted) form of this. The entire BL region can be a subset of the EL region or the entire EL region can be a subset of the BL picture region. Decision: Adopt with that restricted form of "ROI" flexibility, but in SPS syntax rather than VPS (exact location left to editor discretion).

· M0274 proposes to allow inter-layer referencing of the region of the reference layer outside of the conformance cropping window. (The current draft specifies the reference to be bounded by the cropping rectangle.) Decision: Adopted (option A in M0274). Software will be provided for both HEVC and AVC base layer operation by the proponents.

· M0180 was basically a subset of M0274.

Should scaling factors other than 1.0, 1.5, 2.0 be supported? We currently have this capability in the syntax, but do not have the upsampling filter coefficients for intermediate positions in the draft or SHM.
It would be feasible, but it is not clear whether we need such a profile at this time.

If we don't have the flexibility in a profile, we don't need the coefficients.
It was remarked that we don't need it in the working draft, as it is not clear that we need such a profile.
We currently do not have phase offsets for luma or chroma in the WD or SHM.

Defer to later consideration when it becomes clear whether we need such a profile. Revisit.
JCTVC-M0449 BoG Report on reference layer sample location derivation in SHVC [J. Chen]

For the reference layer sample location derivation used for syntax prediction, the BoG recommended to the method from JCTVC-M0133 with shift bit equal to 16.

For the reference layer sample location derivation used in the resampling process, the BoG recommended the following:

· To adopt the method mentioned in section 2.2 of the BoG report, which is the method used in the current software, as proposed in JCTVC-M0188, JCTVC-M0322 and JCTVC-M0425 (not the entire proposals, but this element of them).

· Further study is needed on whether higher accuracy, larger shift bit.

· Suggest cleaning up the related software code sections containing the division operation which is disabled by default in the current SHM software.
(See additional comments in BoG report.)

Further discussed – chaired by J. Boyce.
Decision: Adopt the solution described above, as recommended by the BoG.

M0455 Complexity

In review of status on Tues a.m., the BoG recommended:

1. To continue AhG17 activity, including the worst case and average complexity evaluation. Need to continue measurement for both memory band-width and computations.

2. To report data relative to single layer decoder (on EL resolution).

3. In the case of several possible designs within the same basic architecture variation (i.e. different possible designs within pictures-based processing or within block-based operations), it is suggested to assume the optimal (lowest complexity) implementation for the worst case evaluation. (This may include pointer referencing rather than copying.)

4. To continue to consider both picture-based and block-based operation (e.g. for upsampling).

5. To include memory bandwidth measurement for reconstructed signal writing, MV mapping process and reading-writing during picture-based resampling.

6. Use spatial scalability ratio 1.5 for the worst case complexity evaluation (unless it will be decided that SHVC shall support arbitrary scalability ratios).

7. Complexity evaluation spreadsheet and s/w module will be released in several versions. Anchor is the same for both but “test” part will contain example of tool in each SCE category. AhG will prepare “anchor” part. SCE coordinators are mandated to take responsibility for “examples” preparation. 

8. Issues #2 and #3 needs clarification before complexity evaluation methodology can be finalized (for “SNR” case).

9. Consider collocated BL picture as an additional reference frame (compare to single layer decoder).

10. Interpretation of average complexity data (relation with power consumption) to be studied in AhG.

It was noted that the analysis spreadsheet does not address latency issues (e.g. the latency of whole-picture versus block-based upsampling operation).

The BoG recommendations were adopted; further refinement as needed will be done as AHG / CE activity, with the provided spreadsheet for worst-case memory bandwidth calcuation to use as the starting basis.
M0450 Joint BoG on HLS

Ongoing –reported Thurs 25th 1230.
Large BoG report – review notes to be added.
M0460 BoG on perf analysis and non-normative encoding enhancements

Reviewed – notes integrated into contribution-specific sections of the report.
8 Project planning
8.1 WD drafting and software

The following agreement was established: the editorial team has the discretion to not integrate recorded adoptions for which the available text is grossly inadequate (and cannot be fixed with a reasonable degree of effort), if such a situation hypothetically arises. In such an event, the text would record the decision of the committee without including a full integration of the available inadequate text.
8.2 Plans for improved efficiency and contribution consideration
The group considered it important to have the full design of proposals documented to enable proper study.

Adoptions need to be based on properly drafted working draft text (on normative elements) and HM encoder algorithm descriptions – relative to the existing drafts. Proposal contributions should also provide a software implementation (or at least such software should be made available for study and testing by other participants at the meeting, and software must be made available to cross-checkers in CEs).

Suggestions for future meetings included the following generally-supported principles:
· No review of normative contributions without WD text

· HM text strongly encouraged for non-normative contributions

· Early upload deadline to enable substantial study prior to the meeting
· Using a clock timer to ensure efficient proposal presentations (5 min) and discussions
The document upload deadline for the next meeting was planned to be 15 July 2013.
As general guidance, it was suggested to avoid usage of company names in document titles, software modules etc., and not to describe a technology by using a company name. Also, core experiment responsibility descriptions should name individuals, not companies. AHG reports and CE descriptions/summaries are considered to be the contributions of individuals, not companies.
8.3 General issues for CEs and TEs
Group coordinated experiments were planned. These fell into two categories:

· "Core experiments" (CEs) are the experiments for which there is a draft design and associated test model software that have been established.

· "Tool experiments" (TEs) are the coordinated experiments on coding tools at a more preliminary stage of work than those of "core experiments".

A preliminary description of each experiment is to be approved at the meeting at which the experiment plan is established.

It is possible to define sub-experiments within particular CEs and TEs, for example designated as CEX.a, CEX.b, etc., for a CEX, where X is the basic CE number.

As a general rule, it was agreed that each CE should be run under the same testing conditions using one software codebase, which should be based on the HM software codebase. An experiment is not to be established as a CE unless there is access given to the participants in (any part of) the CE to the software used to perform the experiments.

The general agreed common conditions for single-layer coding efficiency experiments were as described in the prior output document JCTVC-M1100.

A deadline of three weeks after the meeting was established for organizations to express their interest in participating in a CE to the CE coordinators and for finalization of the CE descriptions by the CE coordinator with the assistance and consensus of the CE participants.

Any change in the scope of what technology will be tested in a CE, beyond what is recorded in the meeting notes, requires discussion on the general JCT-VC reflector.

As a general rule, all CEs are expected to include software available to all participants of the CE, with software to be provided within two (calendar) weeks after the release of the relevant software basis (e.g. SHM, HM, or HM+RExt). Exceptions must be justified, discussed on the general JCT-VC reflector, and recorded in the abstract of the summary report.
Final CEs shall clearly describe specific tests to be performed, not describe vague activities. Activities of a less specific nature are delegated to Ad Hoc Groups rather than designated as CEs.

Experiment descriptions should be written in a way such that it is understood as a JCT-VC output document (written from an objective "third party perspective", not a company proponent perspective – e.g. referring to methods as "improved", "optimized" etc.). The experiment descriptions should generally not express opinions or suggest conclusions – rather, they should just describe what technology will be tested, how it will be tested, who will participate, etc. Responsibilities for contributions to CE work should identify individuals in addition to company names.

CE descriptions should not contain verbose descriptions of a technology (at least not unless the technology is not adequately documented elsewhere). Instead, the CE descriptions should refer to the relevant proposal contributions for any necessary further detail. However, the complete detail of what technology will be tested must be available – either in the CE description itself or in referenced documents that are also available in the JCT-VC document archive.

Those who proposed technology in the respective context (by this or the previous meeting) can propose a CE or CE sub-experiment. Harmonizations of multiple such proposals and minor refinements of proposed technology may also be considered. Other subjects would not be designated as CEs.

Any technology must have at least one cross-check partner to establish a CE – a single proponent is not enough. It is highly desirable have more than just one proponent and one cross-checker.

It is strongly recommended to plan resources carefully and not waste time on technology that may have little or no apparent benefit – it is also within the responsibility of the CE coordinator to take care of this.

A summary report written by the coordinator (with the assistance of the participants) is expected to be provided to the subsequent meeting. The review of the status of the work on the CE at the meeting is expected to rely heavily on the summary report, so it is important for that report to be well-prepared, thorough, and objective.
A non-final CE plan document was reviewed and given tentative approval during the meeting (with guidance expressed to suggest modifications to be made in a subsequent revision).
The CE description for each planned CE is described in an associated output document JCTVC-K11xx for CExx, where "xx" is the CE number (xx = 01, 02, etc.). Final CE plans are recorded as revisions of these documents.

It must be understood that the JCT-VC is not obligated to consider the test methodology or outcome of a CE as being adequate. Good results from a CE do not impose an obligation on the group to accept the result (e.g., if the expert judgment of the group is that further data is needed or that the test methodology was flawed).

Some agreements relating to CE activities were established as follows:

· Only qualified JCT-VC members can participate in a CE.
· Participation in a CE is possible without a commitment of submitting an input document to the next meeting.

· All software, results, documents produced in the CE should be announced and made available to all CE participants in a timely manner.

· If combinations of proposals are intended to be tested in a CE, the precise description shall be available with the final CE description; otherwise it cannot be claimed to be part of the CE.

8.4 Alternative procedure for handling complicated feature adoptions

The following alternative procedure had been approved at a preceding meeting as a method to be applied for more complicated feature adoptions:

1. Run CE + provide software + text, then, if successful,

2. Adopt into HM, including refinements of software and text (both normative & non-normative); then, if successful,

3. Adopt into WD and common conditions.

Of course, we have the freedom (e.g. for simple things) to skip step 2.

8.5 Common Conditions for HEVC Coding Experiments (to be updated)
No particular changes were noted w.r.t. prior CTC.


8.6 Software development (to be updated)
The software coordinator had already started integrating changes on top of the prior HM software, and proponents of adopted proposals are required to integrate their changes into the latest version, in coordination with the software coordinator, and test in this environment. All tools were planned to again be thoroughly tested after integration.
Any adopted proposals where software is not delivered by the scheduled date will be rejected.

The planned timeline for software releases was established as follows:

· HM 11.0 and SHM 2.0 should be available within 2 weeks after the meeting.
· HM 11.0+RExt should be available within 1 week after HM 11.0 availability.
· Availability of the range extensions software is expected 1 week after HM 9.0.

· 
8.7 Subjective verification test plan

Subjective verification is planned to be performed after finalization of standard. Contributions and planning toward the conduct of that testing should begin ASAP.
[To be discussed.]
9 Establishment of ad hoc groups
The ad hoc groups established to progress work on particular subject areas until the next meeting are described in the table below. The discussion list for all of these ad hoc groups will be the main JCT-VC reflector (jct-vc@lists.rwth-aachen.de).
	Title and Email Reflector
	Chairs
	Mtg

	JCT-VC project management (AHG1)
(jct-vc@lists.rwth-aachen.de)

· Coordinate overall JCT-VC interim efforts.
· Report on project status to JCT-VC reflector.
· Provide report to next meeting on project coordination status.
	G. J. Sullivan, J.-R. Ohm (co‑chairs)
	N

	HEVC test model editing and errata reporting (AHG2)
(jct-vc@lists.rwth-aachen.de)

· Produce and finalize JCTVC-M1002 HEVC Test Model 11 (HM 11) Encoder Description.
· Collect reports of errata for HEVC version 1 text specification.
· Gather and address comments for refinement of these documents.
· Coordinate with the Software development and HM software technical evaluation AhG to address issues relating to mismatches between software and text.
	B. Bross, K. McCann (co‑chairs), W.-J. Han, I. K. Kim, J.‑R. Ohm, K. Sugimoto, G. J. Sullivan, Y.‑K. Wang, T. Wiegand (vice‑chairs)
	N

	HEVC HM software development and software technical evaluation (AHG3)
(jct-vc@lists.rwth-aachen.de)

· Coordinate development of the HM software and its distribution

· Produce documentation of software usage for distribution with the software

· Prepare and deliver HM 11.0 software version and the reference configuration encodings according to JCTVC-L1100 common conditions (expected within 2 weeks after the meeting).

· Prepare and deliver additional "dot" version software releases and software branches as appropriate.
· Suggest configuration files for additional testing of tools.

· Coordinate with HEVC Test Model editing and Errata Reporting AhG to identify any mismatches between software and text.
	F. Bossen (chair),
D. Flynn, K. Sühring (vice‑chairs)
	N

	HEVC conformance test development (AHG4)

(jct-vc@lists.rwth-aachen.de)

· Study the requirements of HEVC conformance testing to ensure interoperability.

· Discuss the work plan needed to develop HEVC conformance testing.

· Study potential testing methodology to fulfil the requirements of HEVC conformance testing.

· Establish and coordinate bitstream exchange activities for HEVC.

· Study to develop a potential set of HEVC conformance bitstreams.
	T. Suzuki, W. Wan (co‑chairs)
	N

	HEVC range extensions development (AHG5)

(jct-vc@lists.rwth-aachen.de)

· Study aspects of the technical design and develop software relating to the support of non-4:2:0 chroma formats, bit depths beyond 8 bits, and auxiliary/alpha channel coding, in coordination with AHG7 and AHG18.
· Perform memory bandwidth analysis of the range extensions technical design its proposed modifications.
· Discuss and propose test conditions and test material for the development of the range extensions.
· Study techniques for colour conversion and resampling and their relationship to non-4:2:0 chroma coding.
	M. Naccari, C. Rosewarne (co‑chairs)
	N

	Range extensions draft text (AHG6)
(jct-vc@lists.rwth-aachen.de)

· Produce and finalize JCTVC-M1005 HEVC RExt draft text (HM 10-RExt-3).

· Gather and address comments for refinement of the text.

· Coordinate with AHG7.
	J. Sole (primary), D. Flynn, C. Rosewarne, T. Suzuki
	N

	Range extensions software development (AHG7)
(jct-vc@lists.rwth-aachen.de)

· Coordinate development of the HM RExt software and its distribution

· Produce documentation of software usage for distribution with the software

· Prepare and deliver HM 11.0-RExt-3.0 software version and the reference configuration encodings according to JCTVC-L1006.

· Prepare and deliver additional "dot" version software releases and software branches as appropriate.

· Perform analysis and reconfirmation checks of the behaviour of the draft design, and report the results of such analysis.

· Suggest configuration files for additional testing of tools.

· Coordinate with AHG6.
	D. Flynn, K. Sharman (co‑chairs)
	N

	Screen content coding (AHG8)

(jct-vc@lists.rwth-aachen.de)

· Study (lossy and lossless) coding tools and performance of HEVC and its range extensions on screen content.
· Evaluate and identify test material appropriate for screen content coding.
· Make recommendations for test conditions for screen content coding.

· Coordinate with finalization of the test conditions for CEs on lossless and screen content coding.
	H. Yu (chair), M. Budagavi, R. Cohen, A. Duenas, T. Lin, J. Xu (vice‑chairs)
	N

	High-level syntax for HEVC extensions (AHG9)
(jct-vc@lists.rwth-aachen.de)

· Identify opportunities for common approaches for multi-view and scalable high-level extensions of HEVC.

· Study NAL unit header, video parameter set, sequence parameter set, picture parameter set, and slice header syntax designs.

· Study SEI messages and VUI syntax designs needed for HEVC extensions.

· Study the hypothetical reference decoder (HRD) syntax and operations and the related text for bitstream conformance and decoder conformance.
· Assist in software development and text drafting for the high-level syntax in the HEVC extensions designs.
	M. M. Hannuksela (chair), J. Boyce, Y. Chen, A. Norkin, Y.‑K. Wang, (vice‑chairs)
	N

	SHVC core experiments (AHG10)

(jct-vc@lists.rwth-aachen.de)

· Establish configurations for SHVC core experiments

· Generate anchors used for SHVC core experiments

· Create reporting sheets for core experiments

· Provide configuration data to be used in SHVC CEs (within one week after SHM 2.0 software is available)
· Discuss and identify additional issues related to SHVC core experiments
	X. Li (chair), J. Boyce, P. Onno, Y. Ye (vice‑chairs)
	N

	SHVC text editing (AHG11)

(jct-vc@lists.rwth-aachen.de)

· Produce and finalize JCTVC-M1007 SHVC Test Model 2 (SHM 2) text.

· Produce and finalize JCTVC-M1008 SHVC text specification Draft 2.

· Gather and address comments for corrections and editorial improvements of these documents.

· Coordinate with the SHVC Software (SHM) development AHG to address issues relating to mismatches between software and text.
	J. Chen (chair), J. Boyce, M. M. Hannuksela Y. Ye (vice‑chairs)
	N

	SHVC software development (AHG12)

(jct-vc@lists.rwth-aachen.de)

· Prepare SHM 2.0 software (based on HM 10.1) for experimentation.

· Provide software to CEs within two weeks after the meeting.

· Bring software into alignment with HM 11 by the next meeting.
· Discuss and identify additional issues related to SHVC software.
	V. Seregin (chair), T. Chuang, Y. He, D. Kwon (vice‑chairs)
	N

	SHVC inter-layer filtering (AHG13)

(jct-vc@lists.rwth-aachen.de)

· Study alternative upsampling and downsampling filters for spatial scalability.
· Study candidate filters for SNR scalability.

· Study phase relationships for inter-layer filters.

· Identify alternative candidate resampling filters and distribute associated downsampled test material within 3 weeks after the meeting.

· Study resampling filters with ratios other than 1.5 and 2.0 (and 1.0).
· Discuss and identify additional issues related to inter-layer filtering.
	A. Segall (chair), E. Alshina. J. Chen, J. Dong, P. Topiwala, M. Zhou (vice‑chairs)
	N

	Colour gamut scalability (AHG14)

(jct-vc@lists.rwth-aachen.de)

· Study methods for colour gamut scalable coding.

· Study the interaction of colour gamut scalability with bit-depth or spatial scalability.

· Identify test sequences and test conditions.

· Discuss and identify additional issues related to colour gamut scalability.
	A. Segall (chair), P. Bordes, J. Dong, A. Duenas, L. Guo, and D.‑K. Kwon (vice‑chairs)
	N

	Hybrid codec scalability (AHG15)

(jct-vc@lists.rwth-aachen.de)

· Coordinate with AHG12 on software and anchor support for AVC base layer

· Study the rate-distortion benefits, complexity impact, and practicality of using inter-layer syntax prediction from AVC base layer

· Study signalling methods of AVC base layer properties in SHVC high-level syntax.
	J. Boyce, K. Kawamura (co‑chairs)
	N

	Single-loop scalability (AHG16)

(jct-vc@lists.rwth-aachen.de)

· Study and compare single-loop and multi-loop scalability (focus on SNR as the more demanding case).

· Analyze and compare the memory bandwidth of single-loop and multi-loop scalability.

· Study the rate-distortion performance and complexity impact of single-loop scalability using residual refinement techniques and by signalling inter-layer prediction restrictions on a multi-loop design.

· Study and analyze the performance and complexity impact of inter-layer inter prediction tools for single-loop and multi-loop scalability.
	M. Wien (chair), J. Boyce, M. Budagavi, K. Misra, K. Ugur (co-chairs)
	N

	SHVC complexity assessment (AHG17)

(jct-vc@lists.rwth-aachen.de)

· Study memory bandwidth, memory usage and computational complexity of scalable tools and methodologies to evaluate them

· Study restrictions to reduce memory bandwidth and complexity in scalable tools (e.g. restrictions on PU size, fractional-sample accuracy, inter-layer filters, use of bi-predictive PUs, reduction in the number of EL reference pictures etc.)
· Evaluate the impact of such restrictions on coding efficiency.
· Prepare a report analyzing performance and complexity of single-layer, simulcast, and scalable coding configurations for 1.0, 1.5, and 2.0 scalability cases.
	M. Budagavi (chair), E. Alshina, J. Dong, E. François, J. Kang, X. Li, A. Tabatabai (vice‑chairs)
	N

	High bit-rate & bit-depth operating points (AHG18)

(jct-vc@lists.rwth-aachen.de)

· Study the accuracy needed for internal processing elements to support bit depths up to 16-bits per sample

· Study relationship to lossless coding capability
· Verify rate-distortion optimization behaviour for high bit rates and high bit depths
· Study entropy coding operation and throughput at high bit rates and high bit depths and potential needs for associated design modification
· Identify test sequences and test conditions for testing high bit rate and high bit depth coding behaviour
· Prepare software implementation for technical investigation of new features intended for high bit rates and high bit depths
· Study coding performance at high bit-rate and high bit depth operating points and investigate the benefit over existing standards.
	K. Sharman (chair), E. François, H.-Y. Kim (vice‑chairs)
	N

	Verification test preparation (AHG19)

(jct-vc@lists.rwth-aachen.de)

· Identify test conditions and test sequences for verification of HEVC compression capability, including consideration of use case scenarios for random access and low delay operation

· Identify bit rates, picture resolutions and bit depths appropriate for HEVC verification

· Identify appropriate encoder usage for comparison of HEVC and AVC compression capability

· Communicate with subjective test coordinator to ensure test design validity
· Generate and collect candidate HEVC and AVC encoded bitstreams for HEVC verification testing
	T. K. Tan, V. Baroncini (co‑chairs), M. Karczewicz, W. Wan, J. Wen (vice‑chairs)
	N

	Chroma format scalability (AHG20)

(jct-vc@lists.rwth-aachen.de)

· Identify candidate designs and associated syntax representations for achieving chroma format scalability
· Develop software for testing of chroma format scalability designs
· Analyze compression and complexity characteristics of chroma format scalability

· Consider interactions and harmonization of chroma format scalability with regard to other forms of scalability, range extensions, and 3D extensions of HEVC
	A. Segall (chair), A. Duenas, K. Ugur (vice‑chairs)
	N

	Best-effort decoding with reduced decoding complexity (AHG21)

(jct-vc@lists.rwth-aachen.de)

· Identify use cases and key functional elements for application of reduced-complexity decoding processes for decoding of bitstreams encoded for HEVC and its extensions
· Analyze tradeoffs for optimization of video quality in the application of reduced-complexity decoding processes
· Particularly study characteristics of design and optimization for decoding processes with reduced bit depth
· Consider and analyze the impact of inter-picture dependencies and cross-region spatial prediction dependencies in the application of reduced-complexity decoding processes
· Study potential approaches to describe/specify the provision of best-effort decoding capabilities in the HEVC text specification
	D. Flynn, J. Sole (co‑chairs)
	N


10 Output documents (to be updated)
Planning of HM encoder description – plan to improve this in AHG work toward publishing as part of the RS standard. TBD whether this would be in v.1 of the RS standard or added later.

Issues in conformance: The situation has been improving. profile_idc and level_idc need to be correct, some HM 9 bitstreams not updated, some planned bitstreams missing, many bitstreams need updates for corrections of these issues and others. Coverage still needs improvement. Various combinations of tiles & slices & loop filtering control parameters, SEI messages, "corner cases".
The following documents were agreed to be produced or endorsed as outputs of the meeting. Names recorded below indicate those responsible for document production.

JCTVC-M1000 Meeting Report of 13th JCT-VC Meeting [G. J. Sullivan, J.-R. Ohm]

JCTVC-H1001 HEVC software guidelines [K. Suehring, D. Flynn, F. Bossen, (software coordinators)]

(Remains valid, although from a prior meeting.)
Disposition of comments report
JCTVC-M1002 High Efficiency Video Coding (HEVC) Test Model 11 (HM 11) Encoder Description [K. McCann (primary), B. Bross, W.-J. Han, I. K. Kim, K. Sugimoto, G. J. Sullivan] (WG 11 N 13574) [2013-07-15]
Remove JCTVC-L1003 High Efficiency Video Coding (HEVC) text specification draft 10 (for FDIS & Consent) [B. Bross (primary), W.-J. Han, J.-R. Ohm, G. J. Sullivan, Y.‑K. Wang, T. Wiegand] (WG 11 N 13333) [2013-03-01]
JCTVC-M1004 HEVC Conformance Draft 3 [T. Suzuki, W. Wan, G. J. Sullivan] (WG 11 N 13xxx ISO/IEC CD) [2013-05-10]
JCTVC-M1005 HEVC Range Extensions Draft 3 [D. Flynn, J. Sole, T. Suzuki] (WG 11 N 13569, Study of ISO/IEC PDAM) [2013-06-15]
Remains valid – not reissued JCTVC-L1006 Common test conditions and software reference configurations for HEVC range extensions [D. Flynn, K. Sharman] [2013-02-08]
JCTVC-M1007 SHVC Test Model 2 (SHM 2) [J. Chen, J. Boyce, Y. Ye, M. M. Hannuksela] (WG 11 N 13571) [2013-06-15]
Will contain encoder descript and will retain TextureRL.
JCTVC-M1008 SHVC Working Draft 2 [J. Chen, J. Boyce, Y. Ye, M. M. Hannuksela] (WG 11 N 13570) [2013-06-15]
Will contain RefIdx and upsampling.
JCTVC-M1009 Common SHM test conditions and software reference configurations [X. Li, J. Boyce, P. Onno, Y. Ye] [2013-04-26]
JCTVC-M1010 HEVC HM 11 Reference Software [F. Bossen, D. Flynn, K. Suehring] (WG 11 N 13575 Study of reference software) [2013-05-10]
Remains valid – not re-issued: JCTVC-L1100 Common HM test conditions and software reference configurations [F. Bossen]

(Remains valid, although from a prior meeting.)
Note that regardless of preliminary CE plans established earlier in the meeting were not considered binding on final CE plans as reviewed in closing plenary.
JCTVC-M1101 HEVC Scalable Extensions Core Experiment SCE1: Support for additional resampling phase shifts [E. Alshina, J. Dong, L. Guo (CE Coordinators)]

To test M0425, M0465, M0263. All filters are 8/4 taps for luma/chroma. (Only 1.5 and 2 × cases to be tested.)
JCTVC-M1102 HEVC Scalable Extensions Core Experiment SCE2: Combination of inter-layer syntax prediction and motion data compression [K. Sato, C. Gisquet (CE Coordinators)]

To test M0112 (BL position rounding), M0141 (BL motion data compresion), and probably M0258. Not testing things that affect the decoding process of the EL below the header level.
JCTVC-M1103 HEVC Scalable Extensions Core Experiment SCE3: Combined inter- and interlayer prediction [X. Li, P. Lai, D. Kwon, A. Saxena, X. Xiu (CE coordinators)]

It was suggested to test M0155 and M0189. Although roughly consistent with "refIdx plus inter-layer resampling plus ordinary syntax and decoding process" concept, these were relatively high complexity proposed modification. The estimated potential gain for 1.5 and 2.0 LDB cases was 2%.
No CE established.
JCTVC-M1103 HEVC Scalable Extensions Core Experiment SCE3: Inter-layer filtering [J. Chen, A. Segall, E. Alshina, S. Liu, J. Dong, J. Park (CE coordinators)]

To test M0273 (integer sample position filtering), M0267 (adaptive upsampling filter), M0183/M0089/M0253 (chroma enhancement using luma), M0114 (inter-layer SAO), M0215 (frame-level bilateral filter), M0055 (inter-layer de-ringing), M0224 (inter-layer directional filtering).
Plan to test ordinary scalable CTC plus LDP and SNR scalability.
JCTVC-M1101 through JCTVC-M1104 were reviewed in non-final form in closing plenary. A three week finalization period was authorized.

JCTVC-M1121 HEVC Range Extensions Core Experiment 1 (RCE1): Inter-component decorrelation methods [T. Nguyen (primary), J. Sole, J. Kim (CE coordinators)]
To test M0097 (LM chroma), M0412 (reduced-complexity LM chroma), and M0230 (adaptive in-loop inter-component prediction), including testing some variants and YUV & RGB & screen content as appropriate.
JCTVC-M1122 HEVC Range Extensions Core Experiment 2 (RCE2): Prediction and coding techniques for transform-skip blocks [R. Joshi (primary), P. Amon, R. Cohen, S. Lee, M. Naccari (CE coordinators)]
M0304 (Rice parameter modification), M0316 (Rice parameter modification), M0366 (Rice parameter modification)
M0333 (prediction residue rotation)
J0313/J0212/J0202 (horizontal/vertical scan order swap)
K0294 (coefficient order mirroring)
M0288 (extending DPCM mode to additional angular directions)

M0442 (inter DPCM).
M0351 (DPCM with quantization).

M0052 & M0193 modified DC and/or planar modes – possibly modified for some complexity reduction (to test mode changes separately and with combinations).
M0291 DC prediction mode change
Some YUV and some RGB. Some 10 bit and some 8 bits. Some 4:4:4 and some 4:2:2 and some 4:2:0.
Results for YUV and RGB to be reported separately (not averaged together).
JCTVC-M1123 HEVC Range Extensions Core Experiment 3 (RCE3) Intra coding method for screen content [L. Guo (CE coordinator)]
M0323 (palette mode), M0330 (multi-stage base colour and index map), M0350 (intra "motion compensation").
Both lossless and lossy, RGB and YUV, some non-screen content at 8 and 10 bits.
JCTVC-M1121 through JCTVC-M1123 were reviewed in non-final form in closing plenary. A three week finalization period was authorized.
11 Future meeting plans, expressions of thanks, and closing of the meeting
Future meeting plans were established according to the following guidelines:

· Meeting under ITU-T SG 16 auspices when it meets (starting meetings on the Monday or Tuesday of the first week and closing it on the Tuesday or Wednesday of the second week of the SG 16 meeting), and

· Otherwise meeting under ISO/IEC JTC 1/SC 29/WG 11 auspices when it meets (starting meetings on the Wednesday or Thursday prior to such meetings and closing it on the last day of the WG 11 meeting).

Some specific future meeting plans were established as follows:

· 25 July – 2 Aug. 2013 under WG 11 auspices in Vienna, AT.

· 23 Oct. – 1 Nov. 2013 under ITU-T auspices in Geneva, CH.
· 9–17 Jan. 2014 under WG 11 auspices in San Jose, US.
· 27 Mar. – 4 Apr. 2014 under WG 11 auspices in Valencia, ES.

· 30 June – 9 July 2014 under ITU-T auspices in Sapporo, JP.
The agreed document deadline for the July 2013 meeting is Monday 15 July. Moreover, it was agreed to start the meeting with SHVC HLS starting on the first day, SHVC CE work and related contributions starting on the second day, and RExt and other topics starting on the third day.
XXX was thanked for the excellent hosting of the 13th meeting of the JCT-VC. LG Electronics was thanked for providing viewing equipment used at the meeting.

The JCT-VC meeting was closed at approximately 1345 hours on Fri. 26 Apr. 2013.
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