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Summary

The Joint Collaborative Team on Video Coding (JCT-VC) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its eleventh meeting during 10–19 Oct 2012 at the Zhangjiang Riverfront Business Hotel, in Shanghai, CN. The JCT-VC meeting was held under the chairmanship of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany). For rapid access to particular topics in this report, a subject categorization is found (with hyperlinks) in section 1.14 of this document.
A meeting of JCT-VC ad hoc group (AHG) 9 (high level syntax) was held on Tuesday 9 Oct 2012. Discussions and recommendations of this AHG are in included in section 5.12, where decisions on these issues were made by the JCT plenary.

The JCT-VC meeting sessions began at approximately 0900 hours on Wednesday 10 Oct 2012. Meeting sessions were held on all days (including weekend days) until the meeting was closed at approximately 1300 hours on Friday 19 Oct. Approximately 235 people attended the JCT-VC meeting, and approximately 350 input documents were discussed. The meeting took place in a collocated fashion with a meeting of ISO/IEC WG 11 – one of the two parent bodies of the JCT-VC. The subject matter of the JCT-VC meeting activities consisted of work on the new next-generation video coding standardization project known as High Efficiency Video Coding (HEVC).

The primary goals of the meeting were to review the work that was performed in the interim period since the tenth JCT-VC meeting in producing the 8th HEVC Test Model (HM8) software and text and editing the 8th HEVC specification Draft (which was issued as an ISO/IEC Draft International Standard document), review the results from an interim Core Experiment (CE), review technical input documents, establish the 9th draft of the HEVC specification and the ninth version of the HEVC Test Model (HM9). An important topic of the meeting was the review of responses received in response to the joint Call for Proposals on Scalable Video Coding Technology issued in July 2012, and review of technical inputs towards the definition of HEVC range extensions into higher bit depths and non-4:2:0 colour sampling. A set of experiments was planned for further investigation of proposed technology, including 6 "tool experiments" relating to scalability and one "core experiment" for range extensions development.
In addition to experiment plan descriptions, the JCT-VC produced 8 other particularly important output documents from the meeting: the HEVC Test Model 9 (HM9), the HEVC specification draft 9 a.k.a. Study of Draft International Standard (SoDIS), a working draft for HEVC conformance testing, a working draft for HEVC range extensions, a preliminary design description of high-level syntax for HEVC extensions, a report of the results of the joint call for proposals (CfP) on scalable HEVC extensions, and two documents specifying common test conditions and software reference configurations for experiments – one for HEVC coding efficency experiments and one for HEVC range extension experiments.

For the organization and planning of its future work, the JCT-VC established 12 "ad hoc groups" (AHGs) to progress the work on particular subject areas. The next four JCT-VC meetings are planned for 14–23 Jan. 2013 under ITU-T auspices in Geneva, CH, 17–26 Apr. 2013 under WG 11 auspices in Incheon, KR, 24 July – 2 Aug. 2013 under WG 11 auspices in Vienna, AT, and 24–30 Oct. 2013 under ITU-T auspices in Geneva, CH.
The document distribution site http://phenix.it-sudparis.eu/jct/ was used for distribution of all documents.

The reflector to be used for discussions by the JCT-VC and all of its AHGs is the JCT-VC reflector:
jct-vc@lists.rwth-aachen.de hosted at RWTH Aachen University. For subscription to this list, see
http://mailman.rwth-aachen.de/mailman/listinfo/jct-vc.
Administrative topics
1.1 Organization

The ITU-T/ISO/IEC Joint Collaborative Team on Video Coding (JCT-VC) is a group of video coding experts from the ITU-T Study Group 16 Visual Coding Experts Group (VCEG) and the ISO/IEC JTC 1/ SC 29/ WG 11 Moving Picture Experts Group (MPEG). The parent bodies of the JCT-VC are ITU-T WP3/16 and ISO/IEC JTC 1/SC 29/WG 11.

The Joint Collaborative Team on Video Coding (JCT-VC) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its eleventh meeting during 10–19 Oct 2012 at the Zhangjiang Riverfront Business Hotel, in Shanghai, CN. The JCT-VC meeting was held under the chairmanship of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany).
A meeting of AHG 9 (high level syntax) was held on Tuesday 9 Oct 2012, the day before the JCT-VC meeting started, at the same meeting site.
1.2 Meeting logistics

The JCT-VC meeting sessions began at approximately 0900 hours on Wednesday 10 Oct. 2012. Meeting sessions were held on all days (including weekend days) until the meeting was closed at approximately 1300 hours on Friday 19 Oct. Approximately 235 people attended the JCT-VC meeting, and approximately 350 input documents were discussed. The meeting took place in a collocated fashion with a meeting of ISO/IEC JTC 1/ SC 29/ WG 11 – one of the two parent bodies of the JCT-VC. The subject matter of the JCT-VC meeting activities consisted of work on the new next-generation video coding standardization project known as High Efficiency Video Coding (HEVC) and its extensions.

Some statistics are provided below for historical reference purposes:

· 1st "A" meeting (Dresden, 2010-04):

188 people, 40 input documents

· 2nd "B" meeting (Geneva, 2010-07):

221 people, 120 input documents

· 3rd "C" meeting (Guangzhou, 2010-10):

244 people, 300 input documents

· 4th "D" meeting (Daegu, 2011-01):

248 people, 400 input documents

· 5th "E" meeting (Geneva, 2011-03):

226 people, 500 input documents

· 6th "F" meeting (Torino, 2011-07):

254 people, 700 input documents
· 7th "G" meeting (Geneva, 2011-11)

284 people, 1000 input documents

· 8th "H" meeting (San Jose, 2012-02)

255 people, 700 input documents

· 9th "I" meeting (Geneva, 2012-04/05)

241 people, 550 input documents

· 10th "J" meeting (Stockholm, 2012-07)

214 people, 550 input documents

· 11th "K" meeting (Shanghai, 2012-10)

235 people, 350 input documents

Information regarding logistics arrangements for the meeting had been provided at 
http://wftp3.itu.int/av-arch/jctvc-site/2012_10_K_Shanghai/.
1.3 Primary goals

The primary goals of the meeting were to review the work that was performed in the interim period since the tenth JCT-VC meeting in producing the 8th HEVC Test Model (HM8) software and text and editing the 8th HEVC specification Draft (which was issued as an ISO/IEC Draft International Standard document), review the results from an interim Core Experiment (CE), review technical input documents, establish the 9th draft of the HEVC specification and the ninth version of the HEVC Test Model (HM9). An important topic of the meeting was the review of responses received in response to the joint Call for Proposals on Scalable Video Coding Technology issued in July 2012, and review of technical inputs towards the definition of HEVC range extensions into higher bit depths and non-4:2:0 colour sampling. A set of experiments was planned for further investigation of proposed technology, including 6 "tool experiments" relating to scalability and one "core experiment" for range extensions development..
1.4 Documents and document handling considerations
1.4.1 General

The documents of the JCT-VC meeting are listed in Annex A of this report. The documents can be found at http://phenix.it-sudparis.eu/jct/.

Registration timestamps, initial upload timestamps, and final upload timestamps are listed in Annex A of this report.

The document registration and upload times and dates listed in Annex A and in headings for documents in this report are in Paris/Geneva time. Dates mentioned for purposes of describing events at the meeting (other than as contribution registration and upload times) follow the local time at the meeting facility.
Highlighting of recorded decisions in this report:

· Decisions made by the group that affect the normative content of the draft standard are identified in this report by prefixing the description of the decision with the string "Decision:".
· Decisions that affect the reference software but have no normative effect on the text are marked by the string "Decision (SW):".
· Decisions that fix a "bug" in the specification (an error, oversight, or messiness) are marked by the string "Decision (BF):".

· Decisions regarding things that correct the text to properly reflect the design intent, add supplemental remarks to the text, or clarify the text are marked by the string "Decision (Ed.):".
· Decisions regarding simplification or improvement of design consistency are marked by the string "Decision (Simp.):".

· Decisions regarding complexity reduction (in terms of processing cycles, memory capacity, memory bandwidth, line buffers, number of entropy-coding contexts, number of context-coded bins, etc.) … "Decision (Compl.):".
This meeting report is based primarily on notes taken by the chairs and projected for real-time review by the participants during the meeting discussions. The preliminary notes were also circulated publicly by ftp during the meeting on a daily basis. Considering the high workload of this meeting and the large number of contributions, it should be understood by the reader that 1) some notes may appear in abbreviated form, 2) summaries of the content of contributions are often based on abstracts provided by contributing proponents without an intent to imply endorsement of the views expressed therein, and 3) the depth of discussion of the content of the various contributions in this report is not uniform. Generally, the report is written to include as much discussion of the contributions and discussions as is feasible (in the interest of aiding study), although this approach may not result in the most polished output report.
1.4.2 Late and incomplete document considerations

The formal deadline for registering and uploading non-administrative contributions had been announced as Monday, 1 Oct. 2012.
Non-administrative documents uploaded after 2359 hours in Paris/Geneva time Tuesday 2 Oct. 2012 were considered "officially late".

Responses on the CfP on scalable coding technology (documents JCTVC-K0031 through JCTVC-K0052) were considered late in cases when description documents, bitstreams and decoder binaries had not been uploaded by Monday 1 Oct. 2012 Pacific time (Paris/Geneva + 9 hours), since the joint CfP mentioned an upload deadine of Oct. 1 without mentioning a specific time zone.

Most documents in the “late” category were CE reports or cross-verification reports, which are somewhat less problematic than late proposals for new action (and especially for new normative standardization action).

At this meeting, we again had a substantial amount of late document activity, but in general the early document deadline gave us a significantly better chance for thorough study of documents that were delivered in a timely fashion. The group strived to be conservative when discussing and considering the content of late documents, although no objections were raised regarding allowing some discussion in such cases.
All contribution documents with registration numbers JCTVC-K0290 to JCTVC-K0383 were registered after the "officially late" deadline (and therefore were also uploaded late). However, some documents in the "K0290+" range include break-out activity reports that were generated during the meeting, and are therefore better considered as report documents rather than as late contributions.

In many cases, contributions were also revised after the initial version was uploaded. The contribution document archive website retains publicly-accessible prior versions in such cases. The timing of late document availability for contributions is generally noted in the section discussing each contribution in this report.
One suggestion to assist with the issue of late submissions was to require the submitters of late contributions and late revisions to describe the characteristics of the late or revised (or missing) material at the beginning of discussion of the contribution. This was agreed to be a helpful approach to be followed at the meeting.

The following other technical design proposal contributions were registered on time but were uploaded late:

· JCTVC-K0049 (a proposal responding to the scalable coding technology CfP) [uploaded 10-02]

· JCTVC-K0189 (a high-level signalling proposal) [uploaded 10-04]

· JCTVC-K0197 (a proposal on PU merge candidates) [uploaded 10-08]

· JCTVC-K0289 (a proposal on deblocking filtering) [uploaded 10-05]
The following other profile/level proposal contributions were registered on time but were uploaded late:

· JCTVC-K0285 (a profile/level proposal) [uploaded 10-05]

· JCTVC-K0287 (profile/level comments) [uploaded 10-04]

· 
The following other documents not proposing normative technical content were registered on time but were uploaded late:

· JCTVC-K0288 (advocating the editorial removal of a feature not supported in the specified profile) [uploaded 10-03]
· 
· 
The following cross-verification reports were registered on time but were uploaded late: JCTVC-K0115 [uploaded 10-03 (see also below regarding this item)], JCTVC-K0147 [uploaded 10-06], JCTVC-K0148 [uploaded 10-06], JCTVC-K0178 [uploaded 10-03], JCTVC-K0185 [uploaded 10-08], JCTVC-K0187 [uploaded 10-06], JCTVC-K0194 [uploaded 10-04], JCTVC-K0195 [uploaded 10-05], JCTVC-K0196 [uploaded 10-04], JCTVC-K0198 [uploaded 10-09], JCTVC-K0242 [uploaded 10-05], JCTVC-K0244 [uploaded 10-04], JCTVC-K0252 [uploaded 10-04], JCTVC-K0266 [uploaded 10-05], JCTVC-K0267 [uploaded 10-08], JCTVC-K0275 [uploaded 10-05], JCTVC-K0278 [uploaded 10-04], JCTVC-K0280 [uploaded 10-11], JCTVC-K0281 [uploaded 10-05], JCTVC-K0284 [uploaded 10-11 (see also below regarding this item)].
The following document registrations were later cancelled, withdrawn, never provided, were cross-checks of a withdrawn document, or were registered in error: JCTVC-K0048, JCTVC-K0051, JCTVC-K0129, JCTVC-K0135, JCTVC-K0261, JCTVC-K0282, JCTVC-K0286, JCTVC-K0293, JCTVC-K0297, JCTVC-K0305, JCTVC-K0307, JCTVC-K0334, JCTVC-K0335, and JCTVC-K0340.
Ad hoc group interim activity reports, CE summary results reports, break-out activity reports, and information documents containing the results of experiments requested during the meeting are not included in the above list, as these are considered administrative report documents to which the uploading deadline is not applied.
As a general policy, missing documents were not to be presented, and late documents (and substantial revisions) could only be presented when sufficient time for studying was given after the upload. Again, an exception is applied for AHG reports, CE summaries, and other such reports which can only be produced after the availability of other input documents. There were no objections raised by the group regarding presentation of late contributions, although there was some expression of annoyance and remarks on the difficulty of dealing with late contributions and late revisions.
It was remarked that documents that are substantially revised after the initial upload are also a problem, as this becomes confusing, interferes with study, and puts an extra burden on synchronization of the discussion. This is especially a problem in cases where the initial upload is clearly incomplete, and in cases where it is difficult to figure out what parts were changed in a revision. For document contributions, revision marking is very helpful to indicate what has been changed. Also, the "comments" field on the web site can be used to indicate what is different in a revision.

"Placeholder" contribution documents that were basically empty of content, with perhaps only a brief abstract and some expression of an intent to provide a more complete submission as a revision, were considered unacceptable and were to be rejected in the document management system, as has been agreed since the third meeting.

The initial uploads of the following contribution documents were rejected as "placeholders" without any significant content and were not corrected until after the upload deadline:

· JCTVC-K0115 (a cross-check report submited by P. Kapsenberg of Intel, corrected by a late upload on 10-03)

· JCTVC-K0284 (a cross-check document submitted by G. Clare and F. Henry of Orange Labs, corrected by a late upload on 10-11)
· 
A few contributions had some problems relating to IPR declarations in the initial uploaded versions (missing declarations, declarations saying they were from the wrong companies, etc.). These issues were corrected by later uploaded versions in all cases (to the extent of the awareness of the chairs).
Some other errors were noticed in other initial document uploads (wrong document numbers in headers, etc.) which were generally sorted out in a reasonably timely fashion. The document web site contains an archive of each upload.

1.4.3 Measures to facilitate the consideration of contributions

It was agreed that, due to the continuingly high workload for this meeting, the group would try to rely more extensively on summary CE reports. For other contributions, it was agreed that generally presentations should not exceed 5 minutes to achieve a basic understanding of a proposal – with further review only if requested by the group. For cross-verification contributions, it was agreed that the group would ordinarily only review cross-checks for proposals that appear promising.

When considering cross-check contributions, it was agreed that, to the extent feasible, the following data should be collected:

· Subject (including document number).

· Whether common conditions were followed.

· Whether the results are complete.

· Whether the results match those reported by the contributor (within reasonable limits, such as minor compiler/platform differences).

· Whether the contributor studied the algorithm and software closely and has demonstrated adequate knowledge of the technology.

· Whether the contributor independently implemented the proposed technology feature, or at least compiled the software themselves.

· Any special comments and observations made by a cross-check contributor.

1.4.4 Outputs of the preceding meeting

The report documents of the previous meeting, particularly the meeting report JCTVC-J1000, the HEVC Test Model (HM) JCTVC-J1002, the Draft Specification JCTVC-J1003, and the Disposition of Comments JCTVC-J1004 were approved. The HM reference software produced by the AHG on software development and HM software technical evaluation was also approved.
The group was asked to review the prior meeting report for finalization. The meeting report was later approved without modification.
All output documents of the previous meeting and the software had been made available in a reasonably timely fashion.

The chairs asked if there were any issues regarding potential mismatches between perceived technical content prior to adoption and later integration efforts. It was also asked whether there was adequate clarity of precise description of the technology in the associated proposal contributions.

It was remarked that, in regard to software development efforts – for cases where "code cleanup" is a goal as well as integration of some intentional functional modification, it was emphasized that these two efforts should be conducted in separate integrations, so that it is possible to understand what is happening and to inspect the intentional functional modifications.
The need for establishing good communication with the software coordinators was also emphasized.

At previous meetings, it had been remarked that in some cases the software implementation of adopted proposals revealed that the description that had been the basis of the adoption apparently was not precise enough, so that the software unveiled details that were not known before (except possibly for CE participants who had studied the software). Also, there should be time to study combinations of different adopted tools with more detail prior to adoption.

CE descriptions need to be fully precise – this is intended as a method of enabling full study and testing of a specific technology.
Greater discipline in terms of what can be established as a CE may be an approach to helping with such issues. CEs should be more focused on testing just a few specific things, and the description should precisely define what is intended to be tested (available by the end of the meeting when the CE plan is approved).

It was noted that sometimes there is a problem of needing to look up other referenced documents, sometimes through multiple levels of linked references, to understand what technology is being discussed in a contribution – and that this often seems to happen with CE documents. It was emphasized that we need to have some reasonably understandable description, within a document, of what it is talking about.

Software study can be a useful and important element of adequate study; however, software availability is not a proper substitute for document clarity.

Software shared for CE purposes needs to be available with adequate time for study. Software of CEs should be available early, to enable close study by cross-checkers (not just provided shortly before the document upload deadline).
Issues of combinations between different features (e.g., different adopted features) also tend to sometimes arise in the work.
1.5 Attendance

The list of participants in the JCT-VC meeting can be found in Annex B of this report.

The meeting was open to those qualified to participate either in ITU-T WP3/16 or ISO/IEC JTC 1/‌SC 29/‌WG 11 (including experts who had been personally invited by the Chairs as permitted by ITU-T or ISO/IEC policies).

Participants had been reminded of the need to be properly qualified to attend. Those seeking further information regarding qualifications to attend future meetings may contact the Chairs.

1.6 Agenda

The agenda for the meeting was as follows:

· IPR policy reminder and declarations

· Contribution document allocation

· Reports of ad hoc group activities

· Reports of Core Experiment activities

· Review of results of previous meeting

· Consideration of contributions and communications on HEVC project guidance

· Consideration of HEVC technology proposal contributions

· Consideration of information contributions

· Coordination activities

· Future planning: Determination of next steps, discussion of working methods, communication practices, establishment of coordinated experiments, establishment of AHGs, meeting planning, refinement of expected standardization timeline, other planning issues

· Other business as appropriate for consideration

1.7 IPR policy reminder

Participants were reminded of the IPR policy established by the parent organizations of the JCT-VC and were referred to the parent body websites for further information. The IPR policy was summarized for the participants.

The ITU-T/ITU-R/ISO/IEC common patent policy shall apply. Participants were particularly reminded that contributions proposing normative technical content shall contain a non-binding informal notice of whether the submitter may have patent rights that would be necessary for implementation of the resulting standard. The notice shall indicate the category of anticipated licensing terms according to the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form.
This obligation is supplemental to, and does not replace, any existing obligations of parties to submit formal IPR declarations to ITU-T/ITU-R/ISO/IEC.

Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the common reporting form found on the database listed below) and to make verbal and/or document IPR reports within the JCT-VC as necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.

Some relevant links for organizational and IPR policy information are provided below:

· http://www.itu.int/ITU-T/ipr/index.html (common patent policy for ITU-T, ITU-R, ISO, and IEC, and guidelines and forms for formal reporting to the parent bodies)

· http://ftp3.itu.int/av-arch/jctvc-site (JCT-VC contribution templates)

· http://www.itu.int/ITU-T/studygroups/com16/jct-vc/index.html (JCT-VC general information and founding charter)

· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)

· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (JTC 1/ SC 29 Procedures)

It is noted that the ITU TSB director's AHG on IPR had issued a clarification of the IPR reporting process for ITU-T standards, as follows, per SG 16 TD 327 (GEN/16):

"TSB has reported to the TSB Director’s IPR Ad Hoc Group that they are receiving Patent Statement and Licensing Declaration forms regarding technology submitted in Contributions that may not yet be incorporated in a draft new or revised Recommendation. The IPR Ad Hoc Group observes that, while disclosure of patent information is strongly encouraged as early as possible, the premature submission of Patent Statement and Licensing Declaration forms is not an appropriate tool for such purpose.

In cases where a contributor wishes to disclose patents related to technology in Contributions, this can be done in the Contributions themselves, or informed verbally or otherwise in written form to the technical group (e.g. a Rapporteur’s group), disclosure which should then be duly noted in the meeting report for future reference and record keeping.

It should be noted that the TSB may not be able to meaningfully classify Patent Statement and Licensing Declaration forms for technology in Contributions, since sometimes there are no means to identify the exact work item to which the disclosure applies, or there is no way to ascertain whether the proposal in a Contribution would be adopted into a draft Recommendation.

Therefore, patent holders should submit the Patent Statement and Licensing Declaration form at the time the patent holder believes that the patent is essential to the implementation of a draft or approved Recommendation."
The chairs invited participants to make any necessary verbal reports of previously-unreported IPR in draft standards under preparation, and opened the floor for such reports: No such verbal reports were made.
1.8 Software copyright disclaimer header reminder

It was noted that, as had been agreed at the 5th meeting of the JCT-VC and approved by both parent bodies at their collocated meetings at that time, the HEVC reference software copyright license header language is the BSD license with preceding sentence declaring that contributor or third party rights are not granted, as recorded in N10791 of the 89th meeting of ISO/IEC JTC 1/‌SC 29/‌WG 11. Both ITU and ISO/IEC will be identified in the <OWNER> and <ORGANIZATION> tags in the header. This software is used in the process of designing the new HEVC standard and for evaluating proposals for technology to be included in this design. Additionally, after development of the coding technology, the software will be published by ITU-T and ISO/IEC as an example implementation of the HEVC standard and for use as the basis of products to promote adoption of the technology.

Different copyright statements shall not be committed to the committee software repository (in the absence of subsequent review and approval of any such actions). As noted previously, it must be further understood that any initially-adopted such copyright header statement language could further change in response to new information and guidance on the subject in the future.
1.9 Communication practices

The documents for the meeting can be found at http://phenix.it-sudparis.eu/jct/. For the first two JCT-VC meetings, the JCT-VC documents had been made available at http://ftp3.itu.int/av-arch/jctvc-site, and documents for the first two JCT-VC meetings remain archived there as well. That site was also used for distribution of the contribution document template and circulation of drafts of this meeting report.
JCT-VC email lists are managed through the site http://mailman.rwth-aachen.de/mailman/options/jct-vc, and to send email to the reflector, the email address is jct-vc@lists.rwth-aachen.de. Only members of the reflector can send email to the list. However, membership of the reflector is not limited to qualified JCT-VC participants.
It was emphasized that reflector subscriptions and email sent to the reflector must use real names when subscribing and sending messages and subscribers must respond to inquiries regarding the nature of their interest in the work.

It was emphasized that usually discussions concerning CEs and AHGs should be performed using the reflector. CE internal discussions should primarily be concerned with organizational issues. Substantial technical issues that are not reflected by the original CE plan should be openly discussed on the reflector. Any new developments that are result of private communication cannot be considered to be the result of the CE.
For the case of CE documents and AHG reports, email addresses of participants and contributors may be obscured or absent (and will be on request), although these will be available (in human readable format – possibly with some "obscurification") for primary CE coordinators and AHG chairs.

1.10 Terminology

Some terminology used in this report is explained below:

· AHG: Ad hoc group.
· AI: All-intra.

· AIF: Adaptive interpolation filtering.

· ALF: Adaptive loop filter.
· AMP: Asymmetric motion partitioning.

· AMVP: Adaptive motion vector prediction.

· 
· APS: Active parameter sets.

· 
· AU: Access unit.

· AUD: Access unit delimiter.

· AVC: Advanced video coding – the video coding standard formally published as ITU-T Recommendation H.264 and ISO/IEC 14496-10.

· BA: Block adaptive.

· BD: Bjøntegaard-delta – a method for measuring percentage bit rate savings at equal PSNR or decibels of PSNR benefit at equal bit rate (e.g., as described in document VCEG-M33 of April 2001).
· BL: Base layer.
· BoG: Break-out group.

· BR: Bit rate.

· CABAC: Context-adaptive binary arithmetic coding.

· CBF: Coded block flag(s).

· CD: Committee draft – the first formal ballot stage of the approval process in ISO/IEC.

· CE: Core experiment – a coordinated experiment conducted after the 3rd or subsequent JCT-VC meeting and approved to be considered a CE by the group.

· Consent: A step taken in ITU-T to formally consider a text as a candidate for final approval (the primary stage of the ITU-T "alternative approval process").

· CTC: Common test conditions.

· CVS: Coded video sequence.

· DCT: Discrete cosine transform (sometimes used loosely to refer to other transforms with conceptually similar characteristics).

· DCTIF: DCT-derived interpolation filter.

· DIS: Draft international standard – the second formal ballot stage of the approval process in ISO/IEC.

· DF: Deblocking filter.

· DT: Decoding time.

· EPB: Emulation prevention byte (as in the emulation_prevention_byte syntax element).
· EL: Enhancement layer.
· ET: Encoding time.

· 
· HE: High efficiency – a set of coding capabilities designed for enhanced compression performance (contrast with LC). Often loosely associated with RA.
· HEVC: High Efficiency Video Coding – the video coding standardization initiative under way in the JCT-VC.

· HLS: High-level syntax.

· HM: HEVC Test Model – a video coding design containing selected coding tools that constitutes our draft standard design – now also used especially in reference to the (non-normative) encoder algorithms (see WD and TM).
· IBDI: Internal bit-depth increase – a technique by which lower bit depth (8 bits per sample) source video is encoded using higher bit depth signal processing, ordinarily including higher bit depth reference picture storage (ordinarily 12 bits per sample).
· ILP: Inter-layer prediction (in scalable coding).
· IPCM: Intra pulse-code modulation (similar in spirit to IPCM in AVC).

· JM: Joint model – the primary software codebase that has been developed for the AVC standard.

· JSVM: Joint scalable video model – another software codebase that has been developed for the AVC standard, which includes support for scalable video coding extensions.

· LB or LDB: Low-delay B – the variant of the LD conditions that uses B pictures.

· LC: Low complexity – a set of coding capabilities designed for reduced implementation complexity (contrast with HE). Often loosely associated with LD.
· LD: Low delay – one of two sets of coding conditions designed to enable interactive real-time communication, with less emphasis on ease of random access (contrast with RA). Often loosely associated with LC. Typically refers to LB, although also applies to LP.
· LM: Linear model.

· LP or LDP: Low-delay P – the variant of the LD conditions that uses P frames.

· LUT: Look-up table.
· LTRP: Long-term reference pictures
· MANE: Media-aware network elements.

· MC: Motion compensation.
· MPEG: Moving picture experts group (WG 11, the parent body working group in ISO/IEC JTC 1/‌SC 29, one of the two parent bodies of the JCT-VC).

· MV: Motion vector.
· NAL: Network abstraction layer (as in AVC).

· NB: National body (usually used in reference to NBs of the WG 11 parent body).
· NSQT: Non-square quadtree.

· NUH: NAL unit header.

· NUT: NAL unit type (as in AVC).

· OBMC: Overlapped block motion compensation.

· PCP: Parallelization of context processing.
· POC: Picture order count.

· PPS: Picture parameter set (as in AVC).

· QM: Quantization matrix (as in AVC).

· QP: Quantization parameter (as in AVC, sometimes confused with quantization step size).

· QT: Quadtree.
· RA: Random access – a set of coding conditions designed to enable relatively-frequent random access points in the coded video data, with less emphasis on minimization of delay (contrast with LD). Often loosely associated with HE.
· R-D: Rate-distortion.

· RDO: Rate-distortion optimization.
· RDOQ: Rate-distortion optimized quantization.

· ROT: Rotation operation for low-frequency transform coefficients.
· RPS: Reference picture set
· RQT: Residual quadtree.
· RRU: Reduced-resolution update (e.g. as in H.263 Annex Q).

· RVM: Rate variation measure.

· SAO: Sample-adaptive offset.
· SDIP: Short-distance intra prediction.
· SEI: Supplemental enhancement information (as in AVC).

· SD: Slice data; alternatively, standard-definition.

· SH: Slice header.
· SHVC: Scalable high efficiency video coding.
· SPS: Sequence parameter set (as in AVC).

· TB: transform block.

· TE: Tool Experiment – a coordinated experiment conducted toward HEVC design between the 1st and 2nd or 2nd and 3rd JCT-VC meeting, or a coordinated experiment conducted toward SHVC design between the 11th and 12th JCT-VC meeting.
· TFD: Tagged for discard.
· Unit types:

· CTB: code tree block (synonymous with LCU).

· CU: coding unit.
· LCU: (formerly LCTU) largest coding unit (synonymous with CTB).
· PU: prediction unit, with four shape possibilities.
· 2Nx2N: having the full width and height of the CU.

· 2NxN: having two areas that each have the full width and half the height of the CU.

· Nx2N: having two areas that each have half the width and the full height of the CU.

· NxN: having four areas that each have half the width and half the height of the CU.

· 
· TU: transform unit.
· VCEG: Visual coding experts group (ITU-T Q.6/16, the relevant rapporteur group in ITU-T WP3/16, which is one of the two parent bodies of the JCT-VC).

· VPS: Video parameter set – a parameter set that describes the overall characteristics of a coded video sequence – conceptually sitting above the SPS in the syntax hierarchy.

· WD: Working draft – the draft HEVC standard corresponding to the HM.

· WG: Working group (usually used in reference to WG 11, a.k.a. MPEG).

1.11 Liaison activity

The JCT-VC did not send or receive formal liaison communications at this meeting.

1.12 Opening remarks

The status of the HEVC draft text in ISO/IEC and ITU-T was noted. A DIS ballot had been issued in ISO/IEC and had not yet closed. In ITU-T, the text status remained as preparation for Consent.
It was noted that in the most-recently-established voting process in ISO/IEC, a "No" vote has a different status than it previously did for the DIS ballot stage. WG 11 NBs should make sure to be aware of the implications of their votes, and may wish to consider voting "Yes with comments" in some circumstances in which they would previously have been inclined to vote "No with comments".
1.13 Scheduling of discussions

Scheduling: Generally meeting time was scheduled during 0800 – 2200, with coffee available 1030–1130 & 1530–1630, and lunch available 1200–1400.

First day (Wed 10 Oct): 0900–1900, morning plenary. Lunch break 1300–1400. Afternoon SVC proposal reviews and BoG activities on deblocking, high-level parallelism, and general HLS.

From the second day onwards, meeting sessions generally began at 0800.
On Mon. & Wed. mornings the JCT-VC did not meet (as JCT-VC) during MPEG plenary sessions.
On Fri. 19th, the meeting was to end by lunchtime (and did). The meeting was closed at 1300 on 19 October.
1.14 Contribution topic overview
The approximate subject categories and quantity of contributions per category for the meeting were summarized and categorized into "tracks" (A, B, or P) for "parallel session A", "parallel session B", or "Plenary" review, as follows. Discussions on topics categorized as "Track A" were primarily chaired by Gary Sullivan, and discussions on topic categorized as "Track B" were primarily chaired by Jens-Rainer Ohm. Some plenary sessions were chaired by both co-chairmen, and others were chaired by Gary Sullivan. (Note: allocation to tracks were subject to changes)
· AHG reports (9) Track P (section 2)
· Project development, status, and guidance (8) Track P (section 3 and section 5.1)
· K0358 BoG on conformance (T. Suzuki)

· CE1: Deblocking filter (9) Track B (section 4.1)
· Clarifications and bug fix issues (0) Track P (section 5.2)
· HM settings and common test conditions (0) Track P (section 5.3)
· HM coding performance (3) Track P (section 5.4)

· Profile/level definitions (5) Track P (section 5.5)

· Source video test material (4) Track A (section 5.6)
· Scalable video coding (25) Track P (section 5.7)
· K0354 BoG on scalable coding (A. Segall)
· 
· Extended colour component sampling (17) Track A (section 5.8.2)

· K0365 BoG on range extensions (D. Flynn)

· Higher bit-depth (3) Track A (section 5.8.3)

· K0365 BoG on range extensions (D. Flynn)
· Interlaced scan and field-based video coding (14) Track A (section 5.10)

· Deblocking filter (10) Track B (section 5.11)

· K0342 BoG on subjective viewing for deblocking (T. Yamakage)

· K0380 BoG on additional subjective viewing for deblocking (A. Norkin)

· Sample adaptive offset (5) Track B (section 5.12)
· Other loop and interpolation filters (4) Track B (section 5.13)

· Block structures and partitioning (1) Track B (section)
· Motion and mode coding (3) Track B (section 5.15)
· High-level syntax and tile/slice structures (81) Track A (section 5.16)
· NAL unit header (3) (section 5.16.1)
· Random access and adaptation (8) (section 5.16.2)

· Slices and slice header parameters (9) (section 5.16.3)

· Reference picture signalling (10) (section 5.16.4)

· Parameter sets in version 1 (6) (section 5.16.5)

· High-level syntax cleanups (9) (section 5.16.6)
· K0339 BoG on general HLS (M. Hannuksela, then Y.-K. Wang) – Topic #1
· High-level parallelism (7) (section 5.16.7)

· K0367 BoG on high-level parallelism (M. Horowitz and/or C. A. Segall)

· HRD (5) (section 5.16.8)

· VUI and SEI (17) (section 5.16.9)
· K0339 BoG on general HLS (M. Hannuksela, then Y.-K. Wang) – Topic #2

· Parameter sets in scalable and 3D extensions (10) (section 5.16.10) – Track P

· Quantization (5) Track B (section 5.17)
· Entropy coding (0) Track B (section 5.18)
· Transform coefficient coding (4) Track B (section 5.19)
· Intra prediction and mode coding (5) Track B (section 5.20)
· K0359 BoG on contouring artefact (A. Tabatabai)

· Transforms (0) Track B (section 5.21) With CE1
· Memory bandwidth reduction (3) Track B (section 5.22)
· Alternative coding modes (13) Track B (section 5.23)

· Non-normative (7) Track B (section 5.24)
· To be categorized (0) (section 5.25)
· Outputs & planning: AHG & CE plans, Conformance, Chroma format BoG, CTC. (section 9)
NOTE – The number of contributions noted in each category, as shown in parenthesis above, may not be 100% precise.

Overall approximate contribution allocations: Track P: 50; Track A: 112; Track B: 69.


2 AHG reports

The activities of ad hoc groups (AHGs) that had been established at the prior meeting are discussed in this section.
JCTVC-K0001 JCT-VC project management (AHG1) [G. J. Sullivan, J.-R. Ohm (co‑chairs)]

(Discussed verbally.) The state of drafting efforts and CfP responses was reviewed and discussed.
work deliverables include the following:

· HEVC standard

· Reference software

· Conformance

· SVC extensions

· Range extensions

JCTVC-K0002 JCT-VC AHG report: HEVC Draft and Test Model editing (AHG2) [B. Bross, K. McCann (co-chairs), W.-J. Han, I.-K. Kim, J.-R. Ohm, K. Sugimoto, G. J. Sullivan, T. Wiegand (vice-chairs)]

One version of JCTVC-J1002 and eight successive versions of JCTVC-J1003 were published by the Editing AHG following the 10th JCT-VC meeting in Stockholm.  The text of the final draft of JCTVC-J1003 (revision 7) was submitted for the ISO/IEC Draft International Standard ballot.
Both documents were approved as recommended by the AHG.

JCTVC-K0003 JCT-VC AHG report: Software development and HM software technical evaluation (AHG3) [F. Bossen, D. Flynn, K. Suehring]

HM 8.0 was delivered earlier than planned.
HM 8.1 was slightly delayed. Its p
erformance was summarized as follows:

· Small loss 0.1-0.2% in intra (likely due to DST simplification)
· Gain 0.4% in RA due to changes in SAO

· Gain in class F generally due to transform skipping (around 5%)

Regarding the bug tracker – BBC has been hosting for some time; HHI has offered to take over the service, and it may be desirable to centralize related issue trackers at one location.
Another possibility would be Paris Tech (who indicated an intention to offer bug tracking service).
It was asked in the JCT-VC plenary whether other companies would be interested. None others indicated interest.

Mirroring is also a current practice, and can continue.

BBC was thanked for its prior hosting, and may continue to mirror for some time.
It was agreed that existing and new bug trackers should be put on the HHI site at some point between now & next meeting.
JCTVC-K0004 JCT-VC AHG report: High-level parallelism (AHG4) [M. Horowitz (eBrisk), M. Zhou (TI)]

Email discussions had taken place on email reflector regarding decoder parallelism indication and whether it is desirable to require the tile partitioning to be fixed for a coded video sequence instead of allowing it to change from picture to picture. This was mentioned at the JCT-VC meeting, with no need for action identified.

In addition, a message was posted noting that a WPP transcoder based on contribution J0032 had been migrated to HM8.

The input documents relevant to AHG4 were identified in the report, organized into five categories:
1. General (not specific to tiles or WPP)

2. Tiles

3. WPP (wavefront parallel processing)

4. Entry points

5. Profile and level

JCTVC-K0005 HEVC conformance test development (AHG5) [T. Suzuki, C. Fogg, W. Wan]
The relevant plan for meeting was discussed as follows:
· Identify clusters of tools to be tested, and volunteers who take over responsibility for the bitstreams (list of volunteers existed from the previous meeting, but no assignments made so far)
· Draft of conformance spec (including list of responsibilities) as output from meeting

It was suggested by one expert (and no objection was raised against that) to remove tools from the standard that would not be covered by conformance testing.
A BoG (coordinated by T. Suzuki) was requested to work on this during the meeting (from Wed. 10 Oct.).
Two relevant contributions were identified: K0111 and K0162.

More progress was agreed to be needed on this topic. A desire was expressed to identify particular volunteers to work on conformance testing of specific feature areas. Timeline clarification was also identified as needed.
JCTVC-K0006 JCT-VC AHG report: In-loop filtering (AHG6) [T. Yamakage, A. Norkin]

The relevant contributions were reviewed in the AHG report. These fell into the following categories:

· Deblocking (including CE1)

· SAO

· Other in-loop filtering (K0172 zero-delay non-local means filter and K0273 ALF)

A BoG (coordinated by T Yamakage) was requested to identify the proposals (CE with priority, non-CE if deemed interesting) to undergo subjective viewing. The BoG met Tuesday afternoon 9 Oct., and later reported its plan.
Viewing was agreed to start Tuesday evening or Wednesday morning (9–10 Oct.).
JCTVC-K0007 JCT-VC AHG report: Support for range extensions (AHG 7) [D. Flynn, P. Andrivon, E. Francois, M. Mrak, K. McCann, K. Sharman]
A number of test sequences were made available according to the BoG recommendations of the previous meeting (JCTVC-J0581) and were uploaded along with documentation of the conversion process to the uni-hannover ftp site: ftp://hevc@ftp.tnt.uni-hannover.de/testsequences/FrExt-candidate-sequences/.
No additional "native" 4:2:2 sequences were available, so some 4:4:4 sequences were converted to 4:2:2.

A branch of HM-8.0 was made for the release of a combined software model for testing of merits between the J0191 and J0357 approaches.  Performance was evaluated against JM 18.4 anchors, and further testing by proponents has provided results of various choices.

An issue with RDOQ process under 4:2:2 conditions had been discovered shortly before the meeting causing a strong bias towards chroma.
Relevant contributions were identified.

Lossless coding was discussed in this context. This needs clarification about requirements for an unconstrained lossless mode/profile (which may not necessarily need to support real-time decoding)

A BoG on range extensions was established (coordinated by D. Flynn).
JCTVC-K0008 JCT-VC AHG report: Reference picture buffering and list construction (AHG8) [R. Sjöberg, Y. Chen, Y.-K. Wang, Hendry, T.K. Tan]
The test recommendation for reference picture buffering and list construction proposals is available in JCTVC-J0513. A table in the AHG report shows the 13 different picture referencing structures defined in this document.

Anchor source code supporting all test cases was made available on Oct 4 in the HM-8.1-dev-ahg8 branch. A config file for each test case is available in HM-8.1-dev-ahg8/cfg/ JCTVC-J0513/. Most test cases are supported by only config file changes, but cases 2.6, 3.3 and 3.4 contain source code changes as well. The code does not yet support long-term reference picture coding in the SPS. Due to lack of time, anchors were not generated. 

The HM-8.1-dev-ahg8 source code contains bit count functionality. It reports the number of bits spent on reference picture set and reference picture lists in a bit stream. This includes SPS, PPS and slice header syntax. A problem with the bit-counting code was found and reported as Ticket #645. The code assumed that all slices were parsed two times when in fact it is only the first slice for each picture that is parsed twice. This does not affect random-access test cases since one slice per picture is used there. A fix for ticket #645 was committed on October 8. RPS costs in the tables in the report show the average percentage of bits that are spent on RPS related syntax.

The report listed the relevant input contributions (approximately 9 contributions).

The JCT-VC discussed how to transition the relevant aspects from this "side branch" into the main branch of the reference software development effort.

Software development of AHG to be moved to main branch of software in HM9. Some elements may be hard coded (LT reference pictures). One issue about LTRPs in the SPS still needs to be resolved, but this should be doable shortly (a volunteer exists according to AHG chair).
JCTVC-K0009 JCT-VC AHG report: High-level syntax (AHG9) [Y.-K. Wang, G. J. Sullivan (co-chairs)] 

A face-to-face AHG meeting was held from 0900‒1800 on October 9, 2012, at the same meeting venue as the 11th JCT-VC meeting. Roughly 100 persons attended that meeting. The AHG meeting was chaired by Gary Sullivan and Ye-Kui Wang. Meeting minutes and AHG recommendations made during the face-to-face meeting were included in the report. Relevant contributions were also listed.

There was a discussion on the relationship of profile, tier and level information included in the active VPS and the active SPS for the base layer.

Currently, it is stated in a note in HEVC draft 8 that the maximum level signalled in the video parameter set may be higher than the level signalled for a coded video sequence in the sequence parameter set. There was a suggestion made by Mathias Wien to explicitly require the profile_tier_level( ) syntax structures present in both the VPS and the SPS to be identical for a coded video sequence, and to add a note to explain the envisioned usage in the potential scalable and/or 3DV extensions.

There were some followup reflector discussions between Jill Boyce, Ye-Kui Wang, and Ajay Luthra on this syntax hierarchy relationship. Luthra and Wang generally discussed the relationship between system-layer and video-layer functionalities in various system environments. No conclusion was made.

The AHG requested the JCT-VC to consider and resolve the above issue at this meeting.

The JCT-VC discussed this issue during review of the AHG report.

Decision (Ed.): It was agreed that the profile/tier/level capabilities expressed at the VPS level may be a superset of the capabilities expressed at the SPS level.


Due to lack of time, the AHG only reviewed contributions in the following four topic areas during:

· NAL unit header (3 contributions)

· Random access and adaptation (6 contributions)

· Slices (6 of the 8 contributions; 2 contributions in this category were not reviewed due to the absence of presenters)

· Misc. SEI messages (1 of the 7 contributions)

Detailed notes of the discussion in each of these areas are found in the AHG report. Certain key aspects are highlighted with yellow highlighting for the review and attention of the JCT-VC.


3 Project development, status, and guidance
3.1 Communication to and by parent bodies

JCTVC-K0328 Liaison Statement from DVB to SC 29/WG 11 [DVB via SC 29 Secretariat]

(For information.)
DVB TM-AVC met in September and commenced an analysis of how HEVC video coding could be included in DVB specifications.  The investigation is still at an early stage, but the preliminary technical conclusion is that the HEVC Main profile is likely to provide a good basis for DVB services delivered by IPTV, satellite, cable and terrestrial broadcasting.  Further analysis of requirements is underway and DVB will provide further feedback when this is available.

Some DVB applications, such as contribution services, will require additional functionality which they understand to be planned to be included in a subsequent amendment to the HEVC standard.

JCTVC-K0355 Liaison Statement from EBU to SC 29/WG 11 on Low-Level Interlaced Coding tools support in HEVC [EBU via SC 29 Secretariat]

(For information.)
The EBU Technical Committee is concerned about the recent discussions to add interlaced coding tools in the current standardization work on HEVC. The EBU believes that when HEVC becomes a reality on the market, the need for low-level interlaced coding tools will not be necessary anymore as some type of interlaced coding is already supported in HEVC and progressive formats will be more prevalent for mobile, streaming and traditional broadcast. EBU asserts that archived or production material could easily be de-interlaced by the broadcaster to a progressive signal, allowing the broadcaster to control the quality of de-interlaced material instead of the consumer device (decoder/display) which have very variable de-interlacing capabilities. EBU suggests that any addition that could increase the complexity to the encoder/decoder without proven drastic quality gains added would be a burden in terms of cost, performance and availability in the market (in terms of delay for the standard).
3.2 Conformance test set development

JCTVC-K0358 BoG report on conformance testing [T. Suzuki]
An initial draft was selected based on K0111 – see notes in that section.

Work was done to begin identifying desired bitstreams and plan logistics for bitstream exchange.

A bitstream exchange directory was created at ftp3.itu.int as av-arch/jctvc-site/bitstream_exchange.

It was agreed to consider removing tools from the standard if no bitstreams are volunteered to test the tool.

The BoG recommendations were agreed by the JCT-VC.

JCTVC-K0111 AHG5: On HEVC conformance testing [T. Suzuki, A. Tabatabai (Sony)]

(BoG discussion chaired by W. Wan)

This contribution proposed the following actions as a starting point of the discussion on HEVC conformance testing,

· Define conformance testing similar to AVC conformance testing

· Clarify what should be tested by using excel spread sheet

· Set up a repository for conformance/bitstream exchange

More detailed parameters of bitstream should be discussed during the Shanghai meeting

An initial draft was provided using the AVC conformance testing document as its initial basis.

The BoG recommended using this draft as a starting point for HEVC conformance.

Decision: Agreed.

A question was asked about both the static and dynamic tests being included and if they were included in the AVC conformance specification. It was confirmed that both tests were included in the AVC conformance specification but also noted that it may not be used in practice due to difficult in testing.  The BoG recommends that the decision to include or remove the dynamic test should be further studied.
Decision: Agreed.

JCTVC-K0162 Corner case conformance bitstreams [C. Fogg, A. Wells (Ambarella)]
With the aim of improving the chances of interoperability, a list of conformance bitstreams is proposed that test corner cases the authors feel are likely to lead to behaviour mismatch among decoders. Suggested bitstream features are included in the candidate of conformance bitstream list.
3.3 Draft text specification
JCTVC-K0030 Proposed editorial improvements for high efficiency video coding (HEVC) text specification draft 8 [B. Bross, G. J. Sullivan, T. K. Tan, Y.-K. Wang]

The consistency requirement for RPS of TFD pictures was noted. Decision (Ed.): This contribution was appreciated as editorial improvement, and should form the basis of this meeting's output draft.
Remark: Values in transfer_characteristics, matrix_coefficients, colour_primaries. Decision: Adjust values as necessary to avoid conflicts for new UHDTV values relative to prior uses (esp. in JPEG XR).
JCTVC-K0163 Updated figures for HEVC specification [C. Fogg (Ambarella)]
Informative figures. Decision (Ed.): delegated to editor for consideration.
4 Core experiments

4.1 CE1: Deblocking Filter
4.1.1 CE1 summary and general discussion
JCTVC-K0021 CE1: Summary report of Core Experiment on deblocking filtering [A. Norkin, T. Suzuki, M. Budagavi, G. Van der Auwera]

This contribution is a summary report of Core Experiment 1 on deblocking filtering. Based on the results of the subjective test, it has been decided to further study separate components of proposals JCTVC-J0181 (new CE1 doc JCTVC-K0149) and JCTVC-J0286 (new CE1 doc JCTVC-K0186) and their combinations in the CE1 as well as the TU based decisions from JCTVC-J0189 and JCTVC-J0096. It has been decided to study the performance of the proposals on critical sequences (i.e. those showing blocking artifacts in the default operating mode) as well as studying the performance on sequences from the common test conditions in order to ensure there is no degradation of subjective quality. All the tests are based on HM8.0. The experiments were performed according to the common test conditions provided in JCTVC-J1100. Additionally, all the proposals provide results for LD-P configurations and the results on additional sequences from CE1.

Also selected for subj. viewing was the combination test 1+4 = “test 5”.

CE results unveil no significant change in rate or PSNR.

From the preliminary assessment of cross-checkers, differences are mainly visible in QP ranges where the picture quality is low and sometimes assessed unacceptable for the anchor, artifacts are less visible for proposed technology.

(Refer to JCTVC-K0342 for test plans.)

JCTVC-K0342 BoG report on subjective viewing set up for delocking filter [T. Yamakage]

This report described plans for subjective viewing for proposals (both CE1 and non-CE1/AHG6 proposals) on deblocking filter whose technical modifications are considered to affect subjective picture quality. Approximately 20 people (proponents, cross-checkers and non-proponents) participated in the BoG discussion held at “Banquet Hall 3” at 2pm to 7pm on Oct. 10, 2012.

Eight proposals were recommended by the BoG for subjective viewing by ABAB scoring.

· Test 1 from CE: K0149 (Sony)

· Test 4 from CE: K0186 (Ericsson)

· Test 5 from CE: K0149 (Sony)

· JCTVC-K0138 [Qualcomm] Non-CE1: Deblocking of Large Block Artifacts

· To increase the normal filter clipping bounds for edges of the maximum transform blocks and to restrict boundary filtering for DC, horizontal and vertical intra modes.

· JCTVC-K0150 [Sony] NonCE1: Simple improvement of Deblocking filter

· An adaption on thresholds usage to address severe block noise in some sequences without changes on the current filter design (i.e., use (Bs+1)*β and (Bs+1)*tc instead of using table-derived β and tc values directly).

· JCTVC-K0269 [TI] Non-CE1: Suppression of blocking artifacts at large TU boundaries

· Blocking artifacts at large TU boundaries suppressed by applying the largest values of beta_offset_div2 and tc_offset_div2 to the maximum TU boundaries and disabling intra-prediction boundary filtering at 32x32 blocks at the cost of marginal BD-rate loss. To apply beta and tc offsets only to the largest TU boundary, it is proposed to signal in PPS and slice header a new syntax element max_tu_offset_flag to specify whether the signaled beta and tc offsets are applied to all block boundaries or maximum TU boundaries only.

· JCTVC-K0289 variations 1 and 2 [Ericsson] Non-CE1: Non-normative improvement to deblocking filtering

· Non-normative

· Sending deblocking parameters tc_offset for the pictures (slices) at different GOP positions (i.e. having different "depth" in coding hierarchy).  (i.e., depth 0: tc_offset_div2 = 0, depth 1: tc_offset_div2 = 2, depth 2: tc_offset_div2 = 3, depth 3: tc_offset_div2 = 4)

· Variation 1: HM8 + JCTVC-K0289

· Variation 2: CE1 Test4 + JCTVC-K0289

Further discussion in plenary:

· No test on K0138; as no one except proponents confirms that it has benefit, and we need to avoid viewer fatigue caused by needing an excessively-long test session.
· It should be confirmed that the data rates are similar

· Tests round 1 were run Thursday (11th), further discussion Friday (12th)
JCTVC-K0369 BoG report on subjective viewing for deblocking filter proposals [A. Norkin, K. Andersson]

From Track B discussion where the BoG report was presented prior to upload:

Comparison was made versus anchor that is HM with max offsets

Q: Were data rates almost identical? This was not investigated.

6 cases (sequences @ bit rates) were tested on 7 proposals – test sessions lasted 35 minutes.

There was 1 case (Riverbed 32) where two of the proposals (K0289 plus CE1 test 4, and K0269) are slightly better than anchor (HM 8 with maximum offsets) with non-overlapping confidence interval.

There were 2 cases (Riverbed 32 and 37) where one of the proposals (K0289 plus CE1 test 4) is better than HM with automatic adaptation of deblocking parameters (K0289, selecting the tc offset based on temporal hierarchy layer).

The question was raised how the comparison would look like against HM without extreme settings? From previous meeting results, again only the Riverbed sequence showed difference without overlapping confidence intervals.

It was pointed out verbally that the problem may exist in other sequences, but none of these could be made available due to copyright restrictions.

One expert who participated pointed out that the test may have led to fatigue of participants due to its length, and also that no training had been performed before.

Conclusion: No conclusion about significance can be drawn. The visual results do not suggest any evidence about action.

Decision (SW): Adopt non-normative adaptation of de-blocking parameters (K0289). Not in CTC. The non-normative part of K0289 looks interesting but further investigation should be performed in AHG which parameters should be used default such that it might be activated in CTC by a later meeting.

We need a design that not only addresses the problematic cases that have been identified, but also is appropriate for typical uses – e.g., CTCs. For example, the anchor used in this test was not the type of setting one would normally use on most video content.

Removing intra prediction boundary smoothing for 32x32 blocks (CE1 test 6) was noted as a common element of essentially all of the proposals of CE1. However, one participant suggested that changing this aspect alone without otherwise changing the deblocking filter might not help (or not help sufficiently).

It was suggested to make that particular change now.

One participant suggested that the planned change related to countouring may have some interaction with this.

It was noted that the boundary smoothing only happens on DC, horizontal and vertical prediction modes.

It was asked how we could improve the test and whether we could do a another, better test during this meeting.
It was suggested to compare:

· The current HM 8 (as anchor).

· The non-normally-modified HM 8 from K0289.

· CE1 test 6 by itself.

· CE1 test 6 with non-normative modification from K0289.

It was suggested to include a class E sequence in the test – with M. Zhou to identify the sequence.

It was then agreed to conduct another test during the meeting – the result of which is reported below.
JCTVC-K0380 BoG report on subjective viewing test for deblocking filter proposals CE1 Test 6 and K0289 [A. Norkin, K. Andersson]
In two cases, test 6 by itself produced non-overlapping confidence interval visual quality improvement. In one of these cases, test 6 by itself had higher measured quality than when combined with the non-normative improvement (although with overlapping confidence intervals), and had higher measured quality with non-overlapping confidence interval than the non-normative approach alone.

The explanation of the issue addressed by test 6 also seems to provide a clear understanding of what is happening and the motivation for the change.

Decision: Adopt normative modification (boundary smoothing removal on 32x32 blocks only) of CE 1 test 6.

As noted above, the non-normative approach will also be available in the software but not enabled in CTC. Further study of parameter optimization was encouraged.
4.1.2 CE1 primary contributions

JCTVC-K0149 CE1: On deblocking filter [S. Lu, O. Nakagami, T. Suzuki (Sony)]

See prior contribution JCTVC-J0181, S. Lu, O. Nakagami, M. Ikeda, T. Suzuki (Sony).

It is proposed to replace the β values with a table. The value is proposed to be determined by the principle that the changing rate of β should have similar trend with the changing rate of tc to reflect quantization change. Since the changes lie at QP bigger than 41, there is no impact on common test conditions (provided the QP values in CTC do not change).

The tool is used by sending the deblocking beta_offset to the decoder, so that modified part of the beta table is used.

Selected for subj. viewing (“test 1”).
JCTVC-K0186 CE1: Reduction of block artifacts in HEVC [A. Norkin (Ericsson)]

See prior contribution JCTVC-J0286, A. Norkin (Ericsson).

It is proposed to remove the intra-boundary smoothing (applied in HEVC for DC, vertical and horizontal prediction modes) from the larger intra-block sizes (32x32 and possibly 16x16). This reportedly avoids forming irregularities on left and/or top boundaries of intra-blocks. Two conditions in strong filter decision are modified to enable application of the HEVC strong filter on inclined surfaces (current HEVC strong filter is applied to the flat surfaces). Strong filter also changed.
Selected for subj. viewing (“test 4”): Strong filter decision + strong filter, intra_tc_offset changed from 2 to 3, BS value changed for 32x32 TU.
4.1.3 CE1 cross checks

JCTVC-K0151 CE1:Cross check of test7 in CE1 [S. Lu, O. Nakagami (Sony)]

JCTVC-K0187 CE1: Cross-check of Test 3 (K-149, Sony) by Ericcson [A. Norkin (Ericsson)] [late]
JCTVC-K0212 CE1: Cross-check of Test 4 [W. Wan, P. Chen (Broadcom)]

JCTVC-K0243 CE1: Cross-check of JCTVC-K0149 and JCTVC-K0186 [G. Van der Auwera (Qualcomm)]
JCTVC-K0266 CE1: Cross-check for test 2. [E. Alshina (Samsung)] [late]

JCTVC-K0267 CE1: Cross-check for test 6 [E. Alshina (Samsung)] [late]

JCTVC-K0281 CE1: Cross-check of Test 8, Test 9, Test 5 [M. Budagavi, D.-K. Kwon (TI)] [late]
5 Non-CE Technical Contributions

5.1 HEVC Standard Development

JCTVC-K0287 CANNB comments on HEVC and HEVC profiles [G. Martin-Cocher (RIM)] [late]

This contribution contains remarks on still image coding (for which a plan was established at the meeting), metadata (which is for further study), and deblocking (for which a plan is in place and some action was taken as noted elsewhere in the report).
JCTVC-K0304 UKNB Comment on HEVC extensions [UK National Body] [late]

The UKNB welcomes the impressive progress that has already been made in commencing the development of scalable and 3D enhancements of the HEVC standard.  However, the UKNB asserts that there appears to have been less work so far on the other important extensions of the standard:

· 10-bit, 12-bit and 14 bit data representation

· 4:2:2 and 4:4:4 video formats

The UKNB would like to highlight the critical importance of these extensions to enable HEVC to address the requirements of several of its target applications.  The UKNB therefore requests that increased focus is put on ensuring that such extensions are developed in a timely manner.
JCTVC-K0303 UKNB Comment on interlaced support in HEVC [UK National Body] [late]

The UKNB welcomes the approach that has been followed in providing signalling of field coding, which it considers to be sufficient to satisfy the immediate market requirements for the coding of interlaced content using HEVC.  The UKNB suggests that:

· The possible consideration of lower level interlaced tools should be deferred until the second version of the HEVC standard, to avoid destabilizing the development of the standard and disrupting implementation plans.

· Any such consideration should occur only if clear evidence is provided for the existence of  both an unfulfilled market requirement and a possible technical solution.
5.2 Clarification and Bug Fix Issues
5.3 The relevant contributions are noted in other sections of this report.
5.4 HM settings and common test conditions
5.5 The relevant contributions are noted in other sections of this report.
5.6 Coding performance

JCTVC-K0110 Comparison of Compression Performance of HEVC with AVC at different resolutions [P. Sunna (RAI), M. Arena (RAI)]

This contribution provides some experimental results of the compression performance of HEVC Main Profile versus AVC High Profile. The test material included both progressive and interlaced sequences, from 1280x720 to 3840x2160 pixel resolution. All source video test material, 10 seconds long with 4:2:0 YCbCr color sampling with 8 bits per sample, was reportedly encoded using the common test conditions.

For PSNR-based measurement, experimental results reportedly show the following HM-7.0 bit-rate saving respect to JM-18.3:

· Main Profile all-intra configuration: about 15%;

· Main Profile random-access configuration: about 26%;

· Main Profile low-delay configuration: about 32%.
In order to validate the results, preliminary subjective expert viewings session were performed on 720p50 sequences encoded in random-access configuration: the perceived subjective quality improvement was about 40% in terms of bitrate saving.


Various resolutions and frame rates were tested. The test 
includes some interlaced testing (without MBAFF). 
Somewhat noisy material was used. The results seemed 
roughly the same as other analysis with other test material, 
but perhaps with less of the tendency to have more gain on high resolutions.


The contribution said that comparisons (objective and subjective) will be carried out using the material available from a recent 4K EBU shooting.
JCTVC-K0272 Compression performance comparison of HEVC with AVC at CfP target bit rates [J. Zheng, Y. Lin (HiSilicon)]

In past meetings, HEVC compression performance compared to AVC was presented and evaluated at fixed QP points. The contributor asserted that the coding gain evaluated at the fixed QP points in current common test condition cannot reflect performance under target rates in real applications. As the HEVC call for proposal defined five target rate points to evaluate the coding performance in the HEVC application bit rate range. This contribution discusses the compression performance comparison of HEVC main profile and AVC high profile under the HEVC call for proposal target rate points. HM8.0 and JM 18.4 were used in the evaluation. The experimental results reportedly show that in the high bit rate range, HM8.0 main profile achieves 34.7%, 36.9% and 38.1% bit rate savings for RA/LDB/LDP cases for equivalent PSNR. In the low bit rate range, HM8.0 main profile reportedly achieves 36.3%, 38.6% and 40.4% bit rate savings for RA/LDB/LDP cases for equivalent PSNR. The decoding time of HM8.0 main profile were roughly double with comparison to JM18.4.

The test QP points were selected individually for each test material sequence and were provided in this contribution to meet the Cfp target bit rates for RA/LDB/LDP cases. It was proposed to restrict the bit rates in common test conditions and substitute these QP point settings for the fixed QPs to evaluate coding performance within typical application bitrate range.
The contributor noted that the CTC test bit rates often exceed the CfP bit rates.

The contribution contained a YUV PSNR comparison.
Slightly more gain was observed at lower bit rates.
The contribution suggested adjusting the common conditions to avoid excessive bit rates.

However, for now we will stick with what we have. 
Some future testing can hopefully use rate control, considering the improvement in rate control adopted at this meeting.

JCTVC-K0279 Comparison of Compression Performance of HEVC Draft 8 with AVC High Profile and Performance of HM8.0 with Different Delay Characteristics [B. Li (USTC), G. J. Sullivan, J. Xu (Microsoft)]


This contribution is a further study of the relative objective (i.e. PSNR-based) compression performance of HEVC Main Profile and AVC High Profile. It builds upon the prior work reported in JCTVC-G399 JCTVC-H0360, JCTVC-I0409, JCTVC-J0236, updating the results by using the latest available reference software (JM-18.4 and HM-8.0). Experimental results (without class F) reportedly show that 1) for the Main Profile all-intra configuration, HM-8.0 can save about 21.9% in bit rate; 2) for the Main Profile random-access configuration, HM-8.0 can save about 34.3% in bit rate; and 3) for the Main Profile low-delay configuration, HM-8.0 can save about 36.7% in bit rate when compared with JM-18.4.

HM-8.0 with different delay characteristics (lowdelay_P, lowdelay_B, randomaccess and hierarchical-B with only one Intra picture) are also tested. Without taking class F into consideration, compared with lowdelay_P, lowdelay_B brings 8.4%’s gain; compared with lowdelay_B, randomaccess brings 13.3%’s gain; compared with randomacccess, hierarchical-B with only one Intra picture brings 8.8%’s gain.

Besides, QP refinement proposed in JCTVC-J0242 was also tested on top of HM-8.0 and JM-18.4. It brings 2.3% (RA) and 1.6% (LD) bit-saving to HM-8.0; and brings 3.0% (RA) and 2.3% (LD) bit-saving to JM-18.4. Thus, when enabling QP refinement, the gap between JM and HM will be further reduced to 33.5% (RA) and 35.8% (LD).

This contribution contains an update of similar previous contributions, also including tests with different delay characteristics. The following aspects were noted:
· LDB vs. LDP showed about 8% benefit (comment: consider dependency on QP and number of reference pictures).
· LDB vs. RA showed about 13% benefit.
· Hier B (without intra refresh) vs. RA showed about 8% benefit.

· Hier B vs. LDB showed about 21% benefit.

· LDB vs. RA for Class F showed about 75% benefit (as intra dominates the bit usage of RA here).
· Test of QP refinement as a function of Lambda (J0242): 1-3% gain in HM, more in JM. This somewhat reduces the gap between JM and HM.

JCTVC-K0327 On software complexity – decoding 1080p content on a smartphone [F. Bossen (Docomo Innovations)] [late]
This contribution provides an update relative to prior reports on HEVC software decoding complexity. A previously-presented real-time decoder has been further optimized such as to achieve decoding of a variety of 1080p sequences at 30 fps on a single core of an ARMv7 processor clocked at 1.3 GHz.

1080p decoding was achieved at about 25 Hz at QP=25 (2.2 to 3.5 Mbps).

Battery drain at 50% brightness operating at 2.6 Mbps with audio took about 4 hrs.

Some profiling statistics were reported.
5.7 Profile, level, and constraint definitions (for version 1 of HEVC)
The "Main 10" profile for current drafting purposes is to be the same as Main with up to 10 bit depth, not requiring chroma & luma bit depth equality. About software and conformance, I. Laksono (Vixs), assisted by A. Luthra, volunteered to work on this.

The "Main Still Picture" profile for current drafting purposes is to be the same as Main with the same level constraints on picture sizes, with only one picture in the bitstream, not requiring frame rate behaviour, with no MinCR constraint, the same CPB limit, otherwise with no HRD, and with the same expansion limit as Main.
JCTVC-K0285 In Support Of A Still Frame Profile of HEVC v1 [W. Dai, M. Krishnan, P. Topiwala (FastVDO)] 

The emerging HEVC standard currently has thus far had only one profile planned: Main. Additional profiles may be added in the various extensions that are currently being pursued. But one additional profile appears within reach right away – a still image profile. This document presents evidence in support of such a profile. It is suggested to consider creating a still image profile that is directly compatible with the Main profile.
JCTVC-K0109 On a 10 bit consumer-oriented profile on high efficiency video coding (HEVC) [A. Duenas, A. Malamy (NGcodec), B. Olofsson (BSkyB), A. Ichigaya (NHK), S. Sakaida (NHK), S. Pejhan (DirecTV), L. Haglund (SVT), A. Luthra (Motorola Mobility), P. Andrivon, P. Bordes (Technicolor), T. Jones (Ericsson), X. Ducloux, P. Gendron (Thomson Video Networks), M. Mrak (BBC), A. Cofler (ST), J.‑M. Thiesse (Ateme), A. Rodriguez (Cisco), P. Sunna (RAI), I. Laksono (ViXS Systems)]
This joint contribution suggests that JCT-VC establish a breakout group (BoG) in order to investigate the creation of an additional Profile to be included in a next version of the text specification draft for High Efficiency Video Coding (HEVC) that would support both 8 and 10 bits bit-depth 4:2:0 content coding and to analyze the feasibility of completing the work on this profile before on the release of professional extensions profiles.
JCTVC-K0176 AHG9: On LCU bit size limit [K. Chono (NEC)]
Two aspects

· An asserted typo in LCU. Decision (Ed.): Editorial corrections noted.
· Current expansion ratio allowed is 2x. Proposes 4x/3. Decision (Compl.): Adopted.

JCTVC-K0201 AHG9: on number of slices constraint [M. Zhou (TI)]

Proposes a constraint on the number of slices per second – a constant value equal to the number of slices per second currently specified when operating at maximum resolution at maximum picture rate. Decision (Compl.): Adopted variant 1.
JCTVC-K0202 AHG9: on number of tiles constraint [M. Zhou (TI)]

A tiles per second constraint is proposed in the same spirit as K0201. This was discussed further to consider the effect on, e.g., 720p120, and to consider whether the constraint is excessively tight in relation to tiles vs. slices. The modified suggestion was then to have no impact at picture rates up to 120 per second, and then to keep the tiles per second constraint constant for higher picture rates. Decision: Adopted (variant 3) with this modification.
JCTVC-K0189 On Annex A [T. K. Tan (NTT Docomo)] [late]

Suggests to change the tier flag to be one of the 8 possibilities for the unused 3 bits instead of a separate flag. This relates to K0313. For further study.
Regarding DPB size steps, suggests to use only the dyadic cases (current 6, 8, 9, 12, 16; suggested 6, 12, 16). Decision: Just drop the 2/3 case, where the max DPB size is 9.

Regarding the level_idc values, suggests to use a smaller multiplier than 30, due to the potential desire to define more levels higher than those currently specified. Following our current rule, we would cap out at 8.5. For further study.

JCTVC-K0313 Weak profile compatibility signalling (was K0297) [D. Flynn, G. Martin-Cocher, Lowell Winger] [late]

Divining the correct constraints to apply to a profile is a difficult matter and there are choices that have been taken that, with the consideration of time, might be viewed as overly restrictive. Fixing these issues using the current syntax essentially requires the creation of a new profile_idc value that relaxes the constraint, thereby being immediately opaque to pre-existing decoders even if they are able to operate with the relaxed constraint. A method is proposed to predefine compatible profile_idc values that guarantee syntax compatibility, but when encountered by an older decoder do not provide a constraint-based decodability guarantee.
This is a suggested replacement for the two "profile space" bits. It was noted that we basically have a hard limit of 32 profiles (without using the "profile space" bits or constraint flags or some other "creative" approach).
Some concern was expressed about whether the intended behaviour could be clearly specified. There might be some "guesswork" for decoders trying to determine whether they can decode a bitstream.

For further study.
JCTVC-K0225 On DPB Extension [L. Kerofsky, S. Deshpande (Sharp)]
(Reviewed in Track A.)

The HEVC design includes a decoded picture buffer (DPB) for holding pictures for reference and reordering. The value of MaxDpbSize influences memory needs of a decoder and is defined through level parameters. Given a maximum DPB size parameter (MaxDpbPicBuf), maximum luma picture size (MaxLumaPS), and size of a picture in the current sequence (PicSizeInSamplesY), the maximum number of reference pictures supported (MaxDpbSize) is determined. The current calculation in HEVC Draft 8 for MaxDpbSize is invariant to bit depth or chroma subsampling other than 8-bit 4:2:0. This proposal describes changing the buffering requirements as a function of bit-depth and alternate chroma subsampling formats.

It was noted that this does not affect the Main profile.

It was noted that in AVC there is (intentionally) no modification of buffering capacity in units of frames as a function of chroma format or bit depth. The group opinion was that the AVC approach was the better approach. No action was taken on this.
JCTVC-K0377 Modifications to some Level limits in Level 6, 6.1 and 6.2 [A. Luthra (Motorola Mobility)] [late]

Requests to modify levels 6, 6.1 and 6.2 to include a somewhat larger picture sizes 8192x4096 and 8192x4320, as these are 4x sizes relative to level 5 and to support some camera formats.

Decision: Adopted.
Decision (Ed.): The editor is also suggested to add quad-HD to the table of examples.

5.8 Source video test material

All contributions related to chroma extensions were covered in the range extensions BoG as reported in K0365. See section 5.8.
The proponents of K0211 have suggested that they have RGB test material available in higher bit-depths that could be shared with the group.

The proponents of K0181 would like to make some changes to some sequences to reduce length and runtime.

The EBU has now published a set of 4k 10 bit RGB test material, two sequences of which are available under a "Creative Commons Attribution-NonCommercial-NoDerivs 3.0 licence". 

Discussions have suggested that the EBU may be willing to provide access to select 1080p 4:2:2 sequences.  The previous meeting identified some sequences that may be of interest and the BoG recommends a liaison statement to request cooperation for performing experiments using these sequences.

Viewing of the above sequences was arranged during the meeting.
JCTVC-K0207 AHG7: Update on full-chroma (YUV444) screen content test sequences of JCTVC-H0294 [Shuhui Wang, Tao Lin, Kailun Zhou (Tongji U)]

(discussed in range extensions BoG K0365)
Provides five sequences for screen content that are quite different from the current JCT-VC/HM Class F sequences.  All sequences have been captured in 1080p 8-bit full-range RGB 4:4:4 from the HDMI output of a graphics card at 20fps.  The material contains very high frequency features that would normally be considered inappropriate in television systems.  Some sequences have mixed screen and video content.  This material has resolved previously highlighted potential copyright issues.

The proponent made the sequences available for viewing during this meeting.  It is noted that the sequences are longer than 10 seconds and will need to be trimmed for 10 s testing purposes.

Comment: It was pointed out that the RGB to Y’CbCr conversion has used the Rec. 601 matrix which isn't the native colour space for modern computer systems.

The proponent still has the RGB source material that can be used to perform a more desirable conversion using the Rec. 709/sRGB matrix.

Comment: The capture is at 20fps; is the native video content in the sequence temporally aliased?

Yes, this would be the case, but that is not a major issue for the codec.

Comment: the sequence containing embedded video uses a highly compressed sequence with obvious coding artefacts.

It would be trivial to embed a new sequence in that region of the content without requiring a new capture.

Comment: what target rates for screen content?

Examples: wifi display and screen casting on web video services.

Comment: The terms are R&D only, does that include use in journals for example?

Some participants commented that they would like a more general non-commercial licence that would allow use in trade shows, etc.,.

The contributor stated that these are the terms from their legal department.
JCTVC-K0246 AHG7: The need for screen-content/graphics test material for extended chroma formats [R. Cohen, A. Vetro (MERL)]

(discussed in range extensions BoG K0365)
Informational document identified that features such as transform skip are not strongly exercised in the AHG7 test sequences, demonstrating very similar gains to class B in HEVC common conditions. Disabling transform skip had very little effect for the tested 4:4:4 and 4:2:2 sequences, other than reducing encoding time. K0338 repeats this test on a single frame of the K0207 sequences.
JCTVC-K0368 Impact of transform skip on screen content sequences from JCTVC-K0207 [R. Cohen (MERL), T. Lin (Tongji Univ.)] [late] 

(discussed in range extensions BoG K0365)
In JCTVC-K0246, it was shown that with the current set of AHG7 4:4:4 and 4:2:2 test sequences, enabling/disabling transform skip yielded BD-BR changes of 0.0%. The purpose of this document is to report the effects of transform skip on the set of five 4:4:4 screen-content sequences being offered for use by JCTVC K0207. The first frame from each of the five sequences was coded using HM-8.0-dev-ahg7, with transform skip enabled then disabled. The resulting changes in BD-Rate ranged from 23.9% to 35.1%, with an average of 28.2%.

JCTVC-K0296 AHG7: Additional test sequences (computer graphics) [M. Mrak, G. Thomas] [late]

(discussed in range extensions BoG K0365)
This contribution provides five 1080p CG rendered sequences in 8-bit 4:4:4 RGB format of flypasts through buildings.  All sequences contain similar content with minor changes in camera paths.  Since the sequences are of static buildings and environments they are frame-rate agnostic to some extent.

The sequences are of 150-300 frames in length.

It was suggested to take a 300 frame sequence for playback at 30fps as this is a clean multiple of the frame rate used for playback by the equipment used at JCT-VC meetings.

Comment: The sequences are only 8 bit. It was asked whether it can be re-rendered as 10-bit.
The proponent has offered to provide alpha channels used as masks in the subsequent production process for compositing overlays.

Comment: The content appears to contain a large amount of green detail, and it was asked whether there was much detail left in Cb and Cr after conversion. The proponent doesn’t have any other material that is less “green”.
5.9 Scalable video coding

5.9.1 Scalable coding general discussions
As a starting basis, we will assume a multi-loop design with inter-layer texture prediction (although multi-loop could be an issue with multiple layers of SNR scalability).
There is a desire to start with a simple extension of the HM with a minimal set of enhancements, and build and refine from there using the CE process.

One suggestion was a "high-level-syntax-only" "MVC-like" approach, where the BL picture is simply upsampled and becomes an additional reference frame in the DPB that is available for referencing.

An alternative suggestion was to have only CU-based upsampling (sort of like the preceding case restricted to zero motion vectors).

Elements of SVC that were included in several proposals:

· Upsampling of intra samples

· MV prediction

· Residual prediction

Some things beyond SVC that have been suggested:

· Upsampling of inter samples (multi-loop)

· MC in difference domain

· Inter-layer SAO

· Inter-layer intra mode prediction

First conclusions for starting basis:

· Multi-loop design, enabling temporally-collocated inter-layer texture prediction for regions coded either as intra or inter in the base layer

· Hybrid/multi-standard base layer capability

Things to study, and to provide software "hooks" for in the software:

· Inter-layer residual prediction (e.g. as in SVC – est. 0–2% benefit relative to "first conclusions" above)

· Inter-layer motion/mode prediction

It was remarked that whether some features are used may depend on the base layer type, or on profile constraints.

It was noted that we do not currently actually have tool-by-tool benefit estimates.

It was remarked that in multi-standard case, it may be difficult to provide the hooks for inter-layer residual and inter-layer motion/mode prediction (unless a common HRD is designed).

It was noted that there is the potential to have different profiles of a standard

5.9.2 The version of the software to be used as the basis of further work was discussed (HM 6.1 vs. HM 8.1 vs. HM 8.2 vs. HM 9). See additional notes below on this topic.
JCTVC-K0354 BoG report on HEVC scalable extensions [Andrew Segall]

The status was reviewed Saturday p.m. and continued thereafter:

· Proposed tools were summarized (in a spreadsheet included in the report).
· Bitstream verification spot-checking was being performed.
· Informal viewing was planned for a few representative proposals

· Five software basis candidates were offered – associated with K0345, K0348 (updated to HM 8.1, with a description provided in a contribution update), K0362, K0364, K0366 – these candidates can be discussed and commented on (verbally or in document submissions). By Monday afternoon, software associated with K0370 (subset of K0033) and K0038 were also offered.
· It was suggested to begin planning for "tool experiments" (without necessarily entangling that with the software basis selection question).

Performance comparison: Would be interesting to include an analysis not only about gain against simulcast, but also loss against single layer (i.e. simulcast high-only)

Subjective viewing: Three proposals from categories a) “prediction from collocated base layer texture”, b) “a plus additional motion/mode/difference prediction”, c) “b plus additional EL tools” 

To proceed:

· Establish a list of tools to be further investigated in (tool) experiments

· Decide about a common reference for comparison

· Investigate which software is best fulfilling that purpose

Best comparison point is an “intra BL” method (i.e. upsampling and method of signaling base-layer prediction)

Does it matter which method of upsampling and base-layer prediction is used? (likely not) 

How to design this element? Eventually combine elements from different proposals? 

No issues were found in spot-checking of bitstreams.
Informal viewing was conducted – not with scoring – just viewing three levels of representative designs at roughly equal target bit rates (30% and 50% lower bit rate for the enhancement layer than the bit rate of the single layer coding of the high-res anchor), ranging from simpler to more complicated. No particular unusual or unexpected artifacts seemed evident.

Tool experiment plans were described. It was suggested to prioritize the identified candidate experiments.

Category A:
1. Upsampling filters (non-adaptive)

2. Inter-layer texture prediction signalling (without special signalling for combining base & enhancement-layer sample prediction)

Category B:
3. Combined prediction (combining base & enhancement-layer sample prediction)

4. Inter-layer filtering

Category C:
5. Inter-layer syntax prediction with HEVC base layer

6. Inter-layer syntax prediction with AVC base layer

Category D:
7. ALF for EL

8. Modified deblocking filter for EL
Regarding software to be used as the basis of further work, the following were discussed:
· K0345 (offered earlier than some others, nicely macro'ed – including granularity, generally good coding style, has more tools than K0038, has some tools/variations that were not included in the proposal contribution, has high memory use)

· K0038 (fewer changes to source code than K0345, fewer tools than K0345)

Wed. morning (17th) status review:

· After subjective viewing, there did not seem to be any unexpected or adverse perceptual effects.

· Tool experiment preparations were proceeding.
Thu. 1400 (18th) status review:
· Items 7 and 8 were planned to be for AHG work rather than TE.

· Whether item 6 is for TE or AHG remains open. The group agreed to let this move forward as a TE.
· Software remains open.

· Item 3 seems to have the potential to be rather large.

· It had been agreed that inter-layer parsing dependencies would not be allowed for the TE work.
· Software for K0345, K0348, K0366, and K0370 had been made available in the document management system by Thursday (18th) p.m. K0366 uses a reference index approach to the base layer, and thus has a different structure than the others.

· The software of K0345 and K0348 seemed to be the leading candidates for use as a software basis.

It was asserted the memory issue for K0345 had been somewhat addressed, and that some of the proposed tools inherently increase memory usage.

K0348 (originally submitted by TI as K0038) is based on HM 8.1 and has co-submittal support by 13 companies and additional support expressed by several additional non-proponents. However, it was reported to have some bugs and extra elements that should perhaps be removed. It seemed generally agreed that it was highly likely that these issues could be resolved in relatively short order.
An HM 8.1 version of K0345 (submitted by Fraunhofer HHI, Vidyo and Samsung) had been made available during the meeting. This also included some removal of extra tools, reduction of memory, alignment improvement with available description. It was reported to have comparable performance to the best among the other packages that contained only inter-layer coding tools. It had support for using an AVC base layer and difference-domain coding prediction, which K0348 did not. The proponents suggested to use the available supported features as an achor for comparison purposes and to use them for analysis of tool interactions. See other attributes described above.
The "hooks" in K0348 for inter-layer syntax prediction were suggested to be only for functional debugging purposes – to determine whether the "hooks" functioned properly – versus the method in K0345 which contain a more enhanced/elaborate approach.

It was agreed that the ref_idx approach could (and should) be added to both codebases, and that this would be done. Y. Ye volunteered to contribute the necessary revisions.
In the interest of having an ability to move forward, the following was agreed:
· K0348 would be used as the primary codebase; to be used for TEs other than item 6.

· K0345 is to be used in the TE for item 6.

The H1001 software guidelines were re-emphasized in remarks.
JCTVC-K0378 BoG report on suggested up-sampling filter design [E. Alshina (Samsung), H. Lakshman (Fraunhofer HHI), J. Dong (InterDigital), J. Chen (Qualcomm), A. Luthra (Motorola Mobility)]
Discussed primarily in BoG activity (see also BoG report JCTVC-K0354). According to the several tool experiment descriptions, an up-sampling filter should be supported by the reference s/w, and the design of this up-sampling filter was discussed during the BoG on HEVC scalable extensions. This document summarises results of this discussion.


5.9.3 CfP submissions

JCTVC-K0031 Description of scalable video coding technology proposal by Sharp (proposal 1) [K. Misra, J. Zhao, S. H. Kim, S. Deshpande, A. Segall (Sharp)]

This proposal is Sharp’s response to the Call for Proposals (CfP) on Scalable Video Coding Extensions for High Efficiency Video Coding jointly issued by ISO/IEC JTC 1/ SC 29/WG 11 and ITU-T SG 16 WP 3. The proposal provides a description of a scalable video coding extension for HEVC with higher coding efficiency compared to simulcast transmission of video data using HEVC. 

The proposed scalable design is asserted to be a straightforward extension of the current HEVC system, and it contains the following features.  First, up-sampled base layer pictures are available as additional reference frames during by the motion compensation process.  Second, multiple up-samplers are supported and also managed through the prediction process.  Third, base layer motion data is incorporated into the merge and motion vector prediction processes at the enhancement layer.  Fourth, high frequency inter- and intra-prediction operations are allowed in the pixel difference domain.  Fifth, additional tables are made available for CABAC initialization.  Finally, we mention that the design does not incorporate additional single layer coding tools, such as adaptive loop filtering (ALF) or internal bit-depth increase (IBDI).
The resulting system reportedly achieves the following average BD rate improvement relative to simulcast anchors provided in the joint call for proposals:

	EL-only actual rate:

	RA HEVC 2x

-30.4% (Y)
-18.4% (U)
-18.1% (V)

	RA HEVC 1.5x

-47.8% (Y)
-41.0% (U)
-40.1% (V)

	

	EL-only target rate:

	RA HEVC 2x

-28.4% (Y)
-16.0% (U)
-15.7% (V)

	RA HEVC 1.5x

-45.8% (Y)
-38.7% (U)
-37.8% (V)

	

	EL+BL actual rate:

	RA HEVC 2x

-20.5% (Y)
-10.2% (U)
-9.9% (V)

	RA HEVC 1.5x

-28.4% (Y)
-22.0% (U)
-21.3% (V)

	

	EL+BL target rate:

	RA HEVC 2x

-19.0% (Y)
-8.5% (U)
-8.2% (V)

	RA HEVC 1.5x

-27.0% (Y)
-20.5% (U)
-19.8% (V)


Category: Only HEVC RA SS.

Double loop approach using collocated upsampled base-layer

Motion vector candidates scaled up from base layer, modified merge list and AMVP

Adaptive upsampler (switched on PU basis)

"Difference mode" which uses low frequency information from upsampled base layer, where the upsampled base layer of the reference picture is subtracted from the enhancement layer reference picture to compute a high-detail prediction component; low detail is predicted from the up-sampled base layer of the current picture; difference mode is switchable on CU basis.
Difference mode requires additional motion comp of base layer with full-pel accuracy (if computed on the fly) with subsequent quarter pel on the difference, or duplicating the DPB when difference is computed in advance.
The proposed scalable design is asserted to be a straightforward extension of the current HEVC system, and it contains the following features. 

· Up-sampled base layer pictures are available as additional reference frames during by the motion compensation process.

· Multiple up-samplers are supported and also managed through the prediction process.

· Base layer motion data is incorporated into the merge and motion vector prediction processes at the enhancement layer.

· High frequency inter- and intra-prediction operations are allowed in the pixel difference domain (with motion compensation in the difference domain).

· Additional tables are made available for CABAC initialization.

· The design does not incorporate additional single layer coding tools, such as adaptive loop filtering (ALF) or internal bit-depth increase (IBDI).

Highlights:

· Not a lot of added tools

· Adaptive upsampler, switched on PU basis

· Multi-loop

· Motion comp in a difference domain (difference between reference enhancement-layer picture and upsampled reference base-layer picture).

· Number of pictures in DPB is basically doubled by storing both a base layer and enhanced frame for each picture in the DPB.
JCTVC-K0032 Description of scalable video coding technology proposal by SHARP (proposal 2) [T. Yamamoto, Y. Yasugi, H. Kumai, M. Takahashi (Sharp)]

This contribution presents the Sharp propoal in response to Call for Proposal on Scalable Video Coding Extension of HEVC. One significant characteristics of the proposed codec is that it only uses base-layer reconstruction data as inter-layer information. Thus it is capable of producing scalable bitstream in which base layer is encoded with non-HEVC codec such as MPEG-2 and AVC. The luma enhancement layer bd-rate reductions for HEVC 2x scalability are 34.1% and 26.5% for intra only and random access configuration respectively compared to HEVC higher layer anchor. For HEVC 1.5x scalability, they are 53.7% and 44.3%. For Hybrid 2.0x scalability, in which AVC base layer is used, the bd-rate reduction is 23.0% compared to HEVC higher layer anchor, and 49.4% compared to AVC higher layer anchor. For Hybrid 1.5x scalability, the one is 37.3% compared to HEVC, and 61.9% compared to AVC.

Category: All except SNR





Highlights:

· Multi-loop.
·  “hybrid intra and inter layer prediction” – DC component inferred from upsampled base layer for each 4x4 block in case of intra pred.

· No motion or mode inference.
· Secondary adaptive upsampling filter with additional quad-tree structure that is independent of LCU structure. Has different coefficients on diagonals (ALF-like approach).
· Only the collocated base layer decoded picture is used for ILP (can therefore easily support any base layer format).
· Hybrid intra and inter-layer prediction mode (intra prediction as in HEVC, with 4x4 DC from base layer).
· Adaptive filter for inter-layer prediction with quadtree control.
· Temporal prediction MC is full-band prediction.
· ALF and AMP in enhancement layer.
JCTVC-K0033 Description of scalable video coding technology proposal by LG Electronics and MediaTek (differential coding mode on) [C. Kim, J. Park, J. Kim, Hendry, B. Jeon (LG Electronics), S. Liu, X. Zhang, M. Guo, Z. Chen, T.-D. Chuang, S.-T. Hsiang, C.-Y. Chen, C.-Y. Tsai, C.-M. Fu, C.W. Hsu, Y.-W. Huang, S. Lei (MediaTek)]

This contribution is the LG Electronics and MediaTek response to the Joint Call for Proposals (CfP) on Scalable Video Coding Extensions of High Efficiency Video Coding (HEVC) issued by ISO/IEC JTC1/SC29/WG11 (MPEG) and ITU-T SG16 WP3 (VCEG). The goal of this proposal is to provide scalable coding technologies on top of the new HEVC draft standard. In order to achieve this goal, a number of coding tools are proposed with respect to several aspects of scalable video coding mechanism. These include inter-layer (IL) coding modules such as IL up-sampling filters, IL sample adaptive offset, IL adaptive loop filter, IL texture prediction, IL differential coding, IL motion vector prediction, and IL mode prediction, as well as enhancement layer (EL) coding modules such as EL inter prediction, EL intra prediction, EL sample adaptive offset, EL adaptive loop filter, EL deblocking filter, EL rate distortion optimized quantization, and EL internal bit-depth increase. With all proposed tools enabled, the proposed scalable video codec reportedly achieves 35%, 52%, 38%, 57%, and 43% BD-rate savings for category 1 – 2x spatial scalability (namely RA-2x, where RA means “random access”), category 1 – 1.5x spatial scalability (namely RA-1.5x), category 1 – 2x intra-only spatial scalability (namely AI-2x, where AI means “all intra”), category 1 – 1.5x intra-only spatial scalability (namely AI-1.5x), and category 1 – SNR scalability (namely RA-SNR), respectively, when compared with the CfP “EL-only actual rate” anchors. When compared with the CfP “EL+BL actual rate” anchors, the corresponding BD-rate savings are 24%, 32%, 27%, 35%, and 30%. For each test point, the actual rate is within 0.4% variation of the target rate. The average encoding time increases for the proposed scalable encoder compared with HM6.1 single layer encoder using EL spatial resolution are 136%, 157%, 190%, 203%, and 224% for RA-2x, RA-1.5x, AI-2x, AI-1.5x, and RA-SNR, respectively. The corresponding average decoding time increases are 141%, 134%, 97%, 107%, and 199%.

Categories: All except hybrid
Noted characteristics:

· Double-loop approach

· Upsampling filter based on DCT-IF

· Additional inter-layer SAO (modified) and ALF

· Inter-layer differential coding (similar to JCTVC-K0031) – not used in the alternative proposal JCTVC-K0050.
· Use upsampled collocated BL motion vectors in EL MV coding (merge, AMVP)
· additionally ALF and IBDI used in EL
· Use up-sampled BL samples in intra prediction when EL samples are not available

· IBDI was used in EL, and PSNR was computed in 10 bits (could this give around 1.5%?)
Q: Is upsampling done in 10 bits? (A: internally 14, truncated to 10)

Chroma improvement – could that be due to specific RDOQ?

Features include

· inter-layer (IL) coding modules such as

· IL up-sampling filters

· IL sample adaptive offset

· IL adaptive loop filter

· IL texture prediction

· IL differential coding (similar to element of Sharp proposal K0031, disabled for K0050)

· IL motion vector prediction

· IL mode prediction

· enhancement layer (EL) coding modules such as:

· EL inter prediction

· EL intra prediction

· EL sample adaptive offset

· EL adaptive loop filter

· EL deblocking filter

· EL rate distortion optimized quantization (non-normative improvement)

· EL internal bit-depth increase

A participant questioned the PSNR measurement for the bit-depth increase aspect.

JCTVC-K0050 Description of scalable video coding technology proposal by LG Electronics and MediaTek (differential coding mode off) [C. Kim, J. Park, J. Kim, Hendry, B. Jeon (LG Electronics), S. Liu, X. Zhang, M. Guo, Z. Chen, T.-D. Chuang, S.-T. Hsiang, C.-Y. Chen, C.-Y. Tsai, C.-M. Fu, C.W. Hsu, Y.-W. Huang, S. Lei (MediaTek)]

See discussion of K0033.
JCTVC-K0034 Description of scalable video coding technology proposal by InterDigital Communications [J. Dong, Y. He, Y. He, G. McCllelan, E.-S. Ryu, X. Xiu, Y. Ye (InterDigital Communications)]

This proposal is InterDigital Communications’ response to the Call for Proposals (CfP) on scalable video coding extensions of HEVC, jointly issued by ITU-T SG16 Q.6 (VCEG) and ISO/IEC JTC1/SC29/WG11 (MPEG). The goal of this proposal is to provide a scalable video compression technology which has significantly higher compression capability than a simulcast solution which simply compresses the two or more layers of video inputs separately. To achieve this goal, a number of new algorithmic tools are proposed, primarily focusing on improving inter layer prediction at the picture level. The picture level inter layer prediction tools include selectable upsampling filters, intra mode dependent directional filters, motion field mapping, enhancement layer skipped slice, and adaptive reference picture placement. The inter layer reference is then used together with the temporal reference pictures to predict the enhancement layer picture. The enhancement layer encoder and decoder are kept primarily the same as the single layer HEVC codec, with only one additional in-loop filter, called edge enhancement filter, applied at the picture level, whereas block level operations in the enhancement layer are kept exactly the same as the single layer HEVC codec. The proposed video codec achieves approximately {34%, 55%, 25%, 45%, 33%} bit rate savings in the enhancement layer for {AI 2x, AI 1.5x, RA 2x, RA 1.5x, RA SNR} scalability case in category 1, and {24%, 41%} bit rate savings for {RA 2x, RA 1.5x} scalability case in category 2. The average decoding time for the proposed system was measured to be between about 1.2 and 3.1 times that of the corresponding anchors for category 1, and between about 2.6 and 4.6 times that of the corresponding anchors for category 2.
Categories:All
Noted characteristics:

· Three up-sampling filters: Default, selectable (4 filter sets with relevant subsampling phases, filter sizes 6x6, 6x7, 7x7 each), intra mode dependent (with directional properties, fixed filters 7x7, 7x8, 8x8)

· Collocated BL Motion vectors are scaled and block structure up-sampled and used for MV prediction in EL
· EL skip mode, applied for the whole slice / picture

· Edge enhancement filter (16 edge classes based on Canny edge detector) operated in EL loop (would likely also improve single-layer coding) EEF is not switched, always used (or switchable per slice?) (said to be best performing for Cactus and BQ Square)
· Adaptive reference picture placement (position of inter-layer reference in the list)

· Multi-pass encoding (3 passes at worst) for selecting filters

Highlights:

· The picture level inter layer prediction tools:

· selectable upsampling filters

· intra mode dependent directional filters (IMDDF)

· motion field mapping

· enhancement layer skipped slice (actually, skipping the EL coding of the whole picture)

· adaptive reference picture placement (can be an encoder-only trick)

· The inter layer reference is then used together with the temporal reference pictures to predict the enhancement layer picture

· Block level operations in the enhancement layer are the same as in single layer HEVC

· Additional in-loop filter, called edge enhancement filter, applied at the picture level

The proponent suggested that the scheme is primarily an "MVC-like" approach to scalability.
JCTVC-K0035 Description of scalable video coding technology proposal by Qualcomm (configuration 1) [J. Chen, K. Rapaka, X. Li, V. Seregin, L. Guo, M. Karczewicz, G. Van Der Auwera, J. Sole, X. Wang, C. Tu, Y. Chen (Qualcomm)]

This proposal is Qualcomm’s response to the joint call-for-proposal on scalable video coding extension of HEVC issued by MPEG and ITU-T. The proposed solution is developed based on HM6.1 and the base layer coding is kept unchanged. Under multi-loop decoding framework, coding tools are proposed to improve the coding efficiency of the enhancement layer by utilizing base layer information, including reconstructed pixel samples. 

Compared to HEVC simulcast, the luma BD-rate saving (based on actual total rate) is 25.6%, 33.5%, 23.0%, 31.1%, and 28.2 %, respectively, for all intra 2x, all intra 1.5x, random access 2x, random access 1.5x, and random access SNR cases.

The luma BD-rate saving (based on actual enhancement layer rate) is 36.7%, 55.5%, 33.0%, 50.2%, and 41.4 %, respectively, for all intra 2x, all intra 1.5x, random access 2x, random access 1.5x, and random access SNR cases.

Categories: All except hybrid
Noted characteristics:

· Fixed or adaptive filter (separable)

· Intra prediction with DC modified in EL: Generated from up-sampled base

· Intra residual prediction where up-sampled residual from base layer is added to the EL prediction signal
· Same with inter residual prediction, but using weight 0, 0.5 or 1 in the addition (using same MV as in EL)
· Inter-layer MV and CU split prediction

· Intra mode from base layer in MPM list

· Some changes in de-blocking

· 2 Additional transforms for Intra BL prediction (Each one DCT and DST types)

· Scanning of 4x4 and 8x8 EL TBs based on gradient of reconstructed base layer (several experts‘ comment: This could be dangerous in error propagation)
· Several tricks in encoder optimization

Highlights:

· Up-sampling filters: generate full EL resolution picture by up-sampling or filtering the reconstructed BL picture

· Intra-BL prediction: uses collocated BL block to predict EL samples

· Filtering of BL data is also applied for SNR scalability – not just for spatial

· EL DC mode uses average of collocated BL block

· Inter-layer residual prediction: predicts EL prediction residues based on base layer information. This method is applied to both intra and inter CUs. A weighting factor of 0.5 can be applied to the residual prediction.

· Inter-layer syntax prediction: employs BL syntax elements, such as CU-split, motion parameter, and prediction mode, to predict EL syntax elements.

· Switchable DCT/DST: employs additional transforms (variations of DCT and DST types) to improve the transform efficiency of inter-layer predicted residues.

· Encoder lambda selection to adjust for QP hierarchy relationship

· In "high efficiency" variation (K0036), application of "multi-hypothesis" motion using MVs of base and enhancement layers.

· In "high efficiency" variation (K0036), a combination of intra-BL and EL intra/inter prediction

· In "high efficiency" variaiton (K0036), ALF

A participant remarked that the scan order deriviation would have a parsing dependency on decoded picture values – which would have undesirable loss reslience behaviour.
JCTVC-K0036 Description of scalable video coding technology proposal by Qualcomm (configuration 2) [J. Chen, K. Rapaka, X. Li, V. Seregin, L. Guo, M. Karczewicz, G. Van der Auwera, J. Sole, X. Wang, C. Tu, Y. Chen (Qualcomm)]

In addition to aspects noted for K0035:

· Inter prediction multi-hypothesis (4 references)

· Combined prediction

· Inferred base layer mode (signalling that 
· ALF

· AMP

· Yet another 2 transforms (DCT/DST types)
See notes in discussion of K0035.
JCTVC-K0037 Description of scalable video coding technology proposal by ETRI and Kwangwoon Univ. [J. W. Kang, H. Lee, J. Lee, J. S. Choi, J. W. Kim, J. Nam, H. Choi, D. Sim (ETRI and Kwangwoon Univ.)]

This document describes the scalable video coding technology proposal by ETRI and Kwangwoon Univ. The proposal is based on multiple loop decoding process which fully reconstructs the picture of all the layers with motion compensation for each layer. The proposal is developed to support mainly spatial scalability and SNR scalability. However, it is reported that the proposal can be extended to support multi-view scalability and coding standard scalability because of multiple loop decoding structure. 

The proposal contains tools for enhancement layer. For inter-layer texture prediction, the reconstructed picture of the reference layer is added into the reference picture lists L0 and L1 for the corresponding picture of the enhancement layer. The construction process and positions of merge/skip and motion vector prediction candidates are modified to consider the corresponding PU on the reference layer in ME/MC of the enhancement layer. DCT-IF filters are developed for up-sampling the reconstructed picture of the reference layer. In addition, ALF is applied to the enhancement layer.

For spatial scalability, compared to HEVC enhanced resolution single layer anchor, average BD-rate improvements are 28.8% (Y), 16.6% (U), and 15.2% (V) in case of spatial resolution ratio of 2, and average BD-rate improvements are 44.8% (Y), 35.5% (U), and 33.3% (V) in case of spatial resolution of 1.5. For intra-only spatial scalability, compared to HEVC enhanced resolution single layer anchor, average BD-rate improvements are 35.0% (Y), 32.8% (U), and 32.5% (V) in case of spatial resolution of 2, and average BD-rate improvements are 52.0% (Y), 51.5% (U), and 51.6% (V) in case of spatial resolution of 1.5. For SNR scalability, compared to HEVC enhanced SNR single layer anchor, average BD-rate improvements are 37.2% (Y), 25.6% (U), and 22.2% (V).

Categories: All except hybrid
Characteristics:

· Multi-loop

· Fixed upsampling filters, DCT-IF

· Derivation of EL merge, skip and MV prediction candidates from BL

· No mode inheritance for intra

The proposal is based on multiple loop decoding process which fully reconstructs the picture of all the layers with motion compensation for each layer.

Highlights:

· The reconstructed picture of the reference layer is added into the reference picture lists L0 and L1 for the corresponding picture of the enhancement layer. 

· The construction process and positions of merge/skip and motion vector prediction candidates are modified to consider the corresponding PU on the reference layer in ME/MC of the enhancement layer.

· DCT-IF filters are developed for up-sampling the reconstructed picture of the reference layer. 

· ALF is applied to the enhancement layer.
JCTVC-K0038 Description of scalable video coding technology proposal by Texas Instruments [D.-K. Kwon, M. Budagavi, M. Zhou (TI)]

This proposal describes a tool for scalable extension of HEVC that was submitted in response to Joint Call for Proposals on Scalable Video Coding Extensions of High Efficiency Video Coding (HEVC). A CU-level inter-layer prediction tool is proposed under multi-loop scalable codec architecture. Base-layer pictures that are referred to by the enhancement layer are fully reconstructed. A CU in the enhancement layer is allowed to be predicted from the scaled base-layer reconstruction using a CU-level inter-layer prediction flag. All other coding tools in Main configuration of HM-6.1 HEVC are used for enhancement layer coding without modification. So the only changes on top of HEVC are asserted to be base-layer reconstructed picture up-sampling and inter-layer sample prediction at CU level. It is reported that for Category 1, the proposed tool reportedly provides BL + EL (actual rate) BD-rate gain of (Y: 23.6%, Cb: 21.5%, Cr: 21.8%), (Y: 32.2%, Cb: 31.3%, 31.5%), (Y: 16.5%, Cb: 6.5%, 5.9%), (Y: 25.5%, Cb: 17.8%, 16.5%) and (Y: 21.3%, Cb: 11.5%, 9.5%) for AI 2x, AI 1.5x, RA 2x, RA 1.5x and RA SNR scalabilities, respectively. For Category 2, it is reported that the proposed tool provides BL + EL (actual rate) BD-rate gain of (Y: 15.4%, Cb: 5.9%, Cr: 5.6%), (Y: 22.1%, Cb: 15.7%, Cr: 14.3%), (Y: 37.3%, Cb: 29.0%, Cr: 29.0%) and (Y: 43.8%, Cb: 39.5%, Cr: 37.8%) for HEVC 2x, HEVC 1.5x, AVC 2x and AVC 1.5x, respectively.

Categories: All
Characteristics:

· Multi-loop approach

· Use of up-sampled BL as additional reference in EL (DCT-IF), signalled by a flag at CU level (except for skipped CU)
· No inference of MV or modes

The contribution was updated on 2012-10-09 with correction to come closer to the target rate, with very slightly different (0.x% less gain) results (no new bitstreams uploaded)

It was pointed out by one expert that some RD graphs in the original contribution showed a strange behaviour, which seems to be fixed with the new data.

JCTVC-K0039 Description of scalable video coding technology proposal by Intel [Y. Chiu, W. Zhang, L. Xu, Y. Han, Z. Deng, X. Cai, H. Jiang (Intel)]

This contribution presents a scalable video codec proposal from Intel in response to the Joint Call for Proposals on Scalable Video Coding Extensions of High Efficiency Video Coding issued by ISO/IEC JTC1/SC 29/WG 11 (MPEG) and ITU-T SG16 Q.6 (VCEG). This proposal is implemented in a multi-layered coding structure based on HM6.1 Reference software of HEVC coder, and the test result is provided for the scenario of SNR Scalability specified by the Call for Proposal. It contains a collection of inter-layer coding tools to improve the coding efficiency: inter-layer pixel prediction, inter-layer motion prediction, inter-layer residual refinement, inter-layer pattern/mode prediction and inter-layer refining filter. Together with the existing coding tool in HM 6.1, these inter-layer coding tools report the reduced-bit-rate bitstream under the RA_HEVC_SNR test configuration of Call for Proposal. The proposed tools reportedly achieve 36.3% BD bit rate reduction on average on the EL-only actual rate testing case, 21.6% of BD bit rate reduction on the EL-only target rate testing case, 20.5% of BD bit rate reduction on the EL+BL actual rate testing case and 11.8% of BD bit rate reduction on the EL+BL target rate testing case.
Category: SNR scalability
Characteristics:

· Multi-loop approach.
· Inter-layer pixel prediction with refinement filter (7-tap 5x5 diamond shape / ALF-like)
· Inter-layer residual refinement
· Inter layer motion/mode/partition prediction

· New inter layer skip and direct flags

Results indicate large deviation between "actual rate" and "target rate" calculations

Separate results were reported on benefits of inter-layer motion prediction (4%) and partition prediction (5%).

At some data points, the target rate was violated.
JCTVC-K0040 Description of scalable video coding technology proposal by Nokia (encoder configuration 1) [O. Bici, D. Bugdayci, A. Aminlou, A. Hallapuro, M. Hannuksela, J. Lainema, K. Ugur (Nokia)]

This document presents the Nokia scalable video coding extension proposal for HEVC technology (NSHEVC). 

The main goal of the NSHEVC codec is to achieve scalability with high coding efficiency but with as small changes to HEVC design as possible. In order to achieve this, following HEVC tools are modified so that base layer information could be utilized to improve coding efficiency. Those tools could be summarized as:

· Enhancing the temporal and spatial prediction using base layer samples.

· Block based inter-layer prediction of samples.

· Using base layer intra prediction mode and motion vectors in coding the enhancement layer.

NSHEVC software will be made available to interested parties to enable studying of developed algorithms in more detail.

An additional contribution is also submitted (JCTVC-K0047) using a longer GOP length for encoding the enhancement layer, whereas this contribution shows results using a GOP length of 8 (same GOP length as in base layer bitstreams). Other than this change in encoding structure, both proposals have identical tools and encoder configurations.

Categories: RA and AI SS
Characteristics:

· Multi-loop approach

· Add base-layer component to EL prediction: Intra enhancement prediction based on BL gradient for hor/vert directions, the base layer DC is used to modify the EL prediction such that DC is the same.
· For inter, similar method as in K0035 „inter residual prediction“ (additional motion comp required, as it uses a scaled-down version of the enhancement layer MV)
· Block based inter-layer prediction (use reconstructed BL samples as additional prediction reference, using the partitioning from BL) – additional CABAC contexts

· Re-use motion and intra mode info from BL to EL – similar to other proposals, additional candidates from BL
· K0040 uses same GOP structure as base layer, K0047 uses a different temporal hierarchy with longer GOP in the enhancement layer
Highlights:

· Enhancing the temporal and spatial prediction using base layer samples (somewhat similar in spirit to the difference-domain MC proposals in the temporal case)

· Block based inter-layer prediction of samples.

· Using base layer intra prediction mode and motion vectors in coding the enhancement layer.

· In K0047 version, EL can have a different GOP structure than the base layer.

JCTVC-K0047 Description of scalable video coding technology proposal by Nokia (encoder configuration 2) [O. Bici, D. Bugdayci, A. Aminlou, A. Hallapuro, M. Hannuksela, J. Lainema, K. Ugur (Nokia)]

See notes in discussion of K0040.

JCTVC-K0041 Description of the scalable video coding technology proposal by Canon Research Centre France [S. Lasserre, F. Le Léannec, E. Nassor, J. Taquet, N. Ouedraogo, S. Pautet, C. Gisquet, G. Laroche, T. Poirier, Y. Verdavaine, E. François (Canon)]

This document describes Canon’s response to the Joint Call for Proposals for the scalable video coding extensions of HEVC. The proposed codec responds to the HEVC base layer categories of the CfP: Spatial, Intra-only and SNR scalability. 

This document describes the coding tools added to HEVC coding tools for scalability: an inter-layer intra coding technology for intra frames and Inter-layer prediction tools for Inter frames.

In terms of coding efficiency, it is reported that the proposed codec shows scalable performance with a mean overhead of about 8.5% in All Intra configurations, 6.7% in Random Access spatial configurations and 3.1% in random Access SNR configuration compared to the monocast (single layer) HM6.1. Overall, a gain of 44.3% over the simulcast enhancement layer is reportedly obtained with the proposed scalability layer coding system. This corresponds to a gain of roughly 29% compared to the simulcast HM6.1, in the coding of the base plus the enhancement layer.

Categories: All except hybrid
Characteristics:

· Intra: Only use prediction from upsampled BL, no prediction from neighboring EL blocks
· Model DCT coefficients by generalized Gaussian distribution, this is used to assign “block types” with similar RD slope and same quantizer

· Non-uniform quantization with tables computed offline, around 500 tables 

· Post filtering in intra? DBF, SAO, ALF
· Inter: "base mode" inter-layer prediction uses Intra BL like approach for intra PUs, motion vectors and partitioning, residual prediction, similar to AVC-SVC. (reported results do not refer to that configuration)

· Partitioning inheritance uses 4x4 blocks in case of 1.5x, dyadic in case of 2x

· Another advanced type of residual prediction requires multi-loop (re-computes residual from reconstructed base layer using enhancement layer MVs, similar to K0040)

· AMVP uses 3 candidates (collocated base layer additionally)

· ALF and IBDI also used in inter loop of EL

Results were reported with 8-bit and 10-bit PSNR (with the latter approx. 1% better).

For all-intra picture coding

· Low complexity

· Only one coding mode in EL: equivalent to I_BL mode

· Selection among (about 500) R-D optimized quantizers (Chou, Lookabaugh & Gray design)

· Non-adaptive entropy coding

For inter coding

· Intra BL

General

· EL bit depth increase

JCTVC-K0042 Description of scalable video coding technology proposal by Fraunhofer HHI (Configuration A) [H. Schwarz, C. Bartnik, P. Helle, T. Hinz, A. Khairat, H. Kirchhoffer, H. Lakshman, D. Marpe, M. Siekmann, J. Stegemann, K. Suehring, T. Wiegand]

This document describes the Fraunhofer HHI proposal as response to the Call for Scalable Video Coding Extensions of HEVC. The proposed coding scheme represents an extension of HEVC. It includes additional concepts for inter-layer prediction using already decoded or reconstructed base layer data. The proposal uses the same coding tools for both spatial and SNR scalability as well as for both AVC and HEVC base layers.

The proposal described in this document is similar to the proposal in JCTVC-K0043. The only difference is that the proposal described in this document does not include an adaptive loop filter for enhancement layer, while the proposal in document JCTVC-K0043 uses the adaptive loop filter as specified in version 6 of the HEVC draft. The bitstreams for both proposals have been generated using the same software.

Categories: All
Characteristics:

· Multi-loop

· Upsampling filters for 1/16 pel phases (fixed)

· Intra (could be used in EL also in cases where BL is inter): Upsampled BL, Upsampled and lowpass (121) filtered BL, EL intra prediction invoking residual from base layer, same with frequency weighting (done in DCT domain), prediction of intra prediction modes 
· Inter: Residual prediction (bilinear upsampling), Prediction based on BL/EL difference which is motion compensated afterwards (similar to K0031?), usage of BL MV as candidates in AMVP (extended list of candidates), merge (no extended list, but BL vector in 1st position), infer motion and CU partitioning

· Additional hor and vert scans for 16x16 and 32x32 (not using 4x4 sub-blocks), different contexts

· Modification of de-blocking filter (boundary strength) in EL
· Selection of lambda in EL RDO depends on BL QP

· ALF variant (K0043) is better by around 1.5-2%

JCTVC-K0043 Description of scalable video coding technology proposal by Fraunhofer HHI (Configuration B) [H. Schwarz, C. Bartnik, P. Helle, T. Hinz, A. Khairat, H. Kirchhoffer, H. Lakshman, D. Marpe, M. Siekmann, J. Stegemann, K. Suehring, T. Wiegand (HHI)]

See notes in discussion of K0042. This variant has ALF (1–2% benefit).
JCTVC-K0044 Description of high efficiency scalable video coding technology proposal by Samsung and Vidyo [K. McCann, J. H. Park, J. Kim, C. Kim, J.-H. Min, E. Alshina, A. Alshin, I.-K. Kim, T. Lee, B. Choi, Y. Piao, S. Jeong, S. Lee, Y Cho, J. Y. Choi, F. C. A. Fernandes, Z. Ma (Samsung), J. Boyce, D. Hong, W. Jang, A. Abbas, S. Reddy (Vidyo)]

This proposal is a response to the Call for Proposals on Scalable Video Coding Extensions of High Efficiency Video Coding (HEVC), jointly produced by Samsung and Vidyo.  It includes responses to all categories included in the CfP: spatial scalability, intra-only scalability, SNR scalability, and coded scalability.  Comparing the scalable enhancement layer to the simulcast high resolution anchor, the proposal reports average luma BD-rate gains of 34.5% for RA HEVC 2x spatial scalability, 50.5% for RA HEVC 1.5x spatial scalability, 36.9% for All Intra HEVC 2x spatial scalability, 55.2% for All Intra HEVC 1.5x spatial scalability, and 41.2% for HEVC SNR scalability.  For hybrid codec scalability with a base AVC layer, the proposal reports average BD-rate gains vs HEVC simulcast high-resolution anchors of 33.4% for 2x and 47.1% for 1.5x.  Additional coding tools are proposed for the enhancement layer, which are claimed to exploit the texture, the motion information, and the intra prediction modes of the base layer. Other tools include modified deblocking filter, pixel-wise motion refinement for bi-prediction, additional motion compensation filter, inter-layer SAO, asymmetric motion partitions, TU based implicit delta QP, improved entropy coder and inter-layer Intra MPM.  A lower complexity trade-off point for this coding framework is presented in the companion proposal described in JCTVC-K0045.
Categories: all
Characteristics:

· Multi-loop

· Upsampling filters for 1/2 and 1/4 pel same as MC comp filters, new filters for 1/3 phases

· Intra: Intra_BL mode and difference coding mode

· Inter: Inter_BL mode (re-use MVs and compute residual) and difference coding mode (similar to Sharp and HHI)
· MV prediction from BL when Inter_BL is not used

· Modified de-blocking in EL

· Inter-layer MPM

· Inter-layer SAO

· The following tools only in K0044 not in K0045)

· AMP in EL (note: AMP is in main profile, but was not in BL streams which were using HM6.1 style main profile)
· Bi-directional optical flow

· Implicit dQP refinement

· ALF in EL
Highlights:

· Intra_BL mode

· Intra_BL Skip mode

· Inter_BL mode

· Difference mode

· Bilinear MC filter for difference mode

· Deblocking filter consideration of difference mode 

· Inter-layer spatial MPM prediction

· Inter-layer MV prediction

· Inter-layer SAO

· Bi-directional optical flow

· Multi-parameter probability estimation in enhancement layer CABAC

· Asymmetric motion partitions in enhancement layer 

· TU-based implicit dQP refinement

· Adaptive loop filter in enhancement layer

JCTVC-K0045 Description of low complexity scalable video coding technology proposal by Vidyo and Samsung [J. Boyce, D. Hong, W. Jang, A. Abbas, S.Reddy(Vidyo), K. McCann, J.-H. Park, J. Kim, C. Kim, J.-H. Min, E. Alshina, A. Alshina, I.-K. Kim, T. Lee, B. Choi, Y. Piao, S. Jeong, S. Lee, Y. Cho, J.Y. Choi (Samsung)]

This proposal is the response to the Call for Proposals on Scalable Video Coding Extensions of High Efficiency Video Coding (HEVC), jointly produced by Vidyo and Samsung.  It includes responses to all categories included in the CfP: spatial scalability, intra-only scalability, SNR scalability, and coded scalability. Comparing the scalable enhancement layer to the simulcast high resolution anchor, the proposal reports average luma BD-rate gains of 30.3% for RA HEVC 2x spatial scalability, 47.1% for RA HEVC 1.5x spatial scalability, 35.4% for All Intra HEVC 2x spatial scalability, 54.1% for All Intra HEVC 1.5x spatial scalability, 36.8% for HEVC SNR scalability.  For hybrid codec scalability with a base AVC layer, the proposal reports average BD-rate gains vs HEVC simulcast high-resolution anchors of 28.9% for 2x, and 43.2% for 1.5x.  New coding tools are proposed for the enhancement layer, taking advantage of the texture, the motion information, and the intra prediction modes of the base layer. Other tools include modified deblocking filter, additional motion compensation filter, and inter-layer SAO. A higher complexity trade-off point for this coding framework is presented in the companion proposal described in JCTVC-K0044.
See notes in discussion of K0044.

JCTVC-K0046 Description of scalable video coding technology proposal by Huawei Technologies [H.Yang, J. Zan, X. Wei, W. Gao, H. Yu (Huawei), L. Li, J. Zhang, B. Li, H. Li (USTC), L. Feng (USC)]

This contribution proposes a video coding scheme to add spatial scalability to the design of HEVC. The proposed scheme uses HEVC to encode the base-layer and consists of inter-layer texture prediction, inter-layer mode prediction, inter-layer texture skip mode, etc., and these tools are developed jointly by Huawei and University of Science and Technology of China. On average, the proposed HEVC scalable solution can reportedly achieve 27.5% BD bit rate savings when comparing the enhancement layer only bitstreams vs the simulcast HEVC SVC CfP Category 1 (HEVC base layer) anchor bitstreams, and 18.2% BD bit rate savings when comparing the combined scalable base and enhancement layer bistreams vs. the same set of simulcast HEVC anchor bitstreams.
Category: RA SS

Characteristics:

· Multi-loop

· Upsampling uses DCT-IF

· Inter-layer texture prediction (prediction from up-sampled base layer reconstruction)
· Inter-layer texture skip (use prediction from base layer, no residual)

· Inter-layer motion (AMVP/merge/skip); padding is used when no MV is available; base layer candidate added to merge candidate list. AMVP with BL and one more (spatial/temporal/zero) cand.
· Inter-layer intra mode copy
· EL deblocking filter strength modified

· 
· 
· 
· 
· 
JCTVC-K0049 Description of scalable video coding technology proposal by Ghent University – IBBT [Glenn Van Wallendael, Sebastiaan Van Leuven, Jan De Cock, Rik Van de Walle] [late]

This document provides a description of the scalable video coding technology proposal by Ghent University – IBBT. This submission is a response to the CfP in category 1 (intra-only, spatial, and SNR scalability). The proposed technology extends HEVC with scalable enhancement layer coding; inter-layer prediction for motion, residual, and pixel data is used to exploit redundancy between the layers. The design is closely bound to single-layer HEVC, and tries to reuse as many building blocks from the single-layer specification as possible. As such, hardware or software implementation is facilitated. Average BD-rate luminance gains are reported of 42.7% (AI, 1.5x), 33.0% (RA, 1.5x) and 35.8% (RA, SNR).

Categories: All except hybrid, except 
· 



no results for 2x upsampling.

Highlights:

· Multi-loop approach

· Inter-layer sample prediction (upsampling as in AVC's SVC: 4-tap/2-tap)

· Inter-layer residual prediction (bilinear upsampling)

· Inter-layer motion prediction (BL candidate included in merge list)

It was noted that some bit rate constraints were not met by the proposal, and some test cases were not reported.
JCTVC-K0052 Description of scalable video coding technology proposal by KDDI [K. Kawamura, T. Yoshino, S. Naito (KDDI)] 

This contribution is KDDI’s response to the Joint Call for Proposals on Scalable Video Coding Extensions of High Efficiency Video Coding (HEVC), jointly issued by ITU-T SG16 Q.6 (VCEG) and ISO/IEC JTC1/SC29/WG11 (MPEG). The goal of this contribution is to provide scalable video coding extensions of HEVC which has significantly higher compression capability than the state-of-the-art AVC standard, especially for high-definition (HD) video contents. A further goal is to obtain these gains with minimal increase in complexity over HEVC. To achieve these goals, three modified tools are proposed covering several aspects of scalable video coding technology. These include inter-layer intra prediction, inter-layer prediction mode and motion prediction, and inter-layer residual prediction. When all the proposed tools are used, the proposed scalable video codec achieve approximately 28% and 46% bit-saving on average compared to HEVC single layer in both RA x2.0 and RA x1.5 configurations.

Categories: All except SNR









Highlights:

· Single loop? Yes.

· No MC in base layer

· Use up-sampling filters from AVC-SVC

· No inference of CU partitioning

· Inter-layer intra prediction (intra BL like)
· Inter-layer prediction mode and motion prediction (with up-scaling)
· Inter-layer residual prediction

· Extend merge candidate list to 6

· Extend AMVP candidate list to 3

· Encoding technique for lambda value adjustment

· 






· 
· 
· 

· 
· 
· 
· 

· 
· 

· 
· 





5.9.4 Other scalable coding contributions
JCTVC-K0345 Suggested design of initial software model for scalable HEVC extension proposal by Fraunhofer HHI, Vidyo and Samsung [T. Wiegand, H. Schwarz, C. Bartnik, P. Helle, T. Hinz, A. Khairat, H. Kirchhoffer, H. Laksman, D. Marpe, M. Siekmann, J. Stegemann, K. Sühring (HHI), K. McCann, J. H. Park, J. Kim, C. Kim, J.-H. Min, E. Alshina, A. Alshin, I.-K. Kim, T. Lee, B. Choi, Y. Piao, S. Jeong, S. Lee, Y Cho, J. Y. Choi, F. C. A. Fernandes, Z. Ma (Samsung), J. Boyce, D. Hong, W. Jang, A. Abbas, S. Reddy (Vidyo)] [late]

This proposal provides a suggestion for an initial software model for the scalability extension of HEVC. It was based on merging subsets of the software implementations from Fraunhofer HHI, Samsung and Vidyo.
Some principles reportedly followed for developing this proposal:

· All test cases have reportedly been verified by the source software implementations (HEVC-BL and AVC-BL)

· Only inter-layer coding tools for improved enhancement layer coding efficiency are included 

· All suggested tools were proposed in a large number of responses to the CfP 

· Multi-loop decoding design is assumed

· The software reporedtly has high commonality with the regular single-layer HM software, and can be merged and maintained with it.

The following inter-layer tools were suggested in the contribution:

· Upsampling of reconstructed BL samples (i.e. Intra_BL mode)

· Inter-layer motion and partition prediction 

· Difference-domain inter prediction mode (coding the difference between EL and coded BL)

The first item above has the largest gain. Some participants suggested only including this item as a starting basis.
A participant suggested not having one particular proposal's variant of the 2nd and 3rd topic features.

It is emphasized that bullets 2 and 3 are meant as “example hooks” for further experimentation and this does not mean establishing a test model – these aspects could also be drawn from other proposals.
Disciussion/opinions/suggestions expressed by other experts:

· Start only with high-level syntax

· Only with bullet 1 as starting point

· Data for detailed benefit of the single tools in any proposals are not available

· Most of the gain (approx. 20%) comes by multi-loop with colocated-base-to-enhancement texture reference (which could become the basis of a first test model, with upsampling filters and the way how to perform the prediction from BL to be defined)

· Benefits of other suggested tools (including bullets 2 and 3 above) should be investigated in CEs.

JCTVC-K0348 A proposal for Scalable HEVC Test Model [K. Ugur(Nokia), E. Nassor (Canon), J. Chen (Qualcomm), B. Jeon (LGE), S. Lei (Mediatek), A. Segall (Sharp), M. Zhou (TI), Y. Ye (InterDigital), A. Tabatabi (Sony), J. W. Kang (ETRI)] [late]

It is reported that the responses to the Scalable HEVC extension share the following characteristics:

· Many tools are identical or very similar in spirit.

· Coding efficiency results are quite close to each other.

· Almost all the proposals are multi-loop and implemented on top of HM6.1

Based on these observations, the contributors proposed to start with an initial test model as follows and define CEs on top of that software.

· Inter-layer texture prediction as described in K0038

· Software has interface to access information from base layer, such as:

· Motion field (motion vectors, reference indexes)

· CU/TU partitions

· Intra mode information

· Base layer reconstructed samples (upsampled to enh. layer reconstruction)

· Base layer reference pictures (upsampled to enh. layer reconstruction)

Define Tool/Core Experiments on top of the above software

Define Experimental Framework that compares performance of Scalable extensions with the following:

· Texture-only tools (not using base layer modes and motion vectors)

· High Level Syntax only changes ("MVC-like" approach)

A BoG (coordinated by A. Segall) was requested to 

· Provide a  summary about the various proposals in terms of performance, tools included, etc.

· Study suggested software starting points – investigating whether any of the suggested software frameworks fulfills the needs for further experimentation e.g. in providing suitable hooks for inter-layer motion/mode/partition coding, inter-layer processing, EL difference coding etc.

Whether the “hooks” are empty or are equipped with “meat” needed further discussion.

The status of the BoG work was discussed on Friday morning. Additional topics mentioned included checking provided bitstreams and informal viewing. A participant suggested to focus on the lowest rate point(s) for viewing. For further discussion of BoG activities, see BoG report JCTVC-K0354 and section 5.7.1.
JCTVC-K0346 Summary of tools and performance of scalable video coding technology proposals [P. Lai, T.-D. Chuang, S. Liu, Y.-W.Huang, S. Lei (MediaTek), E. Nassor, E. Francois, F. Le Leannec, P. Onno (Cannon), C.-K. Kim, B.‑M. Jeon, J.-Y. Park (LG), J. Chen, X. Li (Qualcomm)] [late]

Discussed primarily in BoG activity (see BoG report JCTVC-K0354 and section 5.7.1).
JCTVC-K0349 Summary and performance comparison of scalable coding CfP responses [T. Wiegand, H. Schwarz, H. Kirchhoffer, H. Lakshman] [late]

Discussed primarily in BoG activity (see BoG report JCTVC-K0354 and section 5.7.1).
JCTVC-K0352 Summary of CfP results on scalable video coding technologies [J. Lainema, K. Ugur (Nokia)] [late]

Discussed primarily in BoG activity (see BoG report JCTVC-K0354 and section 5.7.1).
JCTVC-K0357 Comments on Suggested Initial Software Models [J. Chen (Qualcomm), K. Ugur (Nokia), E. Nassor (Canon), M. Zhou (TI), B. Joen (LGE), S. Lei (Mediatek), Y. Ye (InterDigital), A. Tabatabai (Sony), H. Yu (Huawei), Y. Chiu (Intel), K. Kawamura (KDDI), J.W. Kang (ETRI)] [late]

Discussed primarily in BoG activity (see BoG report JCTVC-K0354 and section 5.7.1).
JCTVC-K0362 Canon proposal for initial software model for scalable HEVC [S. Lasserre, F. Le Léannec, E. Nassor, J. Taquet, N. Ouedraogo, S. Pautet, C. Gisquet, G. Laroche, T. Poirier, Y. Verdavaine, E. François, P. Onno (Canon)] [late]

Discussed primarily in BoG activity (see BoG report JCTVC-K0354 and section 5.7.1).
JCTVC-K0363 Study of Software Model for Scalable HEVC Extension in JCTVC-K0345 [P. Lai, S. Liu, S. Lei (MediaTek)] [late]

Discussed primarily in BoG activity (see BoG report JCTVC-K0354 and section 5.7.1).
JCTVC-K0364 A suggested initial software model for HEVC scalable video coding [J. Chen, K. Rapaka, X. Li, V. Seregin, L. Guo, M. Karczewicz, G. Van der Auwera, J. Sole, X. Wang, C. J. Tu, Y. Chen (Qualcomm)] [late]

Discussed primarily in BoG activity (see BoG report JCTVC-K0354 and section 5.7.1).
JCTVC-K0366 Proposal of scalable HEVC initial test model [Y. Ye (InterDigital), A. Fuldseth (Cisco), P. Yin (Dolby), C. Cui (ASTRI)] [late] 

Discussed primarily in BoG activity (see BoG report JCTVC-K0354 and section 5.7.1).
JCTVC-K0370 Suggested design of initial software model for scalable HEVC extension proposal by LG Electronics and MediaTek Inc. [C. Kim, J. Park, J. Kim, Hendry, S. Park, Y. Jeon, J. Lim, N. Park, B. Jeon (LG Electronics), S. Liu, X. Zhang, M. Guo, Z. Chen, T. Chuang, S. Hsiang, C. Chen, C. Tsai, C. Fu, C. Hsu, Y. Huang, S. Lei (MediaTek Inc.)] [late]

Discussed primarily in BoG activity (see BoG report JCTVC-K0354 and section 5.7.1).
JCTVC-K0373 Comments on candidate software (JCTVC-K0345) for S-HEVC [K. Ugur, J. Lainema (Nokia)] [late]

Discussed primarily in BoG activity (see BoG report JCTVC-K0354 and section 5.7.1).
JCTVC-K0374 Comments on Candidate Software Models for Scalable HEVC Extension [X. Li, J. Chen (Qualcomm)] [late] [miss]
Discussed primarily in BoG activity (see BoG report JCTVC-K0354 and section 5.7.1).
JCTVC-K0379 Example of tool integration in JCTVC-K0348 software

Discussed primarily in BoG activity (see BoG report JCTVC-K0354 and section 5.7.1). Provided as an example of integration of an additional tool in the software of K0348.
5.9.5 
JCTVC-K0107 Simplification of differential coding in JCTVC-K0033 [X. Zhang, S. Liu, M. Guo, Z. Chen, T.-D. Chuang, Y.-W. Huang, S. Lei (MediaTek), C. Kim, J. Park, J. Kim, Hendry, B. Jeon (LG)]

Inter-layer difference-domain predictive coding has been proposed as a coding tool in JCTVC-K0033 to respond to the Call for Proposals (CfP) on Scalable Video Coding Extensions of High Efficiency Video Coding (HEVC). This contribution proposes to simplify the inter-layer differential coding as follows. When the inter-layer differential coding mode is selected, bi-prediction, multiple reference pictures, and intra NxN partitions are disabled. It is reported that when JCTVC-K0033 is used as the anchor, encoding time reductions of 1/10 short length test are 18.9%, 17.4%, 12.4%, 11.4%, and 14.1% for RA-2x, RA-1.5x, AI-2x, AI-1.5x, and RA-SNR, respectively, and the corresponding “EL-only actual rate” BD-rates are 0.06%, 0.22%, −0.01%, −0.02%, and −0.08%.

Still requires additional motion compensation.
JCTVC-K0175 On inter-layer prediction enabling/disabling for HEVC scalable extensions [K Sato (Sony)]

This document contains two topics on inter-layer prediction for HEVC scalable extension as follows:

Topic #1: Inter-layer Prediction and Temporal-layer Depth

In HEVC scalable extension inter-layer prediction enabling/disabling will be associated with trade-off between coding efficiency and complexity: it will improve coding efficiency but will cause increase in complexity.

With lower temporal layers distance in time domain between the current and reference frames are rather long and performance of inter-frame prediction is not so high. In this case more CUs are coded as intra, and with scalable extension, inter-layer prediction will improve coding efficiency. 

Therefore this contribution proposes to have some inter-layer prediction on/off mechanism in association with temporal layer depth. 

Topic #2: Consideration on Hybrid-codec Scalability and Inter-layer Prediction

In the CfP document of HEVC scalable extensions, experiment of codec standard scalability (Base-layer: AVC, Enhancement-layer: HEVC) is included as an option. In addition, it is proposed by the proposal m25749 that H.262/MPEG2-HEVC scalability be supported with BLR (Base-Layer Reconstructed samples). It might be possible that a proprietary codec be also included in hybrid-codec scalable bitstreams.

It was suggested that HEVC version 2 will have flexibility that any layer can be any codec_type, but the problem is that scalability like H.262/MPEG2-AVC does not exist in the past codec standard. 

This contribution proposes to restrict the considered combinations of hybrid-codec scalability for inter-layer prediction.

About topic #1: Contains proposal for VPS usage in scalable coding which could be further considered in relation to the topic of section 5.16.10. It is however unclear whether the intention would rather be a general restriction in profile/level than signaling in the VPS.
About topic #2: Configurations like the ones denoted as undesirable (like MPEG-2 – AVC – HEVC scalability) have not been suggested so far. Are these cases realistic?
JCTVC-K0238 Inter-layer intra prediction mode coding for the scalable extension of HEVC [Zhijie Zhao, Junyong Si, Joern Ostermann (Leibniz Univ. Hannover)]

This contribution presents two approaches for the inter-layer intra coding of the scalable extension of HEVC. In the scalable extension of H.264/AVC, inter-layer intra prediction (ILIP) is used to reduce the redundancy between two spatial layers of intra pictures. Except the blocks coded using ILIP, other blocks are coded as a single layer coding. In this contribution, two approaches are proposed to utilize the base layer intra prediction mode to improve the coding efficiency of the CUs not being coded by ILIP in the context of the scalable HEVC coding. The first approach directly utilizes the intra prediction mode from the corresponding base layer PU as the intra prediction mode of the enhancement layer PU, while the second approach uses the intra prediction mode of the corresponding base layer PU as an additional MPM candidate. ILIP and the two proposed approaches are implemented based on HM 6.1. The implemented scheme achieves an average luma BD-rate reduction of 31.9% for class B sequences relative to the simulcast high resolution reference used by Joint Call for Proposals on Scalable Video Coding Extensions of High Efficiency Video Coding in dyadic all intra spatial scalability. Explicit signalling that the intra mode of BL is re-used in EL is used (rather than using it as additional MPM which was also investigated). Relative to Intra_BL, about 0.3% average bit rate reduction was reported by the proposed techniques.
JCTVC-K0241 Gamut Scalable Video Coding [L. Kerofsky, A. Segall (Sharp)]
This document proposes a scalable extension for HEVC that supports different color gamuts in enhancement and base layers. Here, the emphasis is on supporting the UHDTV (BT.2020) color gamut in an enhancement layer and the BT.709 color gamut in a base layer. This is motivated by a need to support both HD and UHDTV devices in the near future. The document proposes a color gamut prediction tool for converting between BT.709 and BT.2020 with a series of multiplies and adds, while also accounting for a change in bit depth.

The proposal uses a linear mapping (configurable offset and slope) for approximate conversion between BT.709 and BT.2020 in the inter-layer prediction for spatial scalability from HDTV to UHDTV.

Experimental results were obtained by artificially producing different color formats in base and enhancement layers.

In one case better than single layer for one of the color channels (likely due to better quantization that is in effect due to the mapping)

The color prediction mapping is suggested to be signalled by a flag, not dependent on VUI parameters

Several experts express that this is an interesting feature

Could be interesting to investigate other methods of mapping (matrix, LUT) to make it more generic

One expert points out that the suggested approach could be interpreted as weighted prediction in the inter-layer prediction (which would not fully reflect the bit-depth conversion)

The contributor proposed study of the color space prediction tool in a core experiment.
It was remarked that if the upconverted base layer is used as a reference frame, weighted prediction is a way to accomplish this – and that this simple variation of the technique should be a candidate for study of this topic.

Further study (CE now or later).
JCTVC-K0264 Hierarchical inter-layer prediction in multi-loop scalable extension of HEVC [D.-K. Kwon, M. Budagavi, M. Zhou (TI)]

Multi-loop scalable HEVC is asserted to be easier to extend from single-layer HEVC from an architecture point of view when compared to single-loop scalable coding. However, multi-loop coding increases memory bandwidth at decoder side. In this contribution, it is proposed to signal in the NAL unit header whether a picture is used as a reference for next layers and as a temporal reference for other pictures that are referred to by next layers. In intermediate layers, the pictures not being used as references for next layers can be discarded without decoding, which reduces memory bandwidth in decoder. Moreover, only the pictures being used as temporal references for other pictures that are referred by next layer need to be stored, which reduces DPB size as well in decoder. When inter-layer prediction is enabled for the half number of pictures (instead of being enabled for all pictures) in enhancement layer, it is possible to save memory bandwidth necessary for temporal prediction and inter-layer prediction by half. The proposed method is implemented on top of JCTVC-K0038. It is reportedly shown that BL + EL (actual) BD-rate losses are only 1.4%, 2.2% and 1.7% for RA 2x, 1.5x and SNR scalabilities, respectively, when compared to JCTVC-K0038. It is reportedly shown that the proposed method still provides BL + EL (actual) BD-rate gains of 15.3%, 23.6% and 19.6% for RA 2x, 1.5x and SNR scalabilities, respectively, over Simulcast.

Proposes two flags to be put into the NUH:

· Whether the picture may be referred to by an EL

· Whether the picture may be referred to by some picture in the BL that is referred to by an EL.

“nal_ilp_flag” and “nal_ilp_ref_flag” are proposed which signal whether pictures of a lower layer are used for inter-layer prediction (collocated or temporal reference)

Comments: Rather not use the reserved bits in NAL unit header; the suggested method may not be generic enough compared to concepts that were discussed in context of HL syntax (flags in slice header). Further study is required in the whole area to determine what the best use of any of these flags should be.

See notes for K0210. The reserved flags can be used for this purpose – although they are in the SH instead of in the NUH.
It was asked whether the second proposed flag is really needed – given the various other ways that we have to indicate reference picture storage requirements.

Further study was encouraged regarding how to use these bits.
JCTVC-K0321 Transform Selection for Inter-Layer Texture Prediction in Scalable Video Coding [L. Guo, M. Karczewicz, J. Sole, J. Chen (Qualcomm)] [late]

This describes a variation of a feature proposed in K0035.

In this contribution, multiple transforms are proposed to be used for coding the luma component of inter-layer texture prediction residues. The encoder would select a transform from among multiple candidates and signal its selection. All the candidate transforms can reportedly be implemented by reusing the partial butterfly structure in HM software. Experimental results reportedly show luma BD-rate reductions of 1.6% and 1.3% for AI-2X and AI-1.5X, respectively (BD-rate calculated using both enhancement layer and base layer rates) when using this technique with two additional transforms.
Refers to K0035 (which has 3 additional transforms), but reports another result with only two transforms where the gain is 1% and 0.9% for AI-2X and AI-1.5X.

The gain with RA cases is lower.

No action taken at this point. Further study was encouraged.
5.10 Range extensions
5.11 General
5.12 See section 5.6 regarding source test material for range extensions.
JCTVC-K0365 BoG report on range extensions [D. Flynn]

A break-out group discussion was held on 13th September 2012 to examine documents relating to range extensions proposed for version two of HEVC.  Documents considering test sequences, methods to address one colour sampling format by using another, review of the current AHG software (results and proposed principles), and new coding tools were discussed.

A number of recommendations were made relating to modifications of the current HEVC draft and software model to support non-4:2:0 chroma formats, the principal of which is to follow 4:2:0-like design principals unless demonstrable benefits are provided.
The current proposed timescale is: PDAM January 2013, DAM July 2013, FDAM January 2014.
A side activity was continuing to produce working draft text based upon the current recommended design.
The BoG report contains notes on individual reviewed contributions and additional remarks on:

· Test material

· Test conditions

· Software model development work

· Potential profiles

· Potential CE work
· Time scales

· Higher bit depth support
5.13 Extended colour component sampling
JCTVC-K0133 AHG7: Full-chroma (YUV444) dictionary+hybrid dual-coder extension of HEVC [T. Lin, S. Wang, P. Zhang, K. Zhou (Tongji Univ.)]
Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0134 AHG7: HM software implementation and source code for JCTVC-K0133 [P. Zhang, T. Lin, X. Chen, X. Jin (Tongji Univ.)]
Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0329 Cross-check of JCTVC-K0133 ( dictionary+hybrid dual-coder extension of HEVC) [M. Budagavi (TI)] [late]

Cross-check.
JCTVC-K0171 AHG7: Transforms for extended chroma formats [C. Rosewarne (CiSRA), M. Maeda (Canon)]

Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0338 AHG7: Cross-verification of JCTVC-K0171, Transforms for extended chroma formats [R. Cohen (Mitsubishi)] [late]
Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0181 AHG7: Options present in Extended Chroma Format model [K. Sharman, N. Saunders, J. Gamei (Sony)]

Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0190 On luma-chroma mode support [K. Kawamura (KDDI)]

Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0194 Crosscheck of luma-chroma mode support (JCTVC-K0190) [S. Matsuo, M. Matsumura, H. Fujii, S. Takamura, A. Shimizu (NTT)] [late]

Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0191 Inter-plane intra coding [K. Kawamura (KDDI)]

Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0195 Crosscheck of inter-plane intra coding (JCTVC-K0191) [S. Matsuo, M. Matsumura, H. Fujii, S. Takamura, A. Shimizu (NTT)] [late]
Cross-check.
JCTVC-K0192 Chroma coding structure [K. Kawamura (KDDI)]

Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0196 Crosscheck of chroma coding structure (JCTVC-K0192) [S. Matsuo, M. Matsumura, H. Fujii, S. Takamura, A. Shimizu (NTT)] [late]

Cross-check.
JCTVC-K0193 Colour-space transformation [K. Kawamura (KDDI)]

Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0198 Crosscheck of colour-space transformation (JCTVC-K0193) [S. Matsuo, M. Matsumura, H. Fujii, S. Takamura, A. Shimizu (NTT)] [late]

Cross-check.
JCTVC-K0211 AHG7: Colour Spaces and Chroma Sampling Methods [P. Topiwala, W. Dai, M. Krishnan (FastVDO)]
Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0253 AHG7: performance of extended chroma mode for non 4:2:0 format [J. Kim, B.Jeon (LGE)]

Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0333 Cross-check of extended chroma mode for non 4:2:0 format (JCTVC-K0253) [K. Kawamura, T. Yoshino, S. Naito (KDDI)] [late]

Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0302 AHG7: On processing 4:2:2 chroma format [A. Gabriellini, M. Mrak (BBC)] [late] 

Reviewed in BoG – see BoG report JCTVC-K0365.
JCTVC-K0312 AHG7: Cross-verification of JCTVC-K0302, On processing 4:2:2 chroma format [R. Cohen (MERL)] [late]

Cross-check.
JCTVC-K0322 AHG7: Comments on 422 and 444 coding tools and software [R. Joshi, G. Van Der Auwera, J. Sole, M. Karczewicz (Qualcomm)] [late] 

Reviewed in BoG – see BoG report JCTVC-K0365.
5.14 Higher bit-depth
It was noted that, considering the existence of the "Main 10" profile, we do not plan to deviate from the bit-depth handling in that profile in the future, in the absence of substantial justification to do so.
5.15 Interlaced scan and field-based video coding
Also see K0232.

JCTVC-K0119 AHG9: Indication of frame-packed or interlaced video [Y.-K. Wang (Qualcomm)]

This document proposes the following:

1) To signal the indication of whether a coded video sequence contains frame-packed pictures using one bit in the general_reserved_zero_16bits syntax element in the profile, tier and level syntax.

2) To signal the indication of whether a coded video sequence contains interlaced fields or fields extracted from progressive frames using another bit in the general_reserved_zero_16bits syntax element in the profile, tier and level syntax.

3) A simplification of the field SEI message syntax, by moving the progressive_source_flag from the SEI message to VUI, and by removing from the SEI message the field_pic_flag, which is always equal to the field_seq_flag in VUI.

Notes here are for aspect #3.
K0119 proposes a change to the field indication SEI message.

B. Bross chaired the discussion.

Removing the redundant field_pic_flag would introduce dependencies

No action.
JCTVC-K0146 Comments on coding and display formats [W. Wan, B. Heng, W. Ahmad (Broadcom)]

Describes an asserted missing indicator functionality related to pic_struct of AVC.

It is proposed to add the following functionalities:
· Top/bottom field cadence

· 3:2 pulldown in frame sequences

· Frame doubling/tripling

Regarding top/bottom field cadence, top_field_first flag is only signalled when progressive_source = 0. It was stated that 1080 is always top field first.
Decision: Signal top_field_first flag independent of progressive_source. This would be covered by adoption of JCTVC-K0160.
Regarding frame doubling/tripling, in HEVC there is no ability to signal repeated (frame) picture. There is no specific change suggested on how to adjust the HRD when fixed_framerate_flag is equal to 1. The proposed solution of adding frame doubling/tripling for progressive display SEI message would not provide that functionality in that case.

After adoption of JCTVC-K0165, 3:2 pulldown and frame doubling/tripling functionalities would be provided.

JCTVC-K0165 Results of frame sequences vs. field sequences for film content [O. Bar-Nir, C. Fogg (Harmonic)]

Similar to K0146. Proposal to add something like pic_struct of AVC and move it into picture timing SEI message.

Option 1: It is proposed to adopt AVC-like pic_struct SEI message in order to enable signalling of repeated picture when fixed_pic_rate_flag is equal to one.

For generating the provided results presented in K0165 that compared HEVC frame and field coding, the reference picture list order was not adjusted to field coding. It was mentioned that changing the GOP structure would improve the results. JCTVC-K0153 shows improved results with a modified GOP structure.
It was noted that in the existing draft, the PT SEI is completely empty if CpbDpbDelaysPresentFlag is equal to zero, which does not seem to make sense.

Decision (BF): Adopt as noted below:

· Remove current field indication SEI and put picture structure information (pic_struct, progressive_source_idc, and duplicate_flag) in picture timing SEI message

· Text reviewed – in K0165-v3, to be modified as necessary to reflect the below aspects.

· Mandate that the PT SEI be present when field_seq_flag is equal to 1.

· Put pic_struct_present_flag just after field_seq_flag.

· When field_seq_flag is equal to 1, mandate that pic_struct_present_flag is equal to 1.

· Put pic_struct at the beginning of the PT SEI when present. Add a reserved bit to result in byte alignment.

· Make semantics of fixed_pic_rate_flag depend on NumClockTS. (The editor may rename that variable.)

· The editor was asked to ensure clarity w.r.t. the concept of a field of a progressive-sourced frame not being the same as the concept of an interlaced field – e.g., using a similar table as Table D-2 of draft 8 of HEVC.

· The editor was asked to check the match with pic_duration_in_tc_minus1 and adjust/correct for this if necessary.

For further study, the possibility of having NumClockTS = 2 for a field picture was discussed (to support 2:3 pull-down using field pictures without coding repeated pictures – see, e.g., illustrations in K0160). 
JCTVC-K0160 Field indication metadata [C. Fogg, P. Haskell, O. Bar-Nir (Harmonic), A. Wells, D. Le Gall (Ambarella)]

Proposed changes to field indication SEI message.

See notes above in section on K0165.
JCTVC-K0226 Confidence level and mixed-content indicators for field indication SEI message [G. J. Sullivan, Y. Wu (Microsoft)]

Proposed changes to field indication SEI message.

1. mixed_characteristics_flag indicating that the video content has somewhat mixed progressive and interlaced scan characteristics:

Content that would fall into that category is captured in 1080p25 film mode, converted to 1080i50 pseudo-interlaced for broadcast and combined with interlaced computer graphics overlay. There was a question raised of whether knowing that would be used for improved displaying of the interlaced content.

It was mentioned that content with mixed characteristics could need a requirement discussion.

No action.

2. confidence_level indicating the degree of assurance that the progressive_source_flag, mixed_characteristics_flag, and duplicate_flag are correct.

Just 1 bit could be used saying that the source format is known or not.

It was suggested to combine confidence_level and progressive_source_flag to one element indicating whether it is progressive, it is not progressive or it is not known.

No action.

JCTVC-K0325 Picture adaptive frame/field coding for HEVC [R. Lopez (RGB Networks), A. Hinds (CableLabs)] [late]

Proposes picture-level switching between frames and fields in the same coded video sequence. This aspect may be outside of the current scope of JCT-VC. Also contains some experiment reports. 
No action.
JCTVC-K0158 AVC and HEVC coding efficiency of deinterlaced sequences [K. Slavin (isovideo), C. Fogg (Ambarella)]
Information document – discussing the effect of deinterlacing prior to encoding.
There was a presentation at the closing plenary

Pre-encoding deinterlacing vs. post-decoding deinterlacing of AVC MBAFF was reportedly about 9% lower in bit rate with some example video sequences. And versus HEVC field coding, about 15%. There was substantial variation for particular sequences. Visual quality reportedly correlates with PSNR results. Further investigation by contributor was planned to optimize the deinterlacer for pre-encoding purposes, and to collect other information.

JCTVC-K0153 Coding of interlaced video with HEVC [C. Auyeung (Sony)]

(Not a normative standardization proposal.) The contribution suggests to use a new GOP structure that is reportedly significantly more efficient in coding video in field-only mode for those sequences that are more efficient to be compressed in frame mode but are still compressed in field mode. It addresses the problem that in the current HM odd fields can not be used as references. There is still significant loss for Chroma. Effect of 3:2 pull down on the coding efficiency was not studied. This GOP structure may not be efficient for Random Access and Fast Forward operations as some pair of fields are not together in the decoding order. This may also be a problem with current CTC structure. Changes in the software can be made after HM9.0 stage.

Decision (SW): Modify software to extend memory allocation related to reference list. Software coordinators to judge the complexity of implementation and provide feedback. Same as K0216, K0331.
JCTVC-K0317 Cross-check of GOP structures for interlaced video (JCTVC-K0153) [D. Baylon (Motorola Mobility)] [late]

This document reports cross-verification results for JCTVC-K0153 on GOP structures for interlaced video.  The simulation results confirm those given by the proponent.  The results using the proposed field GOP structure reportedly show improvement for field sequence coding compared to frame sequence coding, although there is still a significant gap in chroma coding performance for some sequences.  It would be interesting to compare performance to AVC with adaptive frame-field coding modes.  Also, it is not known what impact the proposed field GOP structures will have on 3:2 pulldown material.

JCTVC-K0326 Cross-check report for GOP structures for interlaced video (low delay) (JCTVC-K0153) [K. Terada, H. Sasai (Panasonic)] [late]

Cross-check.
JCTVC-K0216 HEVC interlaced coding assessment and chroma issue consideration [J.-M. Thiesse, J. Viéron, P. Larbier (Ateme)]

Not a normative standardization proposal. Similar to K0153. Uses similar GOP structure as K0153 with the following differences: Number of reference pcitures is 2 as opposed to 4 in K0153, uses 3 layers of hierarachical layers as opposed to 4 in K0153. Requires same changes in the software as in K0153. Suggests to use a new GOP structure that is more efficient (up to about 12%) in coding video in field only mode for those sequences that are more efficient to be compressed in frame mode but still compressed in field mode.

See notes for K0153.

Proposes to address chroma misalignment issue. Improves chroma bit rate saving of up to 7%. 

(Note that chroma measurements expressed in percentage terms can be somewhat misleading.)

For further Study.
JCTVC-K0375 Cross-check of JCTVC-K0216 on HEVC interlaced coding assessment and chroma issue consideration [G. Clare, F. Henry (Orange)] [late]

(Authors were not present) This contribution reports cross-check results of JCTVC-K0216 on HEVC interlaced coding assessment and Chroma issue consideration. The software provided by the proponents matches the technology description in JCTVC-K0216. The experiment results generated by the cross-checker match those provided by the proponents for the sequences tested (for a subset of the tested sequences), except for a small mismatch due to the way rates have been extracted. The AVC anchor could not be generated by the crosschecker. Furthermore, the crosschecker visually inspected the sequences and can confirm that the chroma leaking artefacts are reduced by the proposed modification.
JCTVC-K0250 Coding interlaced video using sequence-adaptive field-frame [D. Hoang (Zenverge), J. Xin (Zenverge)]

Not a normative standardization proposal. Reports some testing results.
JCTVC-K0318 Cross-check of coding interlaced video using sequence-adaptive field-frame (JCTVC-K0250) [D. Baylon (Motorola Mobility)] [late]

This document reports cross-verification results for JCTVC-K0250 on coding interlaced video using sequence-adaptive field-frame (SAFF).  Simulations were performed using RA-Main on six 1080i test sequences.  The simulation results based on a modified version of HM8.0 reportedly confirm the results given by the proponent.  However, the simulation results based on JM18.4 reportedly do not match the results given by the proponent.  The source of this mismatch appears to be caused by differences in bitstreams generated from 32-bit and 64-bit builds of JM18.4, as was confirmed by the proponent.  In the comparisons of HM vs. JM, this mismatch reportedly causes a difference of up to 0.1% in BD-rate on average relative to that reported by the proponent.  Although SAFF was compared to JM18.4 using MBAFF, it would be interesting to also see comparisons with MBAFF+PictureAFF.
JCTVC-K0331 HEVC performance evaluation on interlaced video sequences [K. Sugimoto, A. Minezawa, S. Sekiguchi, M. Murakami (Mitsubishi)] [late]
Not a normative standardization proposal. Reports some testing results. This contribution reports performance evaluation of HM8.0 on interlaced video sequences by comparing JM18.4. A new GOP structure for field coding is proposed which is same as K0153. RDOQ for JM was off. Simulation results on the second version of the ITE/ARIB interlaced video materials show that on average this improves the performance of HM by about 4%. No cross checking was available.

See notes for K0153.
JCTVC-K0353 HEVC encoding of deinterlaced sequences: a preliminary study [A. Zineb, J. Vieron, P. Larbier, J.-M. Thiesse (Ateme)] [late]

Not a normative standardization proposal. Reports some testing results. Similar to K0158. This contribution presents a preliminary study about HEVC encoding of deinterlaced sequences. A first comparison is made between HEVC field coding of interlaced sequences and HEVC frame coding of a deinterlaced version of the sequence. HEVC frame coding of deinterlaced sequences is compared to H.264/AVC encoding of interlaced video. Three deinterlacers are used for this study: ATEME’s own deinterlacer, in addition to two state of the art deinterlacers. Depending on the type of deinterlacer used, for the sequences used, the deinterlacer was reported to provide on average 12% improvement. Reports improvement in coding efficiency of the approach of deinterlacing the sequence and using HEVC frame coding over an AVC product. Reported the average gain of about 51% for the sequences used. Cross checking was not done.

Comment: Did not compare results against HEVC frame coding. JM was not used. An AVC encoding product was used.
JCTVC-K0360 Need to code intra pictures of progressive source as two fields [A. Rodriguez (Cisco)] [late]

Not a normative standardization proposal. Reports some testing results. Coding of designated Intra pictures of progressive scan video as two fields is commonly practiced as it extends benefits to VOD and PVR applications.  Trick mode operations, such as fast forward or reverse playback, depend heavily on Intra pictures.  However, Intra pictures tend to be significantly larger in size (i.e., number of coded bits) in comparison to other types of pictures.  Coding designed Intra picture as two fields provision trick modes with a higher number of Intra coded pictures without exceeding bit-rate constraints. The average size (in number of bits) of the designated Intra pictures in AVC streams coded with one Intra field and a P field was reported to be in range of from 6.25% to 13.9% of the stream’s bit-rate.  The size of full Intra coded frames was reported to be in range of from 8.3% to 24% of the stream’s bit-rate. 

Comment: In the current draft of HEVC, this will require the sequences to be always coded in field mode which may be inefficient for the sequences that can be comprseed more efficienctly in frame mode coding.
5.16 Deblocking filter
5.17 See also section 4.1.
JCTVC-K0130 Support of weighted prediction in the HEVC deblocking filter [A. Tourapis (Apple)]

This contribution presents some asserted shortcomings of the HEVC deblocking filter process and suggests methods for their resolution. In particular, it is asserted that the HEVC deblocking filter does not properly consider the presence of weighted prediction during the deblocking filter strength derivation.

The first suggested modification likely introduces additional problems in deblocking across slices.

The second suggested solution (enabling BS1 when different weighting parameters are used at block boundary) was not tested, as this case does not appear in CTC.

A benefit was not clearly demonstrated.

No support was expressed by other experts.

No need for current action – further study is requested; there is a need to show evidence.

JCTVC-K0311 Cross-check of JCTVC-K0130 Method A [J. Xu, C. Auyeung (Sony)] [late]

JCTVC-K0138 Non-CE1: Deblocking of Large Block Artifacts [G. Van der Auwera, R. Joshi, M. Karczewicz (Qualcomm)]

Was presented in BoG – see JCTVC-K0342.
JCTVC-K0115 Crosscheck for JCTVC-K0138 - non-CE1:Deblocking of Large Block Artifacts
[P. Kapsenberg (Intel)] [late]

JCTVC-K0319 Cross-check of deblocking of large block artifacts in JCTVC-K0138 [D.-K. Kwon, M. Budagavi (TI)] [late]

JCTVC-K0150 NonCE1: Simple improvement of Deblocking filter [S. Lu, O. Nakagami, T. Suzuki (Sony)]

Was presented in BoG – see JCTVC-K0342.
JCTVC-K0185 Crosscheck for JCTVC-K0150 [T.K. Tan (NTT Docomo)] [late]
JCTVC-K0320 Cross-check of simple improvement of deblocking filter in JCTVC-K0150 [D.-K. Kwon, M. Budagavi (TI)] [late]

JCTVC-K0220 Use of Chroma QP offsets in Deblocking [S. Kanumuri, G. J. Sullivan (Microsoft)]

This contribution proposes that the effect of chroma QP offsets be taken into account when determining the parameter tC for the deblocking filtering of chroma components. It is asserted that the current derivation of this parameter in the current HEVC design does not properly reflect the actual QP used for chroma when non-zero QP offsets are used. At the preceding JCT-VC meeting of July 2012 in Stockholm, some concern was expressed about the complexity impact of using the chroma QP offsets, due to the potential need to store the chroma QP offset values on a CTU basis. This contribution asserts that this complexity impact is relatively small and thus does not necessarily justify the current design. However, this contribution also suggests that if that complexity impact is considered important, a compromise approach that accounts for picture-level chroma QP offsets without applying the slice-level QP offsets would eliminate that memory requirement and provide better performance than the current scheme of completely ignoring the chroma QP offset values in the deblocking filter process.

Comments:

· Chroma deblocking is simplified anyway, as it is practically only performed if one of the sides of the boundary is intra-coded – what would be the benefit?

· Could be relevant in extreme deviations between luma and chroma QP.

· Relevant for 4:2:2/4:4:4? More likely a re-design of chroma deblocking would be needed.

· Unclear whether picture level QP offset would be used much in practice.

· Why do we need different offsets for luma and chroma.

Decision: Adopt solution B (picture-based chroma QP offset adjustment).

(Experts from 3 independent companies expressed support for the idea, and no objections were heard about the additional addition in the chroma deblocking.)
JCTVC-K0230 Non-CE1: Simplification of strong filter decisions in CE1 deblocking [M. Ikeda, A. Tabatabai, T. Suzuki (Sony)]
Was presented in BoG – see JCTVC-K0342, this is a simplification of test 4 and could be relevant once that would be adopted.
JCTVC-K0307 Cross-check of K0230 [A. Norkin (Ericsson)] [late] [miss]

Missing during the meeting – uploaded after the meeting was over.
JCTVC-K0269 Non-CE1: Suppression of blocking artifacts at large TU boundaries [D.-K. Kwon, M. Budagavi (TI)]

Was presented in BoG – see JCTVC-K0342.
JCTVC-K0275 Cross check of Suppression of blocking artifacts at large TU boundaries(JCTVC-K0269) [S. Lu, O. Nakagami (Sony)] [late]

JCTVC-K0289 Non-CE1: improvement to deblocking filtering [A. Norkin (Ericsson)] [late]

Was presented in BoG – see JCTVC-K0342.
JCTVC-K0308 A crosscheck for deblocking filtering improvements suggested in JCTVC-K0289 [E. Alshina (Samsung)] [late] 

5.18 Sample adaptive offset
JCTVC-K0156 SAO encoder selection bug fix [E. Alshina, A. Alshin, J. H. Park (Samsung), P. Onno, G. Laroche, C. Gisquet (Canon)]

This contribution is about a correction of a SAO encoder bug which was introduced during the integration of J0044 in HM8.0. J0044 was about the addition of a new threshold for the Chroma component for the decision to switch on/off the SAO process at the slice level. The bug fix is a two-line modification in the HM8.0 encoder and does not affect the coding efficiency performance. In addition, it is asserted that the bug fix speeds-up the HM8.0 encoder and in average reduces the amount of bins to parse. 

Does not give any advantage but makes the decision more logical

Decision (SW): Adopt.
JCTVC-K0265 About an order of SAO syntax elements [E. Alshina, A. Alshin, J. H. Park (Samsung)]

This contribution is about changing the order of SAO syntax elements which allows reduction for conditions check both in specification text and s/w. There is no performance change due to suggested modification. 

No action

(Note this proposal would have been welcome at the last meeting to simplify the syntax and save some lines of text, but several experts expressed the opinion that stability has higher importance now – proposal changes sequence of syntax elements; there may also be other ways to implement the existing syntax without additional condition checks – e.g. by unrolling the loop).


JCTVC-K0268 AHG6: SAO offset coding [I. S. Chong, J. Sole, M. Karczewicz (Qualcomm)]

In HM8.0, SAO offsets are coded using truncated unary binarization with all bins being bypass-coded. The maximum offset value depends on the internal bit-depth: ranges 0~7/0~15/0~31 are allowed for 8/9/10 or higher bit-depth, respectively. Therefore, the worst-case number of bypass-coded bins per offset is 7/15/31 bins with TU binarization. Considering that a total of 12 offsets are sent per LCU, the worst-case is allegedly too large in the current design. We propose a different binarization to reduce the worst number of bins to 5/7/9 for bit-depth 8/9/10 or higher, respectively, coding all bins in bypass and without coding performance loss on average.
Comments: Is this critical? Several experts mention that this is a minor problem (if at all). Stability has highest importance. No action.

(Related to K0249.)
JCTVC-K0299 Cross-check of AHG6: SAO offset coding (K0268) by Qualcomm [C. Rosewarne (CiSRA), M. Maeda (Canon)] [late] 

JCTVC-K0249 AhG6: SAO offset coding for higher bit-depth video [W-S. Kim, M. Budagavi, V. Sze (TI)]

In HM-8.0, SAO offset range depends on bit-depth, and the offset value is bypass coded using the truncated unary binarization, where the maximum number of bins is 7, 15, and 31 for 8-bit, 9-bit, and 10- to 14-bit video, respectively. There are 12 offsets per LCU (4 for each color component). It is reported that in the worst case, SAO offsets will generate around 729 Mbins/sec for 10-bit video at 3840x2176@60fps assuming 16x16 LCU size. Considering that bypass bins throughput could be around only 2 times that of context coded bins at typically used processor frequencies, it is asserted that SAO offset bins can be burdensome for UHD real-time decoder implementation. In this contribution, it is proposed to use a combination of the truncated unary (prefix, cMax=7) and fixed length (FL) or 0th exp-Golomb (EG0) binarization (suffix) for higher bit-depth video (9-bit and above) to reduce the worst case number of bins for SAO offset coding. The Main Profile (8-bit video) SAO offset coding remains unchanged. Experimental results are reportedly shown that there is 0.0/0.0/0.0% gain for Y/Cb/Cr, while the maximum number of bins for 10-bit video is reduced from 31 to 12 with FL suffix or 16 with EG0 suffix, respectively. 
Same idea as K0268, but uses a different binarization (condition dependent on bit-depth) which would leave the syntax unchanged for 8 bit (main profile).

No action.

JCTVC-K0301Crosscheck report for TI's proposal (JCTVC-K0249) [T.Matsunobu, T.Sugio (Panasonic)] [late]

5.19 Other loop and interpolation filters
JCTVC-K0172 Modification of zero-delay non-local means filter [M. Matsumura, S. Takamura, H. Fujii, A. Shimizu (NTT)]

Authors were unable to attend, so presentation by a cross-checker was suggested, and this was done.
In this contribution, non-local means (NLM) filter based on LCU-based framework with zero-delay decodability is utilized to one of the in-loop filters in HM8.0, and an adjusting method of NLM filter strength for each 2x2 sub-block according to activities of surrounding samples is proposed.

In the case of LCU-based RDO except Random Access, the average BD-BR for luma component and chroma component reportedly improved −0.2-0.6% and 0.9-3.5%, respectively. In the case of picture-based RDO (only Random Access), the average BD-BR for the luma component and chroma component reportedly improved 0.4-0.6% and 0.5-1.2%, respectively. The decoding time increased 110-112% on average. Especially, chroma components of HE10 cases showed better improvements than main profile. The maximum gain evaluated by BD-BR measurement relative to combined PSNR of YUV ((6.0Y+U+V) / 8.0) was 3.8% in Low Delay P (HE10) for the sequence “Kimono”.
Characteristics discussed:



· Noise reduction for 2x2 block

· With ordinary CTC RDO, there was no gain on luma

· Chroma gains 1.6%  / 2% for AI

· Chroma gain 0.5%  / 0.7% for RA

· Chroma gain 0.9%  / 1.8% for LDB

· Decoding time 114% for AI

· It was noted that for AI, it could be applied as post processing.
No action.
JCTVC-K0291 Cross-check of zero-delay non-local means filter (JCTVC-K0172) [K. Kawamura, T. Yoshino, S. Naito (KDDI)] [late]

JCTVC-K0260 Syntax to support use chroma filter for luma interpolation [J. Lou, K. Minoo, Y. Yu, L. Wang (Motorola Mobility)]
In the current HEVC, 8-tap/7-tap FIR filters are used for luma component interpolation and 4-tap FIR filters are used for chroma component interpolation. Generally, 4-tap filters need much less computational complexity and memory bandwidth than the 8-tap filters. It is reported that for some high resolution sequences, replacing the 8-tap luma interpolation filters with the 4-tap chroma filters does not introduce coding efficiency degradation, but greatly reduces the computational and memory complexity. It is proposed to introduce a flag in SPS to indicate whether the chroma interpolation filters are used for luma interpolation. A crosscheck was provided by Samsung (see K0309).

Unless there is some profile in which the current luma filtering is not supported, this does not solve worst-case complexity and is likely to require additional logic for decoders.
Adaptively determining which filter to apply based on performance would be more complex for encoders.
The subjective impact was not clear – the idea seemed mostly beneficial on noisy sequences.
No support – no action.
JCTVC-K0309 A cross-check for use of chroma filter for Luma interpolation (JCTVC-K0260) [E. Alshina (Samsung)] [late] 

JCTVC-K0273 AHG6: ALF in HM80 [I. S. Chong, M. Karczewicz(Qualcomm), C.-Y. Chen, C.-Y. Tsai, C.-M. Fu, Y.-W. Huang, S. Lei (MediaTek), T. Yamakage, T. Itoh, T. Chujoh (Toshiba)]

In this contribution, ALF is tested in HM80. Compared with ALF-off, the ALF coding gain is 1.3%/2.4%/1.1%/2.2% for Main-AI/RA/LB/LP and 1.4%/2.8%/2.1%/3.3% for HE10-AI/RA/LB/LP. Furthermore, ALF is evaluated as modified in JCTVC-J0390 on top of HM80. Compared with ALF-off, the ALF coding gain is 1.4%/2.8%/2.1%/3.5% for Main-AI/RA/LB/LP and 1.5%/3.1%/2.5%/4.1% for HE10-AI/RA/LB/LP. For key technical area sequences (i.e., 720p or higher resolution), the ALF coding gain is reportedly 3.9% (Y) / 5.4% (Cb) /4.8% (Cr). The contribution proposed to keep ALF in the reference software (i.e. HM90) with the change made in JCTVC-J0390 to help development of HEVC extensions and 2nd version HEVC profiles.


The proponent suggested to include the change in the encoder at least, and if possible also the simplifications of J0390.

Method of 390 (16 bit) would only make sense for main profile (8 bit)

No action, as ALF is not used in a current standardization activity. If it would hypothetically be used somewhere (e.g. range extensions or SHVC), it is likely to be modified in a different way.
5.20 Block structures and partitioning


No contributions noted.
5.21 Motion and mode coding

JCTVC-K0197 Removal of dependency between PUs in a CU for parallel merging candidate list construction [Y. Lin, J. Zheng, X. Zheng (Hisilicon)] [late]

This contribution presents an issue on parallel merging candidate list construction when a CU has multiple PUs, e.g., a CU with Nx2N partition includes two PUs, left PU and right PU. For purpose of parallelism of merging candidate list construction for the two PUs, no any dependency between the two PUs is allowed. However, in HM8 implementation, the derivation process of spatial merging candidates for the right PU still depends on the left PU, since the left PU is involved in the pruning process of merging candidate list construction for the right PU. It is proposed to completely remove the dependency between the two PUs for purpose of parallelism of PU-based merging candidate list construction. Experimental results show average coding efficiency of 0.02% (RA-MAIN), 0.00% (RA-HE10), 0.06% (LDB-MAIN) and 0.06% (LDB-HE10) with comparison to HM8.0.

Several experts believed that usage of candidate A1 in case of Nx2N and 2NxN is already prohibited in the spec. It is definitely the intended behaviour.

A1 is excluded as candidate, but seems to be used in conditional checking in the pruning process. This indirect use would prevent parallelism. Decision (Ed./Compl.): Remove the indirect use (as reflected in the software provided with the contribution). Draft text has been developed and planned to be uploaded as an attachment to the contribution.
JCTVC-K0324 Cross check of Hisilicon's proposal JCTVC-K0197 [J. Kim (LG)] [late]
JCTVC-K0239 Temporal motion vector prediction hook for MV-HEVC [Y. Chen, L. Zhang, V. Seregin, M. Karczewicz (Qualcomm)]
In the current HEVC design, when merge mode is used, the reference index for the temporal merging candidate is always zero. This impacts the coding efficiency relatively little, since scaling can be used to compensate the temporal location differences. However, in the context of multiview or 3DV coding, reference index equal to zero may correspond to the reference picture in the same view, while the motion vector (MV) of the collocated PU may point to an inter-view reference picture. In this case, TMVP candidate is considered as unavailable. To address this issue, it is proposed that one additional target reference index is used, so that TMVP can be supported even when the MV of the collocated PU points to an inter-view reference picture. For multiview video coding (MV-HEVC), the proposed method provides about 0.94% average bit rate saving for the all the views and 2.5% bit rate saving for the non-base views. 

In the initial review in track B, some concern was raised to include this change in version 1, as it would require a considerable amount of text which may only be needed in a future version. 

In the last meeting, a restriction was included where in cases where current picture and collocated picture have different picture type (short/long), TMVP was disabled. Question was raised whether removing this again would resolve the issue? This would not be the case, as it would insert a wrong candidate (e.g. using the motion vector of the base view which is marked as long term instead of a correct disparity vector).

Another question is whether this is actually be considered as an actual “low level change” (the required additional logic would be minor, as it would just mean to enable TMVP candidate from an additional reference picture, it is not about inserting a new coding tool) – this was later discussed more in JCT plenary.
One expert expresses that such a change should better be done now (in base spec) if necessary

In the plenary on Sunday additional results were presented which showed that the solution suggested above does not give any gain.

Another suggestion is made to signal this special case via POC difference zero? This would however mean that conformance tests would need to be designed for that.

Several concerns were raised. No action.

JCTVC-K0306 Cross-check of JCTVC-K0239 [Y. Takahashi, O. Nakagami, T. Suzuki (Sony)] [late]
5.22 High-level syntax and slice structure
JCTVC-K0339 BoG report on general high-level syntax topics [M. M. Hannuksela (Nokia)]

The results of this BoG report are noted in the section for contribution discussed therein.

5.22.1 NAL unit header
JCTVC-K0121 AHG9: NAL unit header design for support of multi-standard extensions [Y. Chen, Y.-K. Wang (Qualcomm)]

(This was initially reviewed in the AHG9 meeting.)
This is a follow-up proposal of JCTVC-I0355 and JCTVC-J0113, for support an HEVC extension where the base layer/view is AVC and the enhancement layers/views are HEVC. In both of these proposals, NAL unit header syntax changes were proposed so that distinguishing of AVC and HEVC NAL units by checking the NAL unit header becomes possible. Both the approaches in JCTVC-I0355 and JCTVC-J0113 require a bit to be reserved at the HEVC NAL unit header.

In this proposal, it is proposed that the order of syntax elements to be changed to support the multi-standard functionality, which is a "should" requirement for the scalable enhancement of HEVC and was also supported in 3DV discussions.

It was remarked that this could be addressed at the systems level, rather than trying to create bitstreams that are mixed at the NAL unit level.

K0206 was mentioned as being relevant.

The specific suggestion is to switch the order of the nal_unit_type and nuh_reserved_zero_6bits syntax elements in the NUH. Then, in a mixed bitstream, the value of the one of the bits of nuh_reserved_zero_6bits (which, conceptually, is the layer ID) would always be set to 1.

It was commented that it could be desirable to detect HEVC vs. AVC even without enabling the mixed-bitstream construction.

Actual operation with reception of a mixed bitstream fed directly to an existing AVC decoder (without a demux).

The HLS AHG suggested to discuss this further after K0206 discussion. See notes relating to K0206.
JCTVC-K0177 AHG9: NAL unit header with layer ID partitioning [B. Choi, J. Park (Samsung), Y.-K. Wang, Y. Chen (Qualcomm)]

(This was initially reviewed in the AHG9 meeting.)

At the 10th JCT-VC meeting, two approaches for NAL unit header and video parameter set for HEVC extension were discussed, and their “straw man” designs were described in JCTVC-J1007. This contribution proposes two alternative NAL unit header designs in the same category as approach 2 in JCTVC-J1007. The proposed design partitions a layer_id into specific scalability dimension identifiers by parsing only NAL unit headers.

For the "base" (v1) specification, the only proposed changes are 1) the NUH of the VPS, and in one variation of the proposal, 2) having the size of the temporal_id depend on the NUH of the VPS.

The proposal avoids needing a mapping table in the VPS to identify a layer type, by instead creating a partitioning of the layer id bits in the NUH into separate fields for different types of layering.

The partitioning approach would be somewhat simpler to use, while the mapping table approach would be somewhat more flexible – somewhat more "future proof".

It was noted that the proposal enables a non-fixed partitioning of temporal ID bits, which has both advantages and disadvantages. In that regard, it adds some flexibility. However, it was questioned whether we would really need more than 6 bits of layer ID range.

When reviewed in the HLS AHG, there did not seem to be strong support for this proposal.
JCTVC-K0210 AHG9: NAL unit header design for base spec [B. Choi, T. Lee, C. Kim, J. Park (Samsung)]
(This was initially reviewed in the AHG9 meeting.)

In the latest HEVC WD, 6 bits are reserved for layer_id in the NAL unit header. However, even if layer_id should be signalled in NAL unit headers in an HEVC extension, it was suggested that this does not mean that the bits for layer_id should be reserved and be fixed to a pre-defined value in the HEVC base spec. If a way to distinguish base layer NAL units from enhancement layer NAL units is present, the reserved bits can be used for other purposes than layer_id in HEVC base spec. This document proposes two alternative NAL unit header designs for the distinguishing base layer NAL units and non-base layer NAL units. Some part of this contribution overlaps the design proposed in JCTVC-K0177.

One proposed approach is to use a bit to identify whether the current layer is the base layer or not. When the layer is identified as the base layer, more bits would become available for use in the base layer. Another aspect of the proposal merges the temporal sub-layer ID into other layering identification bits.

Another proposed approach is to increase the number of bits for NUT and use different NUTs for enhancement layers (including temporal layers) than the values of the NUTs used for the base layer.

In each variant, there would be a distinction drawn between the syntax of the base layer NUT and the syntax of enhancement layer NUTs, and then some syntax elements in the NUH of the base layer that would become available for use for other purposes.

One proposed use of the additional available syntax in the base layer would be an inter-layer prediction (ILP) flag, indicating whether the base layer is used by enhancement layers or not. Others include a picture output flag, and a no-output-of-prior-pictures flag.

There was some interest in adding an ILP flag. This should be further discussed, and potentially added – e.g. in the slice header if not the NUH.

When reviewed in the HLS AHG, there did not seem to be strong support for this proposal (other than in having an ILP flag).

Suggestion #1: Send a number 'num_extra_slice_header_bits' encoded as u(3) in PPS, then that number of bits will be present in the (early part of) the SH (after the pps_id and slice_address and dependent_slice_flag), to be ignored if present (until specified later). Current conforming bitstreams required to have 'num_extra_slice_header_bits' equal to 0. Further suggestion (SW): A distinct value for each slice type. Further suggestion: Promise never to put more than X bits there, where X = 7. Decision: Agreed, but not with a distinct value for each slice type, and don't send it for a dependent slice.

Suggestion #2: Move the slice header extension earlier in the slice header and change its units from bytes to bits.

Suggestion #3: Flag in SPS to indicate whether an ILP flag is in the SH (at some early position).
5.22.2 Random access and adaptation
JCTVC-K0122 AHG9: On CRA and BLA pictures [Y.-K. Wang (Qualcomm)]

(This was initially reviewed in the AHG9 meeting.)

This document proposes the use of an external-means-determined flag, UseAltCpbParamsFlag, to specify which set of initial CPB removal delay and offset parameters is used, for BLA pictures with nal_unit_type equal to BLA_W_LP and CRA pictures. The proposed flag is also used to specify which of the BLA NAL unit types is used when a CRA picture is indicated to be handled as a BLA picture.

In the current draft, the NUT of AU number 0 determines which parameters apply. Also, in the current draft, there is an external means flag, HandleCraAsBlaFlag, that is used.

There was support expressed for the proposal in the HLS AHG discussion. Pending close study, the HLS AHG supported the proposal (at least in concept). Decision: Adopted.
JCTVC-K0159 AHG 9: On referenced and non-referenced DLP and TFD NAL units [Hendry, Y. Jeon, B. Jeon (LG)]

(This was initially reviewed in the AHG9 meeting.)

In the 10th JCTVC meeting, it was agreed to remove nal_ref_flag from NAL unit header and divide NAL unit types for coded slice of a non-TSA, non-STSA trailing picture, coded slice of a TSA picture, and coded slice of an STSA picture into referenced and non-referenced NAL unit types to replace the functionality that was provided by the removed flag. This contribution proposes to also divide NAL unit types for leading pictures (i.e., DLP and TFD NAL unit types) into referenced and non-referenced types. The rationale for this is that leading pictures actually behave similar to trailing pictures in the decoding process when random access / splicing are not done.

It was commented that we would ordinarily not expect many leading pictures per temporal layer, so this modification might not be necessary. The temporal ID already provides some ability to indicate "droppable" pictures within the leading pictures category.

Note that one of the items in K0208 is the same as this proposal.

It was remarked that this topic was already discussed at the previous meeting, and the new contributions are not really adding to that. The question is whether it is really worth using two NUTs for this indication.

In the HLS AHG discussion, there was a mixture of support and skepticism regarding this proposal. Further discussion was suggested.

Decision: Adopted the addition of the reference/non-reference distinction by NUT for TFD & DLP.

Decision: 0–15 for non-RAP VCL, odd=reference; 16–23 for RAP VCL, 24–31 reserved VCL, 32–47 non-VCL, 48–63 unspecified.
JCTVC-K0164 AHG 9: On non-referenced TSA and STSA NAL units [Hendry, B. Jeon (LG)]

(This was initially reviewed in the AHG9 meeting.)

In the 10th JCTVC meeting, it was agreed to adopt STSA NAL units and also to differentiate TSA and STSA NAL unit types into referenced and non-referenced NAL units (i.e., TSA_R, TSA_N, STSA_R, and STSA_N). Since both TSA and STSA NAL units can be referenced (i.e., TSA_R and STSA_R) and non-referenced (i.e., TSA_N and STSA_N), it was suggested that there is a possibility that for the TSA_N and / or STSA_N are removed from the bitstream by a system / network that work simply by checking whether or not a NAL unit is needed for reference.

It was remarked that there may be value in retaining the non-reference TSA and STSA types, and that an encoder would only use those types if those pictures were reasonably discardable (e.g. if there were also some reference TSA or STSA pictures in the bitstream as well). Having the non-reference types may allow the decoder to recover somewhat earlier.

However, it was remarked that using another temporal ID for the non-reference TSA/STSA pictures, it could provide a similar functionality. This was questioned in regard to trying to have a fixed frame rate in each temporal sub-layer.

There was not a consensus in the HLS AHG on this, so further discussion was suggested.

Another aspect discussed in the contribution was whether it is reasonable to allow an STSA picture in a layer when there was not a TSA or STSA the next lower layer. In some instances, this seemed reasonable, so no action was suggested to be taken on this aspect by the HLS AHG.

No action taken, due to above-recorded decision to consistently apply reference/non-reference distinction.
JCTVC-K0166 AHG 9: On random access point NAL units [Hendry, B. Jeon (LG)]

(This was initially reviewed in the AHG9 meeting.)

This contribution proposes merging the IDR and BLA NUTs, asserting that they have similar functionality. It was noted that dropping IDR was previously proposed (at least twice). The contribution seemed to essentially repeat that proposal. Skepticism was expressed about this by some participants, saying that some systems may want to rely on the distinctness of IDR functionality.

No action was recommended by the HLS AHG on this aspect.

Another aspect of the proposal was to merge the NUTs for RAP pictures and use the current temporal ID bit field to distinguish between the RAP types instead of using the NUT. This would save 5 NUT values. It was remarked that K0219 includes a proposed similar approach.

There were mixed opinions about this in the HLS AHG, due to the conditional interpretation of the temporal ID bit field from a bitstream extraction perspective, so further discussion was suggested. The temporal ID would need to be inferred as zero when the NUT indicates a RAP picture.

The HLS AHG recommended further discussion of this (together with K0219).

Comment: How about VPS and SPS? They always have temporal ID equal to 0. We could make the temporal ID interpretation depend on those cases as well. And should some reserved NUT values have conditional temporal ID interpretation as well?

Opinions remained mixed in further discussion.

No action.
JCTVC-K0208 AHG9: On random access point pictures [B. Choi, T. Lee, Y. Park, J. Park (Samsung)]
(This was initially reviewed in the AHG9 meeting.)

In this contribution, several syntax changes on random access point pictures are proposed.

· CRA and BLA NAL units and pictures: 1) Inclusion of new NAL unit and picture types for CRA with TFD and DLP pictures, 2) Removal of BLA_W_DLP NAL unit and picture type. This seemed unnecessary in HLS AHG discussion.

· IDR NAL unit and picture: Combining two IDR types to an IDR type. This was not supported in the HLS AHG discussion, as the current design simplifies the detection of the simplest stream access point type (e.g. as used in DASH and file format specs).

· TSA and STSA NAL units and pictures: Inclusion of TSA&TFD picture and STSA&TFD picture– proposing to add two NUTs. This was originally proposed in J0107, but having the extra distinction was not supported and there seemed to be no clear need to change that in the HLS AHG discussion.

· Reference/non-reference NAL units and pictures: 1) Inclusion of DLP and TFD pictures referenced or non-referenced, 2) Inclusion of nuh_ref_flag in NAL unit header. The same as proposed in K0159 – see notes in that section.

· TFD NAL unit and picture: Inclusion of nuh_discard_flag – a proposal that depends on JCTVC-K0210. See discussion of K0210.

· DLP picture: Enabling inter-prediction from DLP pictures to the following pictures. The coding efficiency benefit did not seem sufficient to justify this change.

· Moving no_output_of_prior_pics_flag into the NUH – a proposal that depends on JCTVC-K0210. See discussion of K0210.

JCTVC-K0219 On Random Access Point Picture Signaling [S. Deshpande (Sharp)]

(This was initially reviewed in the AHG9 meeting.)

In HEVC when a RAP picture is signalled the syntax element nuh_temporal_id_plus1 is required to be signalled such that TemporalId shall be equal to 0. This document proposes different alternatives to use this unused syntax element in the case of RAP pictures. It is asserted that this is beneficial and does not sacrifice complexity.

· Approach 1 in this proposal is essentially the same as the RAP type NUT merging proposed in K0166.

· Approach 2 concerned back-to-back IDR pictures, and proposed sending a RAP ID (similar to IDR pic ID in AVC) for RAP pictures.

· Approach 3 reserves the current temporal ID bits for future use when the picture is a RAP picture.

See notes in section on K0219.

An additional separate aspect of the document proposes signalling the pic_order_cnt_lsb syntax element for IDR pictures. Note that we no longer have IDR pic ID. The pic_order_cnt_lsb for an IDR would be interpreted in the same manner as for a BLA.

It was noted that K0166 is related to this.

It was asked whether it should be required for back-to-back IDR pictures to have different values of pic_order_cnt_lsb. There would be both advantages and disadvantages to such a requirement.

It was remarked that there is an SEI message proposal K0205 that is related, and there are system-level uses for this – e.g. for AVC/SVC.

It was remarked that this may not really provide any capability that is not otherwise available, other than providing some identifier. In the HLS AHG, there did not seem to be strong interest in this aspect.

JCTVC-K0330 Single layer conformance and temporal id semantics [A. Rodriguez (Cisco)] [late]

Presenter has not been available when presentation requested prior to Thu. 18.
The contribution proposes changes related to temporal scalability, in relation to a use case with fixed_frame_rate_flag = 1 for when all pictures are present, using the temporal ID for trick mode operation but not for actual removal of layers from the bitstream. 

The application would not care about actually being able to extract conforming sub-bitstreams.

It was suggested that if the HRD is indicated to be VBR mode for the sub-layers, there should be no problem, and the CPB size and peak bit rate can just be the same at all layers. We agree that if it would be difficult to ensure HRD conformance for sub-bitstreams, we would consider that a problem. 

It was remarked that it is also allowed for the encoder to signal only the HRD parameters for the entire bitstream without signalling them for sub-layers.

It was noted that the VBR flag and low delay flag and other HRD parameters are available for use on a layer-specific basis.

Based on the understanding described above, there seemed to be no need for action on this aspect.

The contribution also contained remarks about the use and carriage of the VPS. It was noted that the VPS may be provided by external means. The contributor suggested to use a particular value of VPS ID as an explicit indication that the VPS is provided by external means.

It was remarked that there is no need for action if we cannot identify a problem that needs to be solved.

It was suggested to add a clarifying note to say something such as "Decoders conforming to this edition of this Specification may ignore (remove from the bitstream and discard) the content of all NAL units in which the value of nal_unit_type is equal to VPS_NUT." Decision (Ed.): The editor is suggested to add such an informative note, and to check the contribution document for any additional needs for HRD-related clarification.

The contribution suggested a change to the SPS syntax to provide a "shortcut" flag to signal that only one set of the three ordering-related parameters starting with sps_max_dec_pic_buffering[ i ] with i = highestTid is present, and for the values with i < highestTid to be inferred to be the same as for i = highestTid. It was remarked that if we do this for the SPS we should also do it for the VPS. The number of bits saved by this shortcut seemed to be very small. This is somewhat in the same spirit as the way we signal some profile/tier/level information. Decision: Shortcut agreed (both for SPS and VPS).
5.22.3 Slices and slice header parameters
JCTVC-K0167 AHG 9: On dependent slice [Hendry, B. Jeon (LG)]

(This was initially reviewed in the AHG9 meeting.)

This contribution proposes, for a dependent slice, to send the POC LSB and the CTU address of the slice on which it depends.

Without something like this, detection of losses at the header level would be difficult (absent a system-level functionality for this). However, it was questioned whether the ability to perform the detection at the header level (without decoding the preceding slice) is very useful for a dependent slice.

In the HLS AHG, the opinions on this seemed somewhat mixed and there was no strong support expressed by non-proponents.
JCTVC-K0168 AHG 9: Short Slice Header [Hendry, B. Jeon (LG)]

(This was initially reviewed in the AHG9 meeting.)

In the current HEVC specification, all syntax elements of a slice header must present even when they do not change from slice to slice within the same picture, unless the slice is a dependent slice. It was asserted that in environment where error resiliency is not critical, duplicating syntax elements in slice headers is undesirable. Previous related proposals have included JCTVC-I0070 and JCTVC-J0109.

This contribution proposes a short slice header that is indicated by a ‘short_slice_header_flag’. When the flag is set, the slice header contains only syntax elements that change from the previous regular slice header with the flag not set and syntax elements that are not present would be copied from previous regular slice header.

The slice header contents are proposed to not be allowed to change within a picture when using this scheme.

A participant commented that this somewhat defeats the purpose of separating a picture into slices.

In the HLS AHG, the general view seemed to be that similar ideas had been proposed before, and that it seemed unwise to adopt such a scheme at this point.
JCTVC-K0284 Cross-check of JCTVC-K0168 on Short Slice Header [Félix Henry, Gordon Clare (Orange Labs)]

JCTVC-K0184 AHG9: On dependent slices syntax [S. Esenlik, M. Narroschke, T. Wedi (Panasonic)]

(This was initially reviewed in the AHG9 meeting.)

The dependent slices introduce an additional dimension of dependency between the VCL NAL units, where a dependent slice is not decodable if the preceding VCL NAL unit is lost. It was asserted to be desirable to take this dependency into account in routing operations for the purposes of more efficient bitstream adaptation and managing of the downlink bandwidth. In the document it is proposed to change the signalling orders of the dependent_slice_flag and dependent_slice_enabled_flag in the corresponding syntax structures in order to enable routers to access and utilize the slice dependency indication.

In the HLS AHG, there was some support expressed for taking action on this topic. However, offline study and further discussion seemed necessary.

In JCT-VC discussion, the idea of using a NUT for dependent slices was considered. It was noted that some information about the picture type is not available (e.g. whether the dependent slice belongs to an IDR, or CRA picture or not) if this is done.

"Alternative 1" moves the dependent_slice flag before the slice_address (after pps_id) and moves the enabled_flag just before the sign_data_hiding_flag in the PPS. Decision: Adopt (this alternative #1).
JCTVC-K0288 Comments on Entropy Slices [W. Wan, B. Heng (Broadcom)] [late]

(This was initially reviewed in the AHG9 meeting.)

The current HEVC draft text specifies the concept of entropy slices but they are not included in the Main Profile and seem to be the only feature that has this status.  This contribution notes that entropy slices do not break a number of cross-slice dependencies in CABAC decoding state (e.g. for intra mode identification and/or because of context selection dependencies). As such, it is not possible to independently CABAC decode entropy slices. Because they are asserted to no longer accomplish their intended purpose, this contribution recommends removing entropy slices from the HEVC specification.

K0120 also proposes removal of entropy slices from the draft standard.

The HLS AHG recommended removal of entropy slices from the draft standard. Decision: Agreed.
JCTVC-K0314 Comments on Dependent Slices [W. Wan, B. Heng, P. Chen (Broadcom)] [late]

(This was initially reviewed in the AHG9 meeting.)

This contribution notes an issue with the specification of dependent slices in the current HEVC WD text.  Specifically, it is unclear in which instances the term “slice” is intended to refer to both ("normal") slices and dependent slices, and in which instances “slice” refers only to (normal) slices. Two areas of the current HM software (QP prediction and loop filtering) are discussed that are asserted to have contradicting behavior for dependent slices. It is proposed that the “slice” term be clarified and used consistently with respect to dependent slices and suggested that cross-slice prediction is always allowed for dependent slices.

It was remarked that "dependent slice" may not be a good name, as the data is really part of the same "slice". Suggestions: "slice segment" ("independent slice segment" and "dependent slice segment" together form the complete "slice"), "slice suffix", "slice appendix", "slice trailer". The "slice segment" terminology seemed the best available choice.
Conceptually, a "dependent slice" should be considered part of the same slice.

The HLS AHG agreed that these aspects should be clarified. Offline study with review of the identified issues was recommended. The result was to be uploaded as an attachment to the contribution.
Decision (Ed.): Each slice segment is counted separately for purposes of Annex A limits. In all other ways (e.g. availability of neighbours), data in a dependent slice segment has the same status as data within the associated independent slice segment.

JCTVC-K0341 AHG9: On slice_temporal_mvp_enable_flag [Y.-K. Wang (Qualcomm)] [late]

Related to a topic discussed in HLS BoG. See notes for K0251.
JCTVC-K0113 The general structure and syntax of the slice extension [D. Singer, T. Leontaris, A. Tourapis (Apple)]

(No presenter was available in the HLS AHG meeting to present this contribution.)

This contribution offers a general syntax for slice-extensions, and enables them to be found and used before entropy decoding of the rest of the slice. This enables pipelined transmission of data that can only be generated after encoding, yet is currently placed in the slice header or a preceding SEI message, which requires buffering before transmission. Placing the data in the slice extension hence enables pipelined transmission and reduced delay.

Three uses were listed:

· Entry points (not so decoder-friendly)

· Checksums (not so essential – not part of decoding process – no need for backward parsing)

· Deblocking filter (or ALF) control parameters (not so decoder friendly – backward parsing could be useful)

A trailing SEI message could also provide a way to signal such things (although in a less compact way) – see proposal K0120.

It was noted that dependent slices starting at each LCU row in the wavefront case, or tile in the tiled case, is a way to provide effective "low-delay" entry points.

It was remarked that the current syntax is broken, since the rbsp_stop_one_bit is actually part of the CABAC data string, but the current syntax puts non-CABAC data between the payload and that bit. K0361 highlights this issue and proposes fixes, so this is a separate issue.

The current scheme can only be parsed in the forward direction.

A revision was made (-v2) with modifications relating to the tag and length handling, byte alignment, and slice extension indication.

The presenter indicated that some of the intended structure of the syntax could wait for definition beyond version 1 of the standard.

For further study.

JCTVC-K0114 Specific Uses of the Slice Extension [D. Singer, T. Leontaris, A. Tourapis (Apple)]

(No presenter was available in the HLS AHG meeting to present this contribution.)

See section discussing K0113.

JCTVC-K0361 CABAC termination stop bit [V. Sze (TI)] [late]

 At the end of a slice, CABAC is terminated, RBSP must be byte aligned and the last byte in RBSP must not be 0x00.  To terminate CABAC, a stop bit of value 1 is sent after flushing to indicate the end of the codeword. rbsp_stop_one_bit is sent before byte alignment to ensure that the last byte in the RBSP is not 0x00. In AVC, rbsp_stop_one_bit is sent immediately after end_of_slice_flag, and therefore is also used as the stop bit for end_of_slice_flag.  In the working draft text for HEVC, there are slice extension syntax elements between rbsp_stop_one_bit and end_of_slice_flag; however, rbsp_stop_one_bit is still used as the stop bit for end_of_slice_flag.  This contribution proposes either removing the slice extension syntax elements from between rbsp_stop_one_bit and end_of_slice_flag, or not using rbsp_stop_one_bit as the stop bit for end_of_slice_flag.
Decision: Remove the slice extension data (pending review of proposed modified back pointer scheme), since we have suffix SEI messages and reserved (VCL and non-VCL) NAL unit types to use if necessary.

5.22.4 Reference picture signalling
5.22.4.1 Picture order count (POC) (done)
JCTVC-K0143 On handling of minimum POC range at decoder [K. Kazui, J. Koyama, S. Shimada, A. Nakagawa (Fujitsu)]
This contribution provides the text which describes how a decoder can handle a POC value without having 32-bit range limit, according to the resolution at the 10th JCT-VC meeting. It is also proposed to extend the range of the POC value to 64-bit as once decided at the 9th JCT-VC meeting.
Quote from prior meeting notes:
"If adequate text is provided to describe how a decoder can handle POC without having such a range limit, we can review the description of that scheme and consider including it in the standard and removing (or increasing) the 32 bit range limit. That aspect is for further study."

It may take a long bitstream to test the wrapping behaviour. The maximum LSBs that can be sent are 16. A 65537-picture bitstream would be needed to test wrapping behaviour in a decoder.
It was commented that the provided text was still somewhat imprecise regarding exactly what a decoder would need to do, although it seemed conceptually correct.

It was commented that the simplicity of the current limit is desirable.

No action taken.

JCTVC-K0154 Simplification of PicOrderCntMsb calculation and specification [C. Auyeung, J. Xu, A. Tabatabai (Sony)]
This contribution proposes to simplify the specification and calculation of PicOrderCntMsb in WD8 without changing the semantics in WD8. This contribution removes four arithmetic-logic operations and removes the implicit assumption that the subtraction in the calculation is based on unsigned integer arithmetic in WD8.  The proposed text is asserted to be correct for both signed and unsigned integer arithmetic.
Decision (Ed.): This is a purely editorial issue. The contribution seemed correct, and was delegated to the editor to determine the appropriate action.

JCTVC-K0242 Cross-verification of JCTVC-K0154 [A. Tourapis (Apple)] [late]

JCTVC-K0227 On POC Signalling [X. (Steve) Zhou, D. Zhang, Y. Zheng, J. H. Kim (Apple)]
This contribution proposes ways to signal the remaining bits of current picture’s POC in the slice header in addition to its LSB, in order to avoid or correct potential POC mismatch between the encoder and the decoder, when consecutive frame losses occur during transmission. Two different signalling methods are introduced: Method 1 allows the encoder to signal all the remaining bits of the POC; method 2 further reduces the signalling overhead in Method 1 by allowing the encoder to signal part of the remaining bits.
It was commented that there would be an adverse effect in the event of splicing, in which a CRA picture is converted to a BLA picture.

It was asked whether the sent value would be required to match the value that would have been computed if there was no data loss. It seemed that this would, in spirit, be required (otherwise there would likely be some violation of the maximum POC difference gap constraint).

It was asked whether some other method such as SEI would be sufficient to provide the functionality, as the data is redundant with what the decoder can compute without receiving the extra data.

A participant suggested that the match requirement could be specified in terms of the value that would have been computed if the decoding process had begun from the previous RAP picture in decoding order. This would seem to resolve the splicing issue.

It was suggested that something along these lines structured as an SEI message proposal might be more appropriate.

No action taken.

JCTVC-K0343 AHG9: On POC and its timing hint [Y.-K. Wang (Qualcomm)] [late]

Related to a topic discussed in HLS BoG. See notes for K0120.
5.22.4.2 Reference picture set (RPS) (3)

JCTVC-K0123 AHG9: Reference picture set clean-ups [A. K. Ramasubramonian, Y.-K. Wang (Qualcomm)]

This document proposes the following as "clean-up" changes related to reference picture set signalling and derivation:

· Addition of restrictions such that each LTRP signalled (explicitly or indexed) in the slice header shall be a distinct reference picture. It was agreed that there is a problem in this area that needs fixing. The correction could involve syntax/semantics changes or addition of restrictions. K0235 discusses the same problem. Decision: Impose constraints on bitstream content to prohibit the duplication problem (without changing the interpretation of the data). Text in -v3 version.
Addition of a restriction that an LTRP entry shall not be directly signalled in any slice header when an equivalent LTRP entry is included in the SPS. It was commented that there is no real need to impose this restriction.
· Addition of a restriction that disallows duplicate LTRP entries signalled in the SPS. It was commented that there is no real need to impose this restriction.
· Addition of a restriction that disallows duplicate short-term RPS candidates in the SPS and a short-term RPS pattern in the SPS being repeatedly (i.e. explicitly) signalled in the slice header. It was commented that there is no real need to impose this restriction. 

· Removal of the restriction that POC LSBs for LTRPs are signalled in a non-increasing order and modifying the derivation of POC MSB cycle. This would allow more flexibility in the order expressed by the encoder. Note that the order in which they are sent is used as the default RPL order. Decision (Simpl.): Adopted.
· Not counting STRPs in determination of sending MSB cycle for LTRPs. This change does not seem strictly necessary – but is asserted to be a spec simplification. No action on this aspect.
JCTVC-K0222 On reference picture set extension [S. Deshpande (Sharp)]

This document proposes an extension field in the short-term reference picture set syntax structure. This field enables extension of the short-term reference picture sets in future extensions of HEVC. 

Revision of this document adds a modified syntax for the extension signalling.
One example use would be to send a layer ID. Another could be the sending of inter-layer reference marking.

The mechanism would be essentially the same as in the SH extension, controlled by an SPS-level presence flag. One suggestion was to have two presence flags rather than one – so that the flag can be different for the RPS syntax in the SPS and in the SH.
No action.

JCTVC-K0235 Single inclusion of long-term reference pictures in RPS [J. Samuelsson, R. Sjöberg (Ericsson)]

This contribution contains a proposal for how to avoid that the same long-term reference picture is included more than once in the same reference picture set (RPS). At the Stockholm meeting the possibility to signal long-term reference pictures in the sequence parameter set (SPS) was adopted. It is therefore possible to signal the least significant bits (LSB) of long-term reference pictures both in the SPS and in the slice header and the semantics makes it possible to include the same long-term reference picture more than once in the same RPS even though that has no practical usage. This contribution proposes that the LSB that are signalled in the sequence parameter set (SPS) and the LSB that are signalled in the slice header are put in a joint ordered (non-decreasing) list and that for elements with the same LSB, the most significant bits (MSB) are signalled in strictly increasing order. The contribution claims that the proposed changes makes it impossible to include the same long-term reference picture more than once in the same RPS, that ambiguity in the decoding process is removed and that redundancy in the signalling of delta_poc_msb_cycle_lt is removed.
See notes in section discussing K0123.

5.22.4.3 Reference picture list (RPL) (4)
Track A discussion of contributions in this category was chaired by M. M. Hannuksela.

JCTVC-K0124 AHG9: Reference picture list modification with truncation [A. K. Ramasubramonian, Y. Chen (Qualcomm)]
In the current HEVC draft, reference picture list modification requires signalling of each entry for a reference picture list. In this proposal, the flexibility of signalling a smaller number of entries is proposed with reportedly-minor syntax changes. Two methods with the same syntax table are proposed. The first method provides similar functionalities as AVC reference picture list modification, while the second method is asserted to be further simplified to just bring pictures to the beginning of the reference picture list with less decoding process changes.

It was commented that the proposed syntax seemed to have an error. It was suggested to upload a new version of the contribution with fixed specification text.

No compression efficiency results were presented.

This was further discussed after implementation, simulation results according to the previously-agreed RPS test conditions, and a cross-check.
The results for "method 1" were better than "method 2" in the RPS test conditions. The "method 1" did not provide a substantial overall improvement.

Those conditions used only 2 or 4 pictures. There would likely be a benefit if longer lists were used.

It was asserted that the proposal might benefit the multiview scenario.

No measurements were provided for that case. For further study.

JCTVC-K0376 Cross-check of JCTVC-K0124 on reference picture list modification with truncation [Hendry, J. Kim, B. Jeon (LG)] [late]

JCTVC-K0170 AHG 9: On restricted reference picture list [Hendry, Y. Jeon, B. Jeon (LG)]

This contribution proposes to move ‘restriction_ref_pic_lists_flag’ from SPS to PPS. In addition, to avoid a parsing problem, it is also proposed to move ‘lists_modification_present_flag’ from SPS to PPS.

It was asked whether restriction_ref_pic_lists_flag should also infer weighting parameters to be unchanged within a picture.

Decision: Move restriction_ref_pic_lists_flag to VUI and move lists_modification_present_flag to PPS. No constraints on the value combinations of these two flags.
JCTVC-K0224 Syntax cleanup for reference picture list modification signalling [G. J. Sullivan, S. Kanumuri (Microsoft)]

The syntax for reference picture list modification, as found in the ref_pic_list_modification( ) syntax structure, is asserted to have unnecessary redundancies for the signalling of some of its syntax elements. This contribution proposes modifications that are asserted to remove the redundancies.

Proposal #1: In the syntax for ref_pic_list_modification( ), it is proposed that ref_pic_list_modification_flag_l0 and ref_pic_list_modification_flag_l1 only be sent when NumPocTotalCurr is greater than 1. When NumPocTotalCurr is less than or equal to 1, there is no possibility for modification and hence no need to send these flags.

Proposal #1 is similar to an aspect in JCTVC-K0255 (only editorial differences between proposal #1 and the aspect in JCTVC-K0255).

Decision: Proposal #1 adopted.

Proposal #2 Option A: In the syntax for ref_pic_list_modification( ), it is proposed that list_entry_lX[0] not be sent when NumPocTotalCurr is equal to 2 and num_ref_idx_lX_active_minus1 is equal to 0. In such a case, list_entry_lX[0] can be inferred based on ref_pic_list_modification_flag_lX since there are only two choices possible (default value of 0 or the non-default value of 1).

No action taken.

Proposal #2 Option B: In addition to Option A, for P slices with weighted_pred_flag equal to 0 or for B slices with weighted_bipred_flag equal to 0, it is proposed that list_entry_lX[ 0 ] and list_entry_lX[ 1 ] not be sent when NumPocTotalCurr is equal to 2 and num_ref_idx_lX_active_minus1 is equal to 1. In such a case, list_entry_lX[ 0 ] and list_entry_lX[ 1 ] are inferred to be 1 and 0 respectively since reference picture list modification would not have been needed for the only other possibility (list_entry_lX[0] and list_entry_lX[ 1 ] being equal to 0 and 1 respectively). Furthermore, for P slices with weighted_pred_flag equal to 0 or for B slices with weighted_bipred_flag equal to 0, it is proposed that the length of list_entry_lX[ i ] syntax element be limited to Ceil( Log2( NumPocTotalCurr − i ) ) bits, since in this case, it is only useful to place each reference picture once in the list and thus the number of useful possibilities decreases as the index ‘i’ increases.

No compression results were presented.

Concerns on whether the syntax is correct were expressed.

Implementation, simulation results and a cross-check were requested. In later discussion (chaired by F. Bossen), partial results were later verbally indicated to have been generated. For further study.
JCTVC-K0255 Cleanup of reference picture list modification [T. Yamamoto, T. Tsukuba, T. Ikai (Sharp)]
This contribution proposes two changes on reference picture list modification signaling. It is asserted that the first proposed change removes redundant modification flag signaling and that the second proposed change is to make the text of initialization process clearer.

The first proposed change was resolved by notes taken for proposal #1 of JCTVC-K0224.

The second proposed change seemed purely editorial. Decision (Ed.): Editors to consider as a suggested improvement.
5.22.5 Parameter sets in version 1 of HEVC
JCTVC-K0125 AHG9: On video parameter set [Y.-K. Wang, Y. Chen (Qualcomm)]

This document proposes some changes to the VPS syntax as well as the profile_tier_level( ) and operation_point( ) syntax structures included in the VPS syntax. 

· Bit rate and picture rate information are proposed to be added to the VPS to assist session negotiation and content selection in HEVC application systems. Decision: Adopted.
· The syntax elements for signalling of profile space, tier, compatible profiles, and profile-related constraints for temporal sub-layers are proposed to be removed from the profile_tier_level( ) syntax structure. Decision: Adopt only the sub_layer_profile_present_flag to be conditional on ProfilePresentFlag.
· The operation point syntax is proposed to be changed to support a simple operation point mode for which only one value of nuh_reserved_zero_6bits needs to be signalled. K0204 is related. See notes in relation to K0204.
· When multiple values of the nuh_reserved_zero_6bits are signalled for one operation point, they are proposed to be differentially coded. The changing operation point signalling is asserted to be more efficient, particular for typical scalability coding scenarios with linear layer dependency. K0204 is related. See notes in relation to K0204.
· Within one VPS, duplicate copies of operation points and duplicate copies of hrd_parameters( ) syntax structure are proposed to be disallowed within the same VPS. Decision: Adopt.
JCTVC-K0173 On VPS [K. Sato (Sony)]

Both VPS (Video Parameter Set) and SPS (Sequence Parameter Set) contain syntax elements “max_temporal_layers_minus1” and “temporal_id_nesting_flag”. If the value of max_temporal_layers_minus1 is 0, it means that there is only one temporal layer, and in this case temporal_id_nesting_flag becomes meaningless. JCTVC-J0183 proposed to remove this redundancy, and adopted as change in semantics. 

However, in the current VPS specification temporal_id_nesting_flag is located before max_sub_layers_minus1, so it is not possible to know immediately whether it is meaningful or not during the parsing process. In SPS this problem does not exist.

This contribution requests to move the order of temporal_id_nesting_flag to be after max_sub_layers_minus1 in the VPS. Decision: Adopted. Also, the nesting flag should be required to be equal to 1 when the max_sub_layers_minus1 is equal to 0.
JCTVC-K0180 AHG9: Operation points in VPS and nesting SEI [M. M. Hannuksela (Nokia), Y.-K. Wang (Qualcomm)]

A problem was identified in JCTVC-J0074 that when the conformance of a bitstream containing scalable layers is checked using HEVC v1 standard or an HEVC v1 decoder decodes a bitstream containing scalable layers, the HRD parameters of the “highest” layer present in the bitstream should be used. As a solution to the problem, HEVC draft 8 includes a possibility to include multiple sets of HRD parameters for different bitstream subsets into VPS. It is asserted in this contribution that while HEVC draft 8 enables multiple sets of HRD parameters, it still lacks the capability of indicating different initial delays for bitstream subsets. 

A new version of the document was provided after discussions at the meeting (upon which, Y.-K. Wang was added as co-author).

JCTVC-K0180 proposes:

· Specifying operation points as a separate loop in the VPS rather than as part of the loop for the HRD parameters. It was suggested that K0204 is related. Decision: Adopted.

· Specifying a scalable nesting SEI message. K0126 is related. Without doing something, we do not have a way to provide HRD-related SEI for sub-bitstream operation points. Decision: Adopted.

It is asserted that in HEVC v1, the proposed scalable nesting SEI message can be used for two purposes:

· Indicate that the nested SEI messages pertain to a range of temporal sub-layers rather than all sub-layers.

· Indicate buffering period and picture timing for any bitstream subset, such as the base layer sub-bitstream.

JCTVC-K0209 AHG9: VPS and SPS design [B. Choi, T. Lee, Y. Cho, J. Park (Samsung)]
In this contribution, two VPS and SPS topics are proposed. 

Topic #1 is to signal multiple cropping windows in the VPS for layered streams. All possible candidates of cropping windows for all layers are signalled in VPS, and each set of cropping parameters is mapped to an index. In each SPS, the indices of cropping windows used for the layer associated with the SPS are signalled.

For the v1 base layer, one or more cropping windows would be sent in the SPS and duplicated in the VPS. It was noted that there are multiple proposed approaches to cropping windows. Note that K0105 is related.

It was noted that currently there is no picture width and height in VPS. Sending a cropping window would not seem to make sense without also sending this. If picture width and height are to be sent, it was suggested that this information should be optional and express a maximum rather than fixed picture size. If it is to be optional metadata, it could added beyond v1 (e.g. in extension data).
A suggestion was introducing a flag controlling optional presence of u(24) coded max picture width and height in the VPS. For further study.
Topic #2 to remove duplicated syntax signalling between VPS and SPSs. By a flag indicating whether VPS parsing can be skipped or not, the duplicated syntax elements are signalled or not in SPS. The flag indicating the duplication is asserted to have the same role as the vps_skip_flag in the second design proposed in JCTVC-K0177. This aspect is for further study.
JCTVC-K0347 Persistence of VPS: bitstream instead of coded video sequence [M. M. Hannuksela (Nokia), Y.-K. Wang (Qualcomm)] [late]

In the current HEVC draft specification, the active VPS is allowed to be changed for each coded video sequence. Hence, the number of VPSs active for the entire bitstream may be large.

Use cases where video parameter set is used in systems specifications include the capability exchange of session negotiation (e.g. the offer/answer model of the session description protocol, SDP) and declarative indication of bitstream properties (e.g. a part of session description passed through the real-time streaming protocol (RTSP), or a part of media presentation description, MPD, in dynamic adaptive streaming over HTTP, i.e. DASH). It is asserted that it would be convenient in the protocol design and implementation for these use cases, if a VPS pertained for the entire bitstream and consequently only one VPS had to be communicated in session negotiation.

It is proposed that VPS pertains to a bitstream instead of a coded video sequence. In other words, it is proposed that an active VPS remains active until the end of the bitstream.
It would not be possible to signal continuity of operation with a changing VPS with this scheme, and the proposal does not seem to provide any actual additional functionality. In a system, it would still be possible to use VPS for session negotiation without this modification.

No action taken.

5.22.6 High-level syntax cleanups
Initially reviewed by BoG (K0339).

JCTVC-K0120 AHG9: High-level syntax clean-ups [Y.-K. Wang (Qualcomm)]

Initially reviewed by BoG (K0339).

· NUTs assignment resolved in other discussions (not per BoG report)

· Decision: Moving sps_temporal_nesting_flag per BoG report

· Decision (Ed.): Clarificationof semantics of end of sequence RBSP.

· Decision: Specify activation of VPS and SPS by APS SEI message and not specify SPS activation by the SPS ID in the BP SEI message (APS SEI must be present when BP SEI is present, and they must be the first and second SEI message in the first SEI NAL unit when present). Further study regarding the wisdom of this requirement, but keep it required in the current draft.

· Decision (Ed.): There are editor action items in the BoG report.

· Decision (Ed.): 224 constraint on POC difference for LTRP per BoG report.

· Decision (Ed.): Alignment of the range restriction on SPS ID (make it 16) and PPS ID (make it 64) for semantics and profile specification. We can simply remove this constraint in the profile specification.

· Decision (Ed.): Removal of constraint on position of persistent SEI messages from 7.4.1.4.2.

· Decision: Specify a suffix SEI message NUT – with payloadType = 132 for the decoded picture hash SEI message (K0120-v2 attachment with edit ID = "Ye-Kui Wang").

· It was proposed to specify that 1) when an SEI message has a payloadSize that exceeds the number of bytes needed to hold the SEI message syntax, the data that follows the specified SEI message syntax shall be ignored, 2) encoders shall not put extra data there. Also remove extension flags that appear at the end of currently specified HEVC SEI message (but do not change the AVC SEI messages). See notes for K0371.
· Decision (Ed.): The editor is suggested to consider adding an informative table describing the scope of each type of SEI message.

· Allowing redundant copies of any SEI message within the scope of its persistence. This is already allowed in general. For further study.
· Decision: POC temporal relationship syntax based on K0343. timing_info_present_flag should have an inferred value of 0 when not present.
JCTVC-K0136 AHG9: High-level syntax cleanups [C.-Y. Chen, C.-Y. Tsai, C.-W. Hsu, Y.-W. Huang, S. Lei (MediaTek)]

Initially reviewed by BoG (K0339).

· See also K0125.
· Decision: Not send inter_ref_pic_set_prediction_flag for index 0 (see also prior document J0185).

JCTVC-K0174 On PPS [K Sato (Sony)]

Initially reviewed by BoG (K0339). No action.
JCTVC-K0217 Proposed changes on coding tree unit syntax and sequence parameter set RBSP syntax [X. Fang (Motorola Mobility)]

Initially reviewed by BoG (K0339).

· The change to CTU syntax appears to be editorial. Decision (Ed.): The editor is asked to correct the specification for when the picture width is not a multiple of the CTB size.
· Decision: Group together syntax elements for PCM in SPS.
JCTVC-K0251 Modification of slice_temporal_mvp_enable_flag [Y. Yu, J. Lou, L. Wang (Motorola Mobility)]

Initially reviewed by BoG (K0339).

Same topic as K0341 and item 1.3 of K0120.
Decision: Adopted (not signalling the flag for IDR pictures).

JCTVC-K0254 AHG9: Parsing profile and level information of temporal sub-layers [T. Tsukuba, T. Yamamoto, S. Deshpande (Sharp)]

Initially reviewed by BoG (K0339).

· Byte alignment of sub-layer profile/tier/level – no support by non-proponent; no action.
· See also K0231. Decision: Move reserved_zero_12bits and increase its length to 16 bits and set it to 0xFFFF in v1 and change reserved_zero_2bits to reserved_three_2bits.

JCTVC-K0231 VPS syntax re-ordering for easy access of extension parameters [M. Haque, K. Sato (Sony)]

See notes in section discussing K0254.
JCTVC-K0256 Cleanup of Slice Header [Y. Yu, J. Lou, L. Wang (Motorola Mobility)]

Initially reviewed by BoG (K0339). No action.
JCTVC-K0257 Modification of Enabling Weighted Prediction [Y. Yu, J. Lou, L. Wang (Motorola Mobility)]

Initially reviewed by BoG (K0339). No action.
JCTVC-K0371 AHG9: SEI payload extension mechanism [Y.-K. Wang (Qualcomm), M. M. Hannuksela (Nokia), G. J. Sullivan (Microsoft)] [late]

(Review chaired by F. Bossen.)

Proposes a generic extension mechanism to add data after the currently-specified content of each SEI message.

It was remarked that the same mechanism could hypothetically apply to parameter sets, but we do not use this mechanism in those cases. The contributors said responded:
· That this provides bit-wise compatibility with the existing specified SEI messages (in the prior text and in AVC)
· That we don't have a payload size syntax element for the parameter sets

· That it is important to be bit efficient for SEI data (moreso than for parameter sets)
Decision: Adopted.
Removal of the active_parameter_set_sei_extension_flag was also proposed, since it is not needed if the extension mechanism is available.

Decision: Adopted.

Further study was suggested regarding whether to apply such a concept to parameter sets.

5.22.7 High-level parallelism
K0367 BoG report

The results of this BoG report are noted in the sections for the contribution discussed therein.
JCTVC-K0106 On Tile Processing Order [P. Kapsenberg (Intel), W. Zhang (Intel)]

Initially reviewed by BoG (K0367). No action.
JCTVC-K0244 Cross check of JCTVC-K0106 [G. Van der Auwera (Qualcomm)] [late]

JCTVC-K0108 On parallel decoding with SEI message containing reference dependency tree [W. W. Ro, M. Kim, D. Kim, K. Kim (Yonsei Univ.), C. Kim, Y. Park, K. Choi (Samsung)]

Initially reviewed by BoG (K0367). No action.
JCTVC-K0182 CABAC termination for the end of tile/WPP [K. Terada, H. Sasai (Panasonic)]

Initially reviewed by BoG (K0367). Decision (BF): Adopted.
JCTVC-K0183 AHG4: Dependent slices restriction [S. Esenlik, M. Narroschke, T. Wedi (Panasonic)]

Initially reviewed by BoG (K0367). Decision (Ed.): Editor is requested to double-check that actions taken for "depedendent slices" have resolved its editorial problems.
JCTVC-K0200 AHG4: Sub-stream entry points SEI message [M. Zhou (TI)] 

Initially reviewed by BoG (K0367). In later Track A discussion, it was commented that the proposed syntax is fragile to whether non-VCL NAL units are added or removed, and to whether the NAL units are carried by packets or in the Annex B byte stream format. It was suggested that some system-level functionality might be needed to provide the desired functionality. No action.
JCTVC-K0236 Decoder parallelism indication [J. Samuelsson, R. Sjöberg, M. Westerlund, B. Burman, P. Fröjdh (Ericsson)]

Initially reviewed by BoG (K0367). Proposes an 8 bit thread count value as a bitstream restriction in VUI.
It was commented that the proposal has some editorial issues, and does not address certain aspects of thread-based operation (e.g. bit rate balancing). It was suggested that the proposed parameter should perhaps be renamed as something more specific such as min_spatial_segmentation_idc. Aside from editorial issues, it was agreed that this appears useful. Decision: Adopt (subject to editorial cleanup).
5.22.8 Hypothetical reference decoder (HRD)
JCTVC-K0316 Semantics of no_output_of_prior_pics_flag [A. Rodriguez, A. Kumar Katti, H.-Y. Hwang (Cisco)] [late]

This document proposes to modify the semantics of no_output_of_prior_pics_flag to facilitate graceful transitions in consecutive coded video sequences with different picture formats.

The contribution proposes the use of the sample scale factor proposed in K0263. The proponent indicated that if the scale factor is not used, the picture width and height would be used.

Current inference rule is based on changes in pic_width_in_luma_samples or pic_height_in_luma_samples or sps_max_dec_pic_buffering[ sps_max_temporal_layers_minus1 ].

The proposal would remove sps_max_dec_pic_buffering[ sps_max_temporal_layers_minus1 ] from the rule.

K0126 is related. Splicing was a discussed use case.

Ultimately, this is a question of whether to tighten up the decoding CVS transition requirements under this condition.

Application specs could impose stricter decoder requirements if that is their application-domain choice.

Decision (Ed.): The editor is requested to check the clarity of the text – we agree on our understanding of what it is intending to say.

For further study.

JCTVC-K0126 AHG9: On HRD and related general issues [Y.-K. Wang (Qualcomm)]

This contribution reports a list of perceived problems or shortcomings related to the HRD specification and HRD related general topics, such as the description of the general decoding process, bitstream conformance requirements and level constraints. Proposed changes are summarized in the contribution document, and proposed spec text changes for the solutions, relative to JCTVC-K0030v2, are enclosed in the same zip file of the contribution document.

In revision 1 of this contribution, a condition is removed from the applicable_operation_points( ) syntax structure, as described in Section 3.

· Definition of operation point (editorial), and inclusion of temporal ID in the definition (not necessarily editorial).

· Definition of process for bitstream conformance tests (editorial).

· Definition of each bitstream conformance test (editorial).

· Use of HRD parameters of the SPS for the base layer or whole bitstream – Decision: whole bitstream.

· Mechanism for signalling a buffering period or picture timing SEI message that applies to an operation point with multiple values of nuh_reserved_zero_6bits. (This is related to K0180.)

Comment: Do we have a problem with "dangling" left-overs from bitstream extraction process?

Off-line study was conducted and some revisions were made. There was a problem with access to the latest version on the web site. The result (-v4) was reviewed.
Particular items discussed further included "2b", "2d", "2e", "2f".

Decision (BF/Ed.): Adopted (initially pending no objection after overnight review – later confirmed).
It was confirmed that this has no effect on external means signalling of HRD parameters and no effect on the possibility of sending parameters only for entire layers.
JCTVC-K0140 AHG9: Simple HEVC stream editing [K. Kazui, J. Koyama, S. Shimada, A. Nakagawa (Fujitsu)]

(The discussion of this contribution in Track A was chaired by M. M. Hannuksela.)

This contribution presents high-level syntax and semantics for HEVC bitstream editing. This is a follow-up proposal of JCTVC-J0137 at the 10th JCT-VC meeting.

This contribution contains three topics. The first topic is a modifier of cpb_removal_delay and dpb_output_delay. The value of the modifier is intended to be set by an editing process which removes leading pictures from the bitstream.

Alternative 1: It was suggested that the asserted problem the first proposal attempts to solve could alternatively be solved by including a buffering period SEI message in each DLP picture. However, the buffering period SEI in DLP pictures should not be used for buffer initialization. (Variation 2 of the contribution appeared to be somewhat similar to this alternative, but the signalling happens in the buffering period SEI message in the CRA/BLA picture.)

Alternative 2: It was suggested that another way to solve the problem would be to disallow the decoding order interleaving of TFD and DLP pictures.

Suggestion: add an informative note that recommends encoding the initial_alt parameters only when there is no decoding order interleaving of TFD and DLP pictures, or something in that spirit.

Decision (Ed.): Add an informative note such as drafted above.

The second topic relates to the restriction imposed when fixed_pic_rate_flag is equal to one. It is proposed that this restriction is not applied at a sequence boundary.

Decision: Add another flag cvs_fixed_pic_rate_flag that applies only within a coded video sequence with the semantics proposed in the contribution.

The third topic is a SEI message for indicating a possible editing point in a bitstream. When the bitstream is chopped up into two pieces at the beginning of a coded picture associated with this SEI message, and the former piece is connected by another bitstream starting with a RAP picture, it is assured that resulting bitstream is still conforming to the restriction imposed when fixed_pic_rate_flag is equal to one.

It was clarified that an editing point SEI message is intended to reside in the last access unit of a GOP/SOP.

It was suggested that the SOP description SEI message can be used to conclude the last picture of a SOP.

It was commented that a splicer could conclude cpb_offset values proposed in the editing point SEI message from the buffering period and picture timing SEI messages.

No action taken.
JCTVC-K0214 Early bumping [R. Sjöberg, J. Samuelsson (Ericsson)]

This contribution presents a proposed change in the output order decoder conformance section in Annex C of the HEVC specification. Currently, the bumping process is invoked after the first slice of a picture has been parsed. This contribution claims that this may cause unwanted output delay. The document discusses whether “early” picture output can be done directly after a picture has been decoded or not, but concludes that this is not possible according to the current HEVC specification since a decoder at that point in time can not know whether the following picture is a random access picture with no_output_of_prior_pics_flag set to 1 or not. To reduce the output delay in HEVC, this document proposes to enable output of pictures directly after decoding by adding the following text to section "C.5.3 Picture decoding, marking and storage": 

When the number of pictures in the DPB that are marked as "needed for output" is greater than sps_max_num_reorder_pics[ HighestTid ] after the current decoded picture has been stored in the DPB, the picture in the DPB with the smallest value of PicOrderCntVal of all pictures in the DPB that are marked as "needed for output" is cropped, output and marked as "not needed for output".

Offline study was suggested to consider the relationship with picture timing conformance and the impact of sps_max_dec_pic_buffering[ i ], sps_max_num_reorder_pics[ i ] (before in decoding order, after in output order), and sps_max_latency_increase[ i ] (before in output order, after in decoding order), pic_output_flag, no_output_of_prior_pics_flag.

Decision (Ed.): The editor is suggested to consider adding an informative note to discuss this.
JCTVC-K0221 On sub-picture based HRD buffering [S. Deshpande (Sharp)]
The CPB in the HRD of HEVC may operate at the access unit level or sub-picture level. Currently in HEVC draft only one CPB size parameter is signalled for each bit rate schedule. It is asserted that this is insufficient to support operation at both access unit level and sub-picture level.

This document proposes syntax elements and semantics to signal a CPB size and a CPB size scale parameter for sub-picture based CPB operation. These parameters are calculated using leaky bucket model of operation for HRD at sub-picture level.

Decision: Adopted.
5.22.9 VUI and SEI messages
5.22.9.1 Video usability information (VUI)
JCTVC-K0152 Chroma sampling filter hint SEI [T. Chujoh (Toshiba)]

Although most of video format standardizations specify the colour transform matrix and bit-depth, the filter coefficient set for up-sampling and down-sampling of the chroma format have not been specified until recently. This contribution proposes a method of SEI message for chroma sampling.
SMPTE RP-2050-1:2012, which defines filter sets for 4:2:2 / 4:2:0 and 4:2:0 / 4:2:2 conversions, has recently been published.
Proposed syntax elements (with remarks in parenthesis):

· coded_format_idc (duplicate info?)
· coded_data_bit_depth (duplicate info? useful?)
· target_format_idc (identifies the type of filter that is described)
· target_bit_depth (useful? can't prescribe output)
· max_value, min_value (recommended output clipping range – not necessarily desirable)
· progressive_flag (relationship to other SEI noted – suggestion to call it a two_vertical_filter_flag)
· implicit_vertical_flag

· vertical_filter_idc

· tap_length_vertical_minus1; for( i = 0; i <= tap_length_vertical_minus1; i++) ver_filter_coeff[ i ].
· second_vertical_filter_idc

· tap_length_second_vertical_minus1

· second_ver_filter_coeff[i]

· implicit_horizontal_flag

· horizontal_filter_idc

· tap_length_horizontal_minus1

· hor_filter_coeff[i]

· Specific filters proposed as "implicit" indication:

· [ −3, −19, 34, 500, 500, 34, −19, −3 ] / 1024 (half-phase downsampling)

· [ 19, 103, 1037, −135 ] / 1024 (upsampling)

· [ −8, −26, 115, 586, 409, −48, −4, 0 ] / 1024 (downsampling)

· [ 24, −41, 1169, −128 ] / 1024 (upsampling)

· [ −76, 783, 330, −13 ] / 1024 (Upsampling)

· [ −29, 0, 88, 138, 88, 0, −29 ] / 256 (Zero-phase downsampling)

· [ −3, 35, 35, −3 ] / 64 (Zero-phase upsampling)

Encoder vs. decoder perspective (upsampling vs. downsampling) was discussed.

Sending two messages to supply both upsampling and downsampling.

We are not fully aware of the intent behind the SMPTE effort (regarding whether it is intended for the sort of purpose that is proposed).

A participant said that part of the purpose of the SMPTE RP is to enable perfect reconstruction filtering, such that cascading stages will not alter the low-pass signal.

The relationship to chroma location indicators was discussed. It was asked whether it is important to know specific filter tap values versus simply knowing the indicated spatial locations of the chroma samples.
SEI versus VUI as an approach for sending this was also discussed.

A participant said that the size of the data seems relatively large for VUI.

Potentially applicable to other standards as well – and specifically to AVC.

For further study.
JCTVC-K0234 VUI Extension [M. Haque, K. Sato (Sony)]
See notes relating to K0233.
JCTVC-K0263 Sample scale factor in VUI [A. Rodriguez (Cisco)]

This document proposes signaling a sample scale factor to support transitions across two coded video sequences that have the same sample aspect ratio and picture aspect ratio but different picture resolutions.  The sample scale factor is proposed particularly for transitions between 1920x1080 and 1280x720 pictures, and transitions between 960x540 and 1920x1080 pictures. It was asserted that the proposed sample scale factor would allow entering a bitstream at any RAP while maintaining constant a spatial resolution of the sequence of pictures derived from output DPB pictures.
There was a prior contribution J0287 at the July 2012 Stockholm meeting. This is proposed either as an aspect ratio indication or as a separate scale factor indicator.
(Some discussion on this topic was chaired by Y.-K. Wang.)

Comments:
· Is the down-conversion case useful? The suggested use case for this is when most of a program service is 1280x720 and some limited content (e.g. a commercial) is inserted at higher resolution.

· It was remarked that in some scenarios it could be possible to send some signal in the system layer.
· SEI versus VUI is also a possibility. (The contribution suggested using VUI.)
· Support of additional scale factors was suggested.

· Separating horizontal and vertical scaling was suggested. This could have implications regarding the aspect ratio indication.

· It was commented that the basic concept is useful, but combination of scaling via aspect ratio might not be ideal. It might not be needed in version 1 of the HEVC spec. It could be added later on, as some other aspects may need to be more carefully thought through.

· Why not indicate the preferred display size instead of the scaling factor?

This was further discussed (chaired by F. Bossen) after offline discussion and the availability of a revision that addresses some of the above comments. The focus of the further discussion was "option 1". The revision added one bit (making the field 4 bits instead of 3).
It was remarked that there could be some relationship with the scaling flag in the FPA SEI message. It was commented that it should be clarified that cropping occurs before this scaling (this was agreed).

It was commented that the field should be somewhat more than 4 bits if adopted.

It was commented that it should be made clear that this indication is only for when there is no other indication of what to do that would apply.

It was asked what to do when both this and the FPA SEI are in the bitstream.

The text did not seem fully adequate. In general, however, there were no strong objections to the principles and concepts.

For further study.
5.22.9.2 Frame packing arrangement (FPA) SEI message and related
JCTVC-K0105 FPA SEI message modification [O. Nakagami, T. Suzuki (Sony), G. Ballocca, V. Giovara (Sisvel Technology), P. Sunna (RAI), M. Arena (RAI), J. F. Travers (TDF), K. Illgner (IRT), M. Pellegrinato (Mediaset)]

Documents JCTVC-J0070, J0073 and J0198 presented at the 11th (Stockholm) meeting discussed the 2D compatibility of 3D frame packing arrangements (FPAs). J0070 and J0073 presented related proposed schemes, based on the usage of the cropping rectangle and modified SEI messages syntax, while J0073, among other things, proposed to enable signalling a plurality of cropping rectangles to enable both 2D and 3D decoders to crop the decoded picture correctly.

This contribution elaborates on the content of the above-mentioned papers and proposes an alternative approach based on the differentiation of SEI messages describing 2D compatible and non 2D compatible FPAs.
(Discussion chaired by Ye-Kui Wang.)

Comments:

· The same issues arise for AVC and HEVC, and the syntax does not appear compatible with AVC.

· Prior contribution J0198 was noted as a more compatible syntax.

· Remark: We need to understand what are conforming decoders / non-conforming decoders

· Remark: It should be allowed for conforming decoders to output more than coverred in the cropping window specified by the VUI if indicated.

· Remark: It is not desriable to have multiple and optional ways of specifying non-uniformly specified conformance points.

· Remark: AVC could also be changed similarly. The proposed syntax seems not compatible with AVC. 

· The syntax in J0198 could be AVC compatible.

· Remark: Don't change the AVC FPA SEI message in a non-backward-compatible way.

· Remark: Why to couple conforming decoding behavior with the cropping window parameters?

· Remark: It should be clear that decoding and (cropped) output should be separated. The decoded picture hash SEI message cover 

· Remark: The encoder may not want regions outside the cropping window to be output. If the intended cropping window is signalled as metadata e.g. in an SEI message, then decoders may output the areas that may result into bad user experience.

· Remark: Syntax otherwise, it would be anyway more beneficial to have the syntax that could be used for AVC too.

· Remark: Why not to remove FPA SEI message from the HEVC spec totally, since HEVC 3DV/multiview extensions, including high-level syntax only MV-HEVCl, are coming?

· Another participant agreed, as it would be much cleaner from systems point of view.

· Other participants disagreed.

· Remark: Removal of FPA SEI message may affect early deployment of HEVC.

· Remark: External means only may not be enough, as it might be ideal to signal cropping window options in-band too.

· Remark: How to solve the cropping window issue for the temporal interleaving mode? Why just solve the problem for some of the frame packing modes? 

· There was a related proposal at the JCTVC-I meeting.

· Remark: Another issue is which pictures to be output for this mode.

Three particular options were summarized and summarized as follows:

· Option 1: Possible multiple cropping window signalled/specified, in-band or external means, with a clearly specified default cropping window. Conforming decoders are required to output at least samples covered in the region specified by the default cropping window. Conforming decoders may also output samples not covered in the region specified by the default cropping window but covered by other cropping windows. Only one cropping window is applied for a particular decoding operation. Selection of the operating cropping window may be signalled through external means or a default value when the external means is not present.

· Option 2: Completely decouple decoder conformance from cropping. Conforming decoders are required to have identical decoded pictures as the HRD. The normative output includes all decoded samples. Cropping of the output pictures for display or other purposes is out of the scope of the normative decoding process. Thus, desriable cropping/display windows for various purposes can be just signalled using SEI messages.

· Option 3: No action.

No consensus was reached for option 1 or option 2.

No action.

Decision (Ed.): Editor action item – check whether the area of the picture associated with the hash SEI message is fully specified.
Without acting, the best answer we could have would be that a decoder can extract a 2D view from frame-packed stereo 3D based on the information in the existing draft FPA SEI message, and that this may be sufficient since there is no legacy of HEVC decoders made without awareness of this FPA SEI message.

It was remarked that we also have the pan-scan rectangle SEI message that can indicate a rectangle inside the cropping window that is to be output.

The conformance point specified is the region inside the cropping window.

Suggestion:

· "Conformance window" in the SPS identifies the conformance point

· Have an optional "default view" rectangle expressed somewhere (inside the cropping window) – e.g. VUI. If not present, it is inferred to be the "conformance window". Syntax elements are differentially coded in relative to the parameters for the "conformance window".
· Have other things such as frame packing identified somewhere (all inside the cropping window)

Decision: Adopt the above suggestion. Only the second item above needs a change to the specification. See notes for K0382.
It was suggested that it might be useful to signal aspect_ratio_idc or some kind of upsampling aspect ratio indicator in the FPA SEI message.

It was commented that the aspect_ratio_idc in the VUI should not be overriden by an SEI message.

Another possibility is to have a different intepretation of aspect_ratio_idc than in AVC. It was commented that this would not be good.

Suggestion: Signal one aspect ratio indicator for the "default window".

Decision: Signal a flag in the FPA SEI message to indicate whether the aspect_ratio_idc in the VUI applies before or after up-conversion. See K0382.
G. J. Sullivan volunteered to provide draft text by Friday 3:00 am. See K0382.
Note that K0209 is related.

JCTVC-K0382 Edits reflecting decisions recorded for frame packing arrangement SEI messages and display/cropping windows [G. J. Sullivan (Microsoft)] [late]
This document reportedly provides draft text produced in side activity conducted to reflect decisions recorded during the meeting in relation to frame packing arrangement SEI messages and display/cropping window aspects. The text provided was reportedly initially drafted by Marco Arena (RAI) and Giovanni Ballocca (Sisvel), and was then refined by the submitter.

This was presented during the JCT-VC closing plenary on Friday morning. The original providers of the text were not present during that presentation, even though it had clearly been announced that the presentation would be made.

One expert asked whether the solution would allow usage of alternative windows (e.g. by SEI message); this was also discussed earlier in the meeting, and it is believed that this would be possible – e.g. by an SEI message.

One expert suggested it may be appropriate to use non-integer values for expressing the units of the display window – this question was agreed to be a matter for further study.

Further study was encouraged regarding the units of the default display window. 
Further study is required on the combination of the frame packing SEI and interlaced-scan content – in the case of field pictures, the area definition should still refer to frame units, although the picture is a field.

Though the suggested text is believed to be an editorial contribution, a patent declaration was added upon request of one expert.

Decision: Adopted (-v2).
JCTVC-K0232 On support of mixed video sequences in high level Syntaxes [M. Haque, K. Sato, A. Tabatabai (Sony)]

This contribution suggests some options to include support for "mixed sequences" and "mixed content coding" in high level syntax of the current HEVC version 1 parameter sets as well as in its extensions.

Proposed indicator types for VPS:

· Frame pictures only (we already have field_seq_flag at the SPS level, but not at the VPS level)

· Mixed frame and field pictures (we do not mix these within a CVS, but we could within the scope of a VPS).
· Mixed 2D and 3D frame pictures (e.g. multiview, something not in version 1)

· Mixed 2D and 3D frame-compatible pictures (frame packing arrangement)

Remark: What about a "field pictures only" indication?

Should we have a VUI-like section in the VPS? Perhaps – and perhaps replicate the VUI in the VPS.

Remark: This can be specified later as an extension.

For further study.
JCTVC-K0119 AHG9: Indication of frame-packed or interlaced video [Y.-K. Wang (Qualcomm)]

This document proposes the following:

1) To signal the indication of whether a coded video sequence contains frame-packed pictures using one bit in the general_reserved_zero_16bits syntax element in the profile, tier and level syntax.

2) To signal the indication of whether a coded video sequence contains interlaced fields or fields extracted from progressive frames using another bit in the general_reserved_zero_16bits syntax element in the profile, tier and level syntax.

3) A simplification of the field SEI message syntax, by moving the progressive_source_flag from the SEI message to VUI, and by removing from the SEI message the field_pic_flag, which is always equal to the field_seq_flag in VUI.

For frame packing, proposes syntax to specify whether a CVS contains frame packing or not. Proposes syntax to specify whether a CVS is interlaced or not.

It was noted that this is essentially just metadata.

A "generally difficult video flag" was suggested.

It was remarked that the purpose of the general_reserved_zero_16bits is for normative constraint specifications rather than metadata, and that we only have 16 such bits to use.

	
general_profile_space
	u(2)

	
general_tier_flag
	u(1)

	
general_profile_idc
	u(5)

	
for( i = 0; i < 32; i++ )
	

	

general_profile_compatibility_flag[ i ]
	u(1)

	
general_reserved_zero_16bits
	u(16)

	
general_level_idc
	u(8)


In the VUI, we currently have field_seq_flag, which has a somewhat-overlapping purpose.

It was suggested to increase the length of general_reserved_zero_16bits from 16 bits to 48 bits.

It was remarked that we really can't control the input characteristics of the content – concepts like "frame packing" and "interlaced content" are not within the normative scope. For example, is possible for the system to pass such data through the system without using our SEI messages that provide these indications.
It seems clear that we would not adopt this as-is (using the available flags for metadata without increasing the number of bits available for such uses) – both because the number of bits available is small and because we would want to put metadata in VUI or SEI or some other such place rather than in this position.

It was noted that K0232 is relevant – which proposes VUI.

For further study – see notes in discussion of K0232.
JCTVC-K0240 Frame packing arrangement SEI for 4:4:4 content in 4:2:0 bitstreams [Y. Wu, S. Kanumuri, S. Sadhwani, L. Zhu, S. Sankuratri, G. J. Sullivan, B. A. Kumar (Microsoft)]

Initially reviewed by BoG (K0339). Further study and a follow-up contribution with more results and test sequences was recommended.
5.22.9.3 Region of interest (ROI) SEI message and related
JCTVC-K0116 2D compatible frame packing stereo 3D video [X. Yang, P. Yue, Y. Zhang (Huawei)]
Frame compatible stereo 3D video was supported by current draft with the frame packing arrangement SEI (FPA_SEI). In cases where video stream is displayed only on 2D display due to display set restriction or user preference, half of each decoded picture in the stream would be discarded before output. This is asserted to be a waste of decoder computing and buffering resources.

This contribution proposes the following:

· For the bitstream to be encoded in such a way that there is a region in the coded pictures which can be independently decoded;

· To signal to the decoder an independent decodable region and optionally the corresponding profile and level in this region;

· For the decoder for 2D display to extract the sub-bitstream of the region according to the signalling, then decodes the sub-bitstream.

The syntax is proposed as an independent decodable region SEI message, tile IDs, a cropping window, and profile/level information.
It was remarked that this resembles the motion-constrained slice group set SEI message, which is in AVC but not HEVC. It was remarked that there was a related proposal of tile groups previously.

The proposed scope is a complete coded video sequence (although this may not be written in the document). The proposed cropping window would fall inside of the SPS-specified cropping window.

It was remarked that the tile IDs could identified more efficiently by sending tile ID increments rather than complete tile IDs (i.e. delta coding).

It was remarked that the subset profile/level information would seem difficult to clearly specify, as we do not have a clear concept of how to define the subset of the bitstream to which the subset profile/level information would apply.

It was asked whether multiple SEI messages of the same type currently prohibited? This seems to be allowed.

It was suggested to provide a loop to specify multiple such groups of tiles, and to prohibit having more than one of these SEI messages per picture.

It was asked why this would need to be based on tiles. A set of slices, or even a set of CTUs, could alternatively be specified.

The proponent indicated that the set of tiles would be required to form a rectangle (although this may not be written in the document). Noting the rectangle constraint, it was suggested that an alternative way of expressing the region may be more appropriate – e.g. by identifying the rectangle directly.
It was noted that the existing FPA SEI message already has a similar functionality expressed by frame0_self_contained_flag and frame1_self_contained_flag.

For further study (pending decisions on related proposals).
JCTVC-K0128 AHG9: Signalling of regions of interest and gradual decoding refresh [Y.‑K. Wang (Qualcomm)]

This document proposes the following:

· Two enabling flags in the SPS, one for ROI and the other for GDR, for control of syntax elements in the proposed sub-picture level SEI message.

· A sequence-level SEI message, for signalling of the position and size of each ROI.

· A sub-picture level SEI message, for signalling of the association of NAL units to different regions for region-of-interest (ROI) coding and/or gradual decoding refresh (GDR) coding.

It was remarked that this has a similar spirit to the motion-constrained slice group set SEI message and proposal K0116.
It was asked why this is proposed to be in the SPS directly rather than in VUI. It was agreed that VUI would be sufficient.

This is proposed as a sub-picture prefix SEI message, only applying within an access unit.

Proponent asserts that proposal is well aligned with AVC design.
Question about need to mix independent sub-stream and gradual decoding refresh information in the same SEI message.
Statement of support for the gradual decoding refresh component of the proposal.
Question if the ROI/ISP should constrain regions to be independently decodeable.
Proponent states that K0128 does not address that application.
Suggestion to add additional flag to signal if region is independently decodeable (or not).
Question if this application should be addressed at a different level (for example, at the system level)

Further discussion was held during the meeting after presentation of other proposals in this area.
Additional discussion was held later on K0128 (GDR component only) to review text after expressing an initial leaning toward adopting the GDR aspect of the proposal (given our verbal understanding).
Modified text was then suggested during final review (in -v4 version of contribution), with a flag to indicate whether a slice belongs to the "foreground" or "background" GDR area associated with a recovery point SEI message.

The "foreground" / "background" terminology was questioned and considered undesirable. It was asserted that this is purely an editorial issue that could be easily removed.

Decision: Adopted (-v4, editorially modified to remove the problematic terminology).
For remaining part of proposal, further work was encouraged. (See further discussion in JCTVC-K0248.)
JCTVC-K0218 Tile-based region-of-interest signalling with sub-picture SEI messages [R. Skupin, V. George, T. Schierl (HHI)]

It is asserted that the partitioning of pictures into tiles in HEVC provides a new way to define regions of interest (ROIs) within coded pictures. This contribution proposes two SEI messages that allow assignment of priorities to tiles and provide the image dimensions of tiles in pixels. In combination, the two new SEI messages are asserted to provide a comprehensive ROI signalization to the system or transport layer. Application examples and benefits of the proposal are reported.

Similarities in syntax in K0218 and K0128.

Provides capability to have multiple priorities within a region of interest

Two SEI messages – second message “sub-picture tile dimensensions info SEI message”

Question if there is a restriction that allows the tile width/height in the SEI to differ from the tile dimensions signaled in PPS, etc. 

Response is that sending the information in number of samples (and not number of CTBs) may be useful for some applications

Suggestion that the proposal assumes a rectangular definition for region of interest and, perhaps, a more general definition should be considered (and studied further before moving forward).

Discussion that regions of interest and tile partitioning may not be related for all applications

Suggestion that “reserved_one_8bits” may not be needed due to general extension capability of SEI messages (action at this meeting)

Some concern expressed about need to transmit tile dimensions in SEI message, given tht it is also transmitted in other bit-stream locations (e.g. PPS)

Suggestion to include “roi_id” in sub-picture tile dimensions info SEI message

Suggestion that roi_priority may be sufficient for the envisioned applications

Suggestion that “sub-picture ROI info” message may be useful for expressing priority for gradual decoder refresh (GDR) – perhaps lable as NALU priority

Comment that it may be necessary to generalize the solution for the case of multiple tiles in a NALU.

Suggestion that some applications may need additional restrictions on the ROI areas, such as motion compensation restrictions.

Further work encouraged. (See further discussion in JCTVC-K0248.)
JCTVC-K0247 Region of interest (ROI) SEI message [G. Dedeoglu, M. Budagavi (TI)]

This contribution asserts that the region of interest (ROI) based video coding is used in practice to improve video quality in pre-determined regions of videos such as human faces, text, and graphical elements such as logos. It is observed by the proponent that a content analysis block that uses image analysis and understanding techniques such as face detection, text detection, foreground-background segmentation, etc. is typically used to determine ROIs and their relative priorities. This contribution asserts that ROI-based video coding runs into a fundamental problem in cloud computing and video infrastructure applications, where it is common to chain multiple encode-decode modules to prepare video content for delivery to end-users. In such cascaded video pipelines it is reported that there is no ready mechanism to preserve ROIs throughout the pipeline leading to video quality degradation in the ROIs. This contribution proposes a Supplemental enhancement information (SEI) message for transmitting ROI information. It is asserted that by using this SEI message, ROI information calculated in upstream modules can be propagated to downstream encoders to help preserve the ROI information and quality throughout the pipeline. The proposed ROI information signaled in SEI consists of number of ROIs, top left coordinate of ROIs in pixels, width of ROIs in pixels, priority of ROIs, type of ROIs, label/index of ROIs.

Main difference compared to other proposals is that ROI is not related to tile or slice structure

Suggestion that this characteristic (not related to tile or slice structure) may be preferable

Proponent described an application where ROI information is used to improve chained encode-decode-encodes

Proposal identifies rectangular regions in the frame and assigns a label, type and priorirty to these regions.

One participant expressed concern about using rectangular regions to identify ROI.  Additionally, one participant expressed concern about not having confidence assigned to each ROI.

Further work encouraged. (See further discussion in JCTVC-K0248.)
JCTVC-K0248 ROI tile sections [Y. Ye, Y. He, Y. He (InterDigital Communications), Michael Horowitz (eBrisk Video)]

The HEVC draft specification supports tiles in the Main profile, which can be used to provide high-level parallelization of encoding and decoding. It is asserted that tiles can also be used for region of interest coding. This contribution proposes to add syntax support to enable region of interest coding based on tiles.

Proposal constrains the range of motion compensated prediction and signal the constraint in the bit-stream.

Proposal accounts for de-blocking filter (4 sample wide band) and interpolation filter

Proposal include both a VUI and SEI solution.  Proponent prefers SEI solution.

Suggestion that “NOTE” for num_ROI_tile_sections should be a normative part of the semantics

Question about impact on coding efficiency due to not allowing zero MV along tile border

Question about impact on visual quality due to not allowing zero MV along tile border

Statement of support for the proposal

Suggestion that the proposed SEI is conveying information about independent decodeable regions

Suggestion that the restriction could only apply to the entire NALU

Further work encouraged with request to provide quantitative results. (See discussion below)

< General discussion of document in this section>

One participant suggested that any “region” should be interms of pixels

One participant suggested that any “region” could be in terms of tiles

One participant suggested to add “priority” to “region”

One participant suggested to add “id” to “region”

One participant suggested to add “flag” if “region” is independently decodeable regions.  An additional expert supported this information being preent.

Suggestion to support adaptation of the “region” over time (so should not be fixed per sequence)

One participant commented that this area (ROI) may need additional refinements.

One participant commented that K0247 may be a good approach going forward but needs refinement.

For ROI signaling – further study. Agreed.

< Discussion related proposals related to independent decodeable regions>

Statement of support for GDR aspect in K0128 and independent decodeable regions in K0248.

Statement that multiple applications may benefit from independentatly decodeable region signaling (more than just ROI)

Statement that multiple applications may benefit from independently decodeable regions signaling and non-independent decodeable signaling by using an additional flag.

Regarding K0248, concerns were expressed about visual quality and/or coding efficiency impact.  Further work was encouraged with request to provide quantitative results.

5.22.9.4 Other SEI messages
JCTVC-K0117 Parameter ID change information SEI for bitstream splicing [X. Yang, P. Yue, Y. Zhang (Huawei)]

Initially reviewed by BoG (K0339). No action.
JCTVC-K0127 AHG9: Signalling of bitstream and elementary stream properties [Y.‑K. Wang, A. K. Ramasubramonian (Qualcomm)]

This document proposes a bitstream properties SEI message and an elementary stream properties SEI message, for signalling of the consistency of various properties, such as profile, tier and level, spatial resolution, and so on, across all coded video sequences in a bitstream or an elementary stream.
It was remarked that this would cause difficulties for splicing / editing, as the splicer may not be aware of the presence of this SEI message.

Do we have any SEI messages that have a scope that extends beyond a single CVS? Perhaps buffering period.

Because of these concerns, it was suggested that this seems like something that should be part of systems-level functionality management, rather than being expressed within the elementary stream.

No action on that part of the proposal.

An element of the proposal is to provide an indicator of whether the NAL units starting at a particular RAP acccess unit contain the VPS, SPS and PPS information may be necessary for decoding the subsequent pictures in the bitstream. It was remarked that the mode of operation in which this indication is absent would still need to be supported in decoders, so it may not be particularly useful to provide this indication.
This aspect is for further study.
JCTVC-K0131 Deblocking filter display preference SEI message [A. Tourapis, A. Leontaris (Apple)]

This contribution proposes to extend the deblocking filter display preference SEI message with regard to the use of SAO in the HEVC specification. The current specification copies the syntax and behavior of the AVC SEI message. It is reported that the existing text may also be in error since it suggests that the display output can either be immediately prior or after the deblocking process without considering the SAO process. The contribution also discusses possibilities of how to enhance multi-reference prediction by making this process normative instead of optional.
It was remarked that we could clarify that in the semantics "deblocking" simply refers to both deblocking and SAO. Alternatively, we could simply delete that SEI message from the HEVC draft. Later, we could add it back if desired. Decision: Remove the specification of the DFDP SEI message.
Other aspects of the proposal are for further study.

JCTVC-K0141 AHG9: Low delay display hint SEI [K. Kazui, J. Koyama, S. Shimada, A. Nakagawa (Fujitsu)]

This contribution presents a proposed low delay display hint SEI message to assist a decoder in determining the possible earliest V-sync timing for output of decoded pictures in ultra-low delay operation. This contribution is a follow-up proposal of JCTVC-J0136 of the 10th JCT-VC meeting.
This message would not need to be included in version 1 of HEVC.

For further study.

JCTVC-K0142 AHG9: Modification of SEIs specified in AVC [K. Kazui, J. Koyama, S. Shimada, A. Nakagawa (Fujitsu)]
In this contribution it is proposed to modify the definitions of several SEI messages in HEVC draft specification text version 8, whose syntax and semantics are specified in the AVC specification, in order to adapt those SEIs to the HEVC specification.
Specifically:

· Pan-scan rectangle

· Progressive refinement segment start

· Deblocking filter display preference (see K0131)

· Frame packing arrangement

It was also suggested to include definitions of "field" and "frame" in the definitions (clause 3).

Decision (Ed.): It was agreed that the suggested clarification is needed, and the work was delegated to the editors.

JCTVC-K0205 TL0 index SEI message [J. Boyce, D. Hong, W. Jang (Vidyo)]

(This was initially reviewed in the AHG9 meeting.)

It is proposed to include a TL0_index SEI message in the HEVC base specification, for improved error resiliency when temporal scalability is used. The proposed SEI message is similar to that used in the tl0_dep_rep_index SEI message in SVC, with revised syntax and semantics in order to better align with the HEVC base specification design.

It was noted that this is related to K0166 and K0219.

It was remarked that in Daegu we actually expressed an intent to have the TL0_index SEI message in the HEVC design, based on D082 – but did not follow through on that thus far.

The proposed normative increment-by-one behaviour was discussed – in relation to both syntax elements of the proposed SEI message. It was suggested that some operations, such as removing a non-reference picture or splicing bitstreams, would violate this constraint, so the normative nature of the constraint was questioned. Suggestions included eliminating the normative constraint on rap_idx behaviour and making the tl0_idx increment in the same way that frame_num did in AVC (i.e. increment relative to the previous TL0 picture that was not a non-reference picture for its temporal layer and was not a leading picture).

It was remarked that the RPS also enables picture loss detection.

The HLS AHG suggested to discuss this contribution further after offline work to consider these issues.
Decision: Adopt the revised version (-v3) but correcting the incrementing behaviour to match the AVC frame_num behaviour, rather than not incrementing for a non-reference TL0 picture.

JCTVC-K0262 AHG9: NAL unit priority SEI message [E.-S. Ryu, Y. Ye, Y. He, Y. He (InterDigital Communications)]
It was asserted that streaming servers and media-aware routers need high-level syntax to indicate NALU priority without parsing video bitstream. The current HEVC draft does not indicate a packet priority within the same temporal layer (other than indicating reference/non-reference status). This contribution proposes a new SEI message that indicates the priority of following NAL units until the next NAL unit priority SEI message is present.
It was remarked that what is meant is really an "access unit" priority rather than a "NAL unit" priority.

A 4-bit priority indication (without precise specification of what each value means) was suggested.

It was remarked that having such an indication at the systems level may be more valuable than expressing it within the bitstream.

It was remarked that this is similar in concept to the prior nal_ref_idc of AVC, which was not generally used. The nal_ref_idc approach was a more "expensive" way to do it, while an SEI message is less of an issue.
This message would not need to be included in version 1 of HEVC.

For further study.
5.22.10 Parameter sets in 3D and SVC extensions
Recap of the two VPS design approaches in JCTVC-J1007

Approach 1: The mapping of each value of the 6-bit layer_id (i.e. the nuh_reserved_zero_6bits in the HEVC base specification) in the NAL unit header to specific scalability dimension IDs (e.g. view_order_index, depth_flag, dependency_id and quality_id) is signalled in a look-up table in the video parameter set.

Approach 2: The 6-bit layer_id (i.e. the reserved_zero_6bits in the HEVC base specification) in the NAL unit header is partitioned into specific scalability dimension IDs (e.g. view_order_index, depth_flag, dependency_id and quality_id) and the partitioning method is signalled in the video parameter set.

Summary of proposals for parameter set designs in HEVC extensions

VPS approach 1 proposals

	
	Move dim. type out of the main loop
	Add dim. ID length outside the main loop
	Profile, tier, level info for ext. OPs in VPS
	Profile info in SPS with LId > 0
	Tier and level info in SPS with LId > 0
	Additional technical proposals

	K0169
	Yes
	Yes
	n/a
	n/a
	n/a
	n/a

	K0204
	Yes
	No
	Yes
	No
	Yes
	OP signalling. based on flags

	K0223
	Yes
	No
	n/a
	n/a
	n/a
	Scalability mask to signal dimension types

	K0228
	Yes
	Yes
	n/a
	n/a
	n/a
	Enhanced dependency signalling; Priority signalling; ROI signalling. 

	K0233
	Yes
	n/a
	n/a
	n/a
	n/a
	Prefer to use approach 1 in the final design; Change approach 1 to be something like approach 2; Adding 2 more scalability dimensions: coding type and sub-scalability type

	K0274
	Yes
	Yes
	Yes
	n/a
	n/a
	Signalling of NUH layer_id for each layer entry.

	K0276
	Yes
	Yes
	Yes
	Yes
	Yes
	Basic restrictions; PS activation; More efficient signalling of dim. ID in the main loop; Temporal scalability related parameters not included in SPS with layer_id>0.


VPS approach 2 proposals

	
	Use dim. type instead of scalability type
	Additional technical proposals

	K0223
	Yes 
	A scalability map to signal dim. types

	K0228
	Yes
	Enhanced dependency signalling

	K0283
	Yes (syntax very similar to the approach 1 syntax in K0169)
	


VPS non-approach-specific proposals

	
	Multi-standard support
	Multi-standard signalling in VPS
	Additional technical proposals

	K0206
	Use a NAL unit type to indicate AVC base; Use HEVC NAL unit to encapsulate AVC NAL units.
	One flag to indicate that the base layer is AVC
	A flag indicating scalability info provided by external means instead of in vps_extension( )


SPS/VUI extension design proposals

	
	Proposal summary

	K0234
	Add hevc_extension_flag and vui_parameters_ext_layer( ) before HRD parameters in VUI; Two VUI extensions based on approaches 1 and 2, respectively, in I1007.

	K0277
	Inter-SPS prediction


Pros and cons of the two approaches

Approach 1:

Pros: 
More flexible in terms of the 26 value space of nuh_reserved_zero_6bits can be assigned to different combinations of different scalability dimensions.

It enables bitstream extraction/adaptation based on nuh_reserved_zero_6bits (layer ID) only by parsing only the NAL unit header.

It enables bitstream extraction/adaptation based on specific scalability dimension IDs by parsing only the NAL unit header provided the context information (the look-up table for mapping of the nuh_reserved_zero_6bits (layer ID) to specific scalability dimensions) is available.

Approach 2:

Pros: 
It enables bitstream extraction/adaptation based on specific scalability dimension IDs by parsing only the NAL unit header provided the context information (the configuration of how to partition the nuh_reserved_zero_6bits (layer ID)) is available.

Note: Items marked as "Decision (non-v1)" do not affect the v1 spec.

Decision (non-v1): Remove approach 2. 

Decision (non-v1): To have an output document to document agreed changes to the vps_extension( ) syntax structure and other parameter set design adoptions for HEVC extensions to be made at this meeting.

K0223-v3: On using of a 16-bit scalability_mask to replace the number of scalability dimensions and the loop of the dimension types.

Comment: There is a proposal on this aspect in K0169, K0233, K0274, K0276.
This was discussed further and modified somewhat. Decision (non-v1): Adopt scalability mask signalling in K0223-v4.
Decision (non-v1): Move signalling of dimension type out of the main loop in the vps_extension( ) syntax structure.

Decision (non-v1): Add dimension ID length outside the main loop in the vps_extension( ) syntax structure for each scalability dimension type for more efficient signalling of dimension IDs in the loop.

Decisio (non-v1)n: Add a flag outside the main loop in the vps_extension( ) syntax structure. If that flag is equal to 1, signal NUH layer ID for each entry in the loop. Otherwise, the NUH layer ID is inferred to be equal to the entry index of the loop.

Decision (non-v1): Signal profile, tier, level info, in the vps_extension( ) syntax structure, for operation points for which the corresponding (sub-)bitstreams include values of nuh_reserved_zero_6bits (layer ID) greater than 0.

Decision (non-v1): No profile info in SPSs that have nuh_reserved_zero_6bits (layer ID) greater than 0.

Decision (non-v1): Do not allow signal tier and level info in SPSs that have nuh_reserved_zero_6bits (layer ID) greater than 0. Further study is encouraged whether to retain this constraint.

Comment: Is the level layer specific and operation point specific? In the VPS, it is OP specific, and in the SPS, it is layer specific.

Comment: Level definition and level restrictions apply to decoding a bitstream, and they rely heavily on HRD operations. Thus, layer specific level definition is not possible in such a context.

Suggestion: It could be useful to define and signal some layer specific properties, though. For this aspect,  further study is encouraged.

See notes for K0206.
Regarding K0277 inter-SPS prediction (considering out-of-band transmittal possibility): it was remarked that K0276 is related. It was also remarked that other possibilities exist – such as putting common information into the VPS rather than SPS.
Regarding K0234 extension mechanism: No action.

K0228 would also affect v1. The proposed indicator is basically a metadata flag, not necessary for the decoding process – this could be deferred as potential future work (beyond v1).

For the right-most column in the larger table above, it was noted that the K0204 aspect (OP signalling. based on flags) would affect v1 VPS syntax. This is related to K0125. Modified syntax (avoiding ue(v) coding and having fewer syntax elements) was developed. (There was some difficulty registering the new document.) Decision: Adopted (to be uploaded in revision of K0204).
Other aspects in this area (esp. items in right-most column in the larger table above) deferred for further study.
JCTVC-K0169 AHG 9: On layer ID partition in VPS [Hendry, B. Jeon (LG)]

JCTVC-K0204 VPS syntax for scalable and 3D extensions [J. Boyce (Vidyo)]

JCTVC-K0206 VPS support for out-of-band signaling and hybrid codec scalability [J. Boyce, D. Hong, W. Jang, S. Wenger (Vidyo), A. Luthra (Motorola)]

Two approaches were proposed for carrying NAL units of non-HEVC base layer: K0206 encapsulation and K0121 using a bit in the NAL unit header to identify AVC NAL units. Only the K0206 approach would support a non-AVC non-HEVC base layer. Decision (non-v1): It was agreed that the K0206 approach seems better. Note that this does not actually affect the v1 HEVC specification.

Also proposed in K0206 is a "vps_external_means_flag" would indicate that some variables are set by external means. It was commented that we generally have not had "in band" indications of whether external means is applied. It was asked whether v1 really needs this flag, and it seems that it does not. The flag can just be a reserved bit for v1. The flag is only potentially useful if some of the VPS is "in band" and some of it is "out of band". This aspect is for further study.

Also proposed in K0206 is a handling of temporal scalability for an AVC base layer and the possibility of the base layer being an SVC base layer – and using the temporal ID of the SVC within the enhanced HEVC bitstream. Decision (non-v1): Agreed.

It was suggested to only allow the base layer (at least for non-multiview purposes) to be a non-HEVC layer, for reasons of simplicity of specification effort. Decision (non-v1): Agreed (in the absence of higher-level requirements guidance).
JCTVC-K0223 On Video Parameter Set [S. Deshpande (Sharp)]

In future extensions of HEVC, the nuh_reserved_zero_6bits in the NAL unit header are anticipated to be used as a layer ID with VPS signalling information that identifies the meaning of those bits. In the previous meeting various proposals for signalling information about these bits were proposed and were categorized into so-called "Approach 1" and "Approach 2" categories. This document proposes a method for signalling scalability information in the VPS about the reserved_zero_6bits in the NAL unit header.  Syntax and semantics are proposed which are applicable to both Approach 1 and Approach 2 categories. It is asserted that the proposed approach overcomes drawbacks of the existing approaches and enhances the merits of them.

An additional separate aspect of this document proposes signalling a different syntax element in place of nuh_temporal_id_plus1 syntax element for VPS NAL unit type. (A revision of this document adds a variant syntax structure (variant A2) for one of the proposals in the original document.)

This scheme is similar in spirit to other proposals defining NUT-dependent parsing of the temporal ID (e.g. K0219). See notes relating to K0219. No action taken on the second aspect.
JCTVC-K0228 Proposal to Video Parameter Set and its Extension [T. C. Thang (Univ. of Aizu), J. W. Kang, H. Lee, J. Lee, J. S. Choi (ETRI)]

JCTVC-K0233 VPS Extension [M. Haque, K. Sato, A. Tabatabai (Sony)]
JCTVC-K0274 VPS extension design [M. M. Hannuksela (Nokia)]

JCTVC-K0276 Parameter set design for HEVC extensions [T. Rusert (Ericsson)]

JCTVC-K0277 Inter-layer SPS prediction for HEVC extensions [T. Rusert (Ericsson)]

JCTVC-K0283 Video parameter set extension design [R. Skupin, V. George, T. Schierl (HHI)]

5.23 Quantization

JCTVC-K0112 Worst-case DQP fix [G. Van der Auwera (Qualcomm), R. Joshi (Qualcomm), M. Karczewicz (Qualcomm), P. Kapsenberg (Intel)]
This contribution claims that the adopted proposal JCTVC-I0219 – while being an important solution to enable CU-level processing – does not alleviate the worst case that would only be caused by a specially designed “evil” bitstream. Two solutions are proposed. The first solution stores QP per 8x8 region, while the second solution signals QP delta at the beginning of the coding unit depending on the no_residual_syntax_flag for both inter- and intra-coded CUs.

First solution: Low impact on coding efficiency

Second solution: about 0.2–0.3% loss

Two experts mention that with LCU based pipelining, there is no issue.

No support by other experts – no action.
JCTVC-K0145 Consistent chroma QP derivation in deblocking and inverse transform [W. Wan, T. Hellman (Broadcom)]
This contribution recommends changing the chroma QP derivation process in the deblocking process to make it consistent with the QP derivation process used in the inverse quantization process.  Specifically, it proposes to include the chroma QP offsets and QpBdOffset in the chroma block edge filtering process.  The contribution also proposes to remove slice-level chroma QP offsets, as it claims that these add a storage burden to single-pass deblocking implementations.

Third solution: convert to chroma QP first (as in inverse transform) and then average (requires additional storage).

Related: K0220, some similarity with solution 2. (but K0220 does not remove the slice-level offset but just ignores it in deblocking)

Q: Is there a problem at all? Likely in case of large QP offsets

Removal of slice-level QP offsets would be undesirable e.g. in case of rate control or picture mosaics compiled from multiple tiles.

No action (considering simlarity with JCTVC-K0220 which may achieve this in a more desirable way).
JCTVC-K0161 Syntax issues and quantization groups [C. Fogg (Ambarella), P. Pandit (Harmonic)]
Delta Qp (cu_qp_delta_abs, cu_ap_delta_sign) is signalled in the transform_unit( ) but applies to the “quantization group” of CU’s due to (1) the depth restriction signalled by diff_cu_qp_delta_depth (2) split_cu_flag and split_transform_flag being the first respective syntax elements in coding_quadtree and transform_tree (3) and delta Qp only having meaning when there are coded coefficients present. This however creates the possibility of misunderstanding to implementers that deltaQp applies only to that TU and possibly TU’s that follow rather than the entire CU tree at depth diff_cu_qp_delta_depth (Log2MinCuQpDeltaSize)  as intended by the specification.  To avoid this high potential for conformance mismatch, this proposal suggests that all CU’s, regardless of CU tree depth, signal Delta Qp when cu_qp_delta_enabled_flag = 1 and encoders optimize RD to signal Delta Qp = 0 when too costly at some arbitrary depth with each coding_tree( ). 

No concrete results

Opinion of experts: Nothing is really broken, but some aspects in the context of QP coding could might been done more cleanly.

No action.
JCTVC-K0188 On the derivation of Chroma QPs [E. François, P. Onno, C. Gisquet, G. Laroche (Canon)]

This contribution proposes a slight modification of the chroma QP derivation in order to simplify the design and to give more flexibility for controlling the chroma QP. 

In a first proposal, it is suggested to replace the table used in the derivation of chroma QP values from luma QP by a generic equation which reproduces very closely the table values. This change enables to remove one table from the specification. Results on common test conditions reportedly show a small gain in chroma, with a slight loss in luma. 

In a second proposal, it is suggested to make this equation more generic by introducing two new control parameters that enable to accurately control the link between luma and chroma QPs. It is reported that these parameters are not redundant with the existing parameters cb/cr_qp_offset and have a different impact on the luma-chroma QP relation. The finer chroma QP control gives more flexibility, in particular for local QP adaptation which is required for fine quality control applications. Results on common test conditions are presented to show the impact of these new control parameters.

Proposal 1 would allow replacing the mapping table by logic (which is already possible with current table, but only piece-wise)

Proposal 2 is a larger change, function with starting point and slope of the high-QP range

Not clear what benefit of proposal 2 would be (not visible by PSNR, as the gain in chroma comes with a loss in luma). Further, if an implementer wants to do it, it could already be done with quant matrices.

Proposal 1: The benefit is minor, no need to change.

No action.
JCTVC-K0278 Cross-check of K0188 [P. Bordes, P. Salmon, P. Andrivon (Technicolor)] [late]

JCTVC-K0336 Cross-check report of JCTVC-K0188 [J. Xu, S. Kanumuri (Microsoft)] [late]

JCTVC-K0315 On default scaling list values [M. Naccari, M. Mrak, A. Gabriellini] [late]

Default scaling lists, also denoted as default quantisation matrices, are integral part of the latest version of HEVC draft specification. The usage of these scaling lists in the HEVC codec may improve the perceived video quality by exploiting some properties of the human visual system. This contribution describes an experiment which evaluates the impact of the default quantisation matrices in HM-8.0 codec. Informal visual tests have been carried out and PSNR and bit rate computed. The obtained results show that the overall impact on the quality of reconstructed videos seems to be minimal and therefore the benefits of having the default scaling lists remain unclear.

The contribution shows that the benefit of current default matrices in terms of visual quality is minorr

The solution suggested (defining flat matrix as default) would be redundant with the scaling list present flag in SPS.
Default matrix can be enabled at picture level may be useful in terms of rapid rate rate control.
No consensus – no action on replacing default matrix by flat matrix, stability of design.
5.24 Entropy coding
5.25 Transform coefficient coding
JCTVC-K0132 Unified coefficient scan for 8x8 TU [C.-W. Hsu, T.-D. Chuang, Y.-W. Huang, S. Lei (MediaTek)]

In HM-8.0, three scan patterns including diagonal, horizontal, and vertical are used for 8x8 transform units (TUs) when mode dependent coefficient scan (MDCS) is applied. The scan patterns can be divided into scanning across coefficient groups (CGs) and scanning within CGs. In this contribution, the scanning order across CGs of horizontal scan is unified to be the same as those of vertical and diagonal scans. Simulation results reportedly show no significant differences in BD-rates and run times in comparison with HM-8.0.
Not seen as a big deal – no change at this late stage

Another advantage of the current design is that the horizontal and vertical cases are exact transposes of each other (when the whole 8x8 block is considered)

No action.
JCTVC-K0252 Cross check of MediaTek’s proposal JCTVC-K0132 [J. Kim, C. Kim (LGE)] [late]

JCTVC-K0270 Unification of context modeling methods for large transform units for coding significant coefficient flags [S.-T. Hsiang (MediaTek)]
In the 10th JCT-VC meeting in Stockholm, it was adopted to employ the same set of the context templates used by the 16x16 and 32x32 transform blocks (TBs) for entropy coding significant coefficient flags in the 8x8 TBs. This contribution proposes the modified context modeling methods for the 8x8 TBs in order to further unify the context modeling schemes for the 8x8, 16x16 and 32x32 TBs. The proposed modifications remove the need to reference the scan order index for context selection and further reduce the number of the modeling contexts for the 8x8 TBs. Simulation results reportedly show that the proposed method with context reduction by 6 increases overall average Y BD rate by 0.03%, 0.02%, 0.02%, 0.03%, 0.00%, and -0.02% for AI Main, RA Main, LB Main, AI HE10, RA HE10, and LB HE10, respectively, under the common test conditions.

Method 1: Same set of contexts shared by the 8x8 Luma TBs in diagonal and non-diagonal scans, reduce number of contexts by 6

Method 2: Same set of contexts shared by Luma 8x8/16x16/32x32 high-freq. sub-set, Same set of contexts shared by Chroma 8x8 TBs and 16x16/32x32 TBs, reduce number of contexts by 12

Benefit not large – stability of design has higher priority

No action.

Note: Current number of HEVC contexts is approx. half relative to AVC.

JCTVC-K0323 Cross-check of context modeling unification for large transforms significance coefficient flags (JCTVC-K0270) [J. Sole (Qualcomm)] [late]

JCTVC-K0271 Withdrawn
5.26 Intra prediction and intra mode coding

JCTVC-K0139 Contouring artefact and solution [T. K. Tan, Y. Suzuki (NTT Docomo)]

Reviewed after subjective viewing (BoG K0359)

This contribution reports the problem of visible contouring artefacts found in some sequences under the common test conditions. This contribution further suggests that the problem is due to the propagation of blocking artefact from the reference samples during the process of creating the intra predicted sample array predSamples in the 32x32 blocks. The contribution proposes a change to avoid this artefact by replacing the intra smoothing filter with a bi-linear interpolation of the reference samples in the 32x32 intra prediction when the conditions for contouring artefact is detected. This modification is reported to reduce the contouring artefacts without causing any other subjective artefacts and reportedly has no significant impact in the average BD rate or simulation time for all the common conditions settings.

Effect appears in flat areas with some motion e.g. shadow, present down to QP 27.

Consequences: Requires checking another condition: if 32x32 block, difference of edge pixels below threshold? Then invoke a bilinear interpolation between boundary samples instead 121 filter
Q: Could this be solved by a more intelligent coder that prevents usage of directional modes in flat areas and use planar mode or DC mode instead. A cross-checker tried something like this but this produced other artifacts.

Q: One expert asks whether that the problem could eventually be solved by encoder-only solution inserting few DCT coefficients?

One expert mentions that the threshold should be dependent on bit depth. However, the problem has so far been shown to exist for 8 bit video, and we are currently defining an 8 bit profile. 

Decision: Adopt K0139, with enabling flag at SPS (enabled for CTC).
Some experts pointed out that it might be worthwhile to be applied to 16x16 in cases where max TU size is 16. This suggestion is for further study.
JCTVC-K0178 Crosscheck of JCTVC-K0139: Contouring artefact and solution [K Sato (Sony)] [late]

JCTVC-K0215 Cross-check of JCTVC-K0139 on Contouring Artefact and Solution W. Wan, P. Chen (Broadcom)]
JCTVC-K0310 Cross-check of JCTVC-K0139 (Contouring artefact and solution) [M. Budagavi (TI)] [late]

JCTVC-K0359 BoG report on contouring artefact [A. Tabatabai]

The BoG reviewed contribution JCTVC-K0139 and observed the HM8.0 encoded sequences and visual artifact was observed and verified in Class E sequences for random access (RA) as well as low delay (LD).

The JCTVC-K0139 was cross-checked by 3 other companies (JCTVC-K0178, JCTVC-K0215 and JCTVC-K0310). The objective results under common conditions were confirmed to have insignificant change when JCTVC-K0139 was applied.

From Track B presentation and discussions:

The BoG

· Investigated and verified that the problem exists (class E sequences)

· Tested solution offered (JCTVC-K0139) blind test with 35 viewers

Results indicate clear evidence that the contouring problem exists, and K0139 provides an appropriate solution.

Another suggestion was made in the BoG to apply to the blocksize Max( MAX_TU_SIZE, 16 ). This suggestion is for further study.

Further, the BoG suggested to make it switchable at SPS (see further disposition under JCTVC-K0139).
JCTVC-K0372 Encoder solutions for low bit rate contouring artefacts [J. Lainema, K. Ugur (Nokia)] [late]

This contribution presents a modification to HM 8.0 encoder that is reported to reduce contouring effects present at the very low bit rates. The encoder algorithm discussed in this contribution classifies the intra slice LCUs into two categories – “flat” and “texture”. The texture LCUs are coded utilizing the selected slice QP, while the QP for the flat LCUs is clipped to have a maximum value of 27 in order to improve reconstruction on those areas. It is claimed that the low bit rate contouring artefacts are reduced to a similar level as what was achieved by normative modifications proposed in JCTVC-K0139. Objective coding results of the encoder-only modifications are reported to be +0.1% and +0.0% for AI Main and AI HE10 configurations, respectively.

(This trick does not seem to be necessary if K0139 is used.)

It was remarked that the normative change seemed to provide somewhat better visual quality, and that there are some objective losses when applying the K0372 technique (in category E, where the contouring is most evident). There is actually some objective gain from the normative approach.
It was remarked that combining the two approaches provides additional visual improvement.
It was remarked that it is desirable to not need to depend on special adaptive-QP encoding tricks to produce appropriate behaviour. Encoder complexity minimization is also desirable. Having good fixed-QP behaviour is important.
Another participant remarked that non-normative contour-avoidance tricks are used in practice.

It was remarked that some solution, whether normative or non-normative, should be part of the CTC.

Suggested tests (ranked high to low priority):

· Normative vs. non-normative approach, MaxTU = 32×32

· Combined vs. non-normative approach, MaxTU = 32×32

· Normative approach vs. existing behaviour, MaxTU = 16×16

· Normative vs. non-normative approach, MaxTU = 16×16

· Combined vs. non-normative approach, MaxTU = 16×16

At this point in the process (Wed p.m.), it seems that the conservative thing to do is to stay with the decision made earlier in the meeting, i.e. the adopted normative modification. Other possibilities are for further study.
JCTVC-K0155 Intra angular prediction blending [S. Matsuo, S. Takamura, H. Fujii, A. Shimizu (NTT)]

Authors unable to attend; presentation by a cross-checker was suggested.
This document introduces an intra angular prediction method using the reference pixels that is closer to the predicted pixels than the original reference pixels. In the proposed method, the predicted signals of the angular prediction mode are generated by blending the predicted signals of the selected angular prediction mode and that of the other mode which has the opposite prediction direction. The overall average coding gains against the HM8.0 anchor were reported as 0.1%, 0.1%, 0.1% (Y, Cb, Cr in Main profile), 0.2%, 0.2% and 0.2% (Y, Cb, Cr in HE10). The maximum coding gains were 0.4%, 0.5% and 0.5% (Y, Cb and Cr) for the sequence “Traffic” in the Main profile configuration. The average run-times of encoding and decoding were 102.5% and 100.4%, respectively. Some deterioration of the Class F sequences was observed. When the proposal was turned off for 4x4, the average coding efficiency was improved by 0.03% and the deterioration of the Class F sequences was reportedly alleviated. The encoding and decoding time were also faster by 1.6% and 0.1%, respectively.
Explained by cross-checker:

· Usage of two prediction reference (from left and above) with weighted superposition

· Would imply additional multiplications 

· Overall gain 0.1 ... 0.2% (max 0.4% in some cases)

· Contribution for information

No action.
JCTVC-K0290 Cross-check of intra angular prediction blending (JCTVC-K0155) [K. Kawamura, T. Yoshino, S. Naito (KDDI)] [late]

5.27 Transforms

5.28 Memory bandwidth reduction
JCTVC-K0101 Line Buffer Cleanup [P. Kapsenberg (Intel), W. Zhang (Intel)]

This contribution claims that the line buffer reduction technique adopted previously no longer has any benefit due to the removal of biprediction on 8x4 and 4x8 sized blocks. It is suggested that the relevant code and text is removed from the standard, which has the additional benefit of harmonizing the column buffer needed for in-loop filtering. This contribution includes a suggested HM-8.0 patch.
The following concerns were raised:

· Could this be inconsistent with AMP cases of 4x16 and 16x4 which could be bi-directional?

· The suggested approach might increase cache memory in software implementation (where no dedicated logic is used)

Except for that, it is noted that the unification of horizontal and vertical boundaries is desirable.
After some discussion, it is asserted that the problems mentioned above are likely not severe, as they would otherwise also exist for vertical boundaries

Decision: Adopt.
JCTVC-K0104 Cross-verification of JCTVC-K0101 on line buffer cleanup [M. Zhou (TI)]

JCTVC-K0144 Reduce worst-case memory bandwidth for SCU size larger than 8x8 [C. Rosewarne (CiSRA), M. Maeda (Canon)]

It is asserted that memory bandwidth for inter-prediction is a significant issue facing video decoder implementations.  The adoption of prohibiting 4x4 inter PUs and restricting 4x8 and 8x4 PUs to uni-directional inter-prediction, applicable when the CU size is equal to the SCU size of 8x8, have to some extent alleviated this situation. This contribution proposes to apply these restrictions for any SCU size. It is asserted that larger SCU sizes may be desirable for larger frame sizes and that the proposed restrictions will assist these cases.  Simulation results show luma 1.0% losses in RA_Main (0.6% in class A), 1.0% losses in RA_HE10 (0.6% in class A), 1.2% in LB_Main, 1.2% in LB_HE10 for PART_NxN removal from inter-prediction. Encoder run-times are reduced to 88–90%.
Might be mainly helpful for extreme large resolutions

Would only help when an encoder selects SCU 16x16, but does not reduce worst case memory bandwidth in general

Transcoding from AVC might become more difficult.

No action.
JCTVC-K0337 Cross-check of reduction of worst-case memory bandwidth for SCU size larger than 8x8 (JCTVC-K0144) [J. Sole (Qualcomm)] [late]

5.29 Alternative coding modes

5.29.1 I_PCM

JCTVC-K0258 I_PCM Signalling [M. Coban, M. Karczewicz (Qualcomm)]

Burst I_PCM method provides sending of I_PCM sample data of successive I_PCM at a coding quadtree level. An alternative I_PCM signalling that eliminates sending of number of subsequent I_PCM blocks ahead of PCM samples is proposed.

The suggestion is to send PCM blocks until the end of the CU once the IPCM mode is invoked. This gives up flexibility in not allowing arbitrary placing of IPCM blocks in the CTB. An example where such flexibility is needed is transcoding from AVC.
In the context of the presentation, it is mentioned that the main purposes of IPCM are weird content and over-run of CABAC. The question is raised whether it is then useful at all to make IPCM dependent provisions in de-blocking and SAO?

It is mentioned in the discussion that the current way of signaling IPCM is too complicated and has problems (as reflected by the tickets). Several experts suggest that signaling IPCM flag at CU level and omitting the num_subsequent_pcm would be simpler. This would mean going back to the version before the num_subsequent_ipcm syntax was introduced. 

Decision: Simplify I_PCM signalling by removing the num_subsequent_pcm syntax element. (B. Bross to provide text, W. Wan will provide software).

This also resolves ticket 763 in the project bug-tracking system.
JCTVC-K0300 Crosscheck of I_PCM signalling in JCTVC-K0258 [C.-W. Hsu, Y.-W. Huang (MediaTek)] [late] 
JCTVC-K0213 AHG9: On Tickets 637, 763, and, 777 [K. Chono (NEC)]

This contribution reviews unclosed tickets 637, 763, and 777 related to I_PCM. Tickets 637 and 763 are editorial issues. Ticket 777 addresses the potential use of wrong combinations of pcm_enable_flag, log2_min_coding_block_size_minus3, and log2_min_pcm_coding_block_size_minus3 values. The issue is an encoder-side issue but can be solved by restricting the minimum CU size less than 64 when pcm_enable_flag is equal to 1. It is recommended that the issues are resolved during the 11th JCTVC meeting.

Solution to ticket 637: Agreed. It may be sufficient to re-initialize the coding engine after the last PCM syntax element (not after every one). This is to be resolved in the editorial improvements of section 9.3.

Solution to ticket 777: Rather than making the suggested normative restriction, a note should be added to the semantics of pcm_enable_flag that its usage not meaningful when min coding block size is 64.

Ticket 763 was resolved by the decision recorded above in discussion of K0258. 

JCTVC-K0351 On num_subsequent_pcm specification [K. Chono, H. Aoki (NEC), W. Wan (Broadcom)] [late]

This contribution addresses a bitstream conformance issue of the current num_subsequent_pcm specification and suggests a solution avoiding misinterpretation of the concept. This contribution also highlights the potential misuse of num_subsequent_pcm in practice since there is no built-in mechanism preventing an encoder from sending an invalid value in that syntax. 

It is recommended that JCT-VC review the suggested the solution and discuss the bitstream conformance issue.

No action.
5.29.2 Transform skipping

JCTVC-K0203 AHG9: A bug fix for scaling list signalling in SPS when transform skipping is enabled [A. Osamoto, M. Zhou(TI)]

In the current HM8.0 design, flat 4x4 default quantization matrices can be used for quantization of 4x4 TUs when transform skipping is used. However, when scaling_list_data( ) is called from SPS the default 4x4 quantization matrices are undefined because transform_skip_enabled_flag transmitted in PPS is unknown in SPS. In this case, when the quantization matrices (scaling_list_data( )) are not carried in PPS (i.e. matrices from SPS are used) but transform skipping is enabled, the spec is broken because a decoder will inherit undefined 4x4 default quantization matrices from SPS for inverse quantization of 4x4 TUs. To fix the problem, it is proposed to insert an additional flag (sps_flat_scaling_list_enabled_flag) in SPS to enable signaling flat 4x4 default matrices in SPS.

An alternative solution to the problem is suggested to define a flat scaling matrix as the default.

Decision: Define 4x4 default scaling matrix as flat.
JCTVC-K0237 Rotation of Residual block for Transform Skipping in HM8 [D. He, J. Wang, G. Martin-Cocher (RIM)] 

This proposal reports the performance of the technique described in JCTVC-J0093 in HM8.0, which rotates residual blocks by 180 degrees when transform is skipped. In common test conditions, the average BD-rates resulting from this change against HM8.0 anchor are (−0.2%, −0.1%, 0.0%, −0.2%, −0.1%, −0.1%) for (AI-Main, RA-Main, LD-Main, AI-HE10, RA-HE10, LD-HE10). For Class F sequences, the average BD-rates are (−1.4%, −1.0%, −0.5%, −1.4%, −0.9%, −0.6%). 

Result of −1.9% overall is reported in lossless coding as additional result.

Subjective benefit? Not known.

The contribution was already presented last meeting where it was not adopted.

The main purpose is coding efficiency which is small in common test conditions, but also for class F it is significantly lower than e.g. the gain that was achieved by transform skip.

According to the principle of not doing more than bug-fix changes and not introduce additional processing stages the proposal is not adopted.
JCTVC-K0280 Cross-check report of JCTVC-K0237 [J. Xu (Microsoft)] [late]
JCTVC-K0245 Fix for residual coding of transform skipped blocks [K. Andersson, J. Ström (Ericsson)]
This contribution presents proposed changes in the residual coding of transform-skipped blocks to combat the different nature of the transform skip residual compared to transform coefficients: The addressing of the context for the coding of the significance flags is adjusted, the start-up context model for non-zero coefficient greater than 1 flags is adjusted and the coding of the reference position for the last coefficient position is adjusted. The contribution claims that the average gains for common conditions (excluding class F) is 0.0%, and that the average BDR gain for class F is 0.8%. By also turning on RDOQ for transform skipped blocks, the contribution claims that the gains become 0.1% (excluding class F) and 1.5% for class F.

The contribution also presents an alternative, namely to reverse the scan directions for coding of transform skip blocks. This is same as is done in JCTVC-K0237. Results are reported both for the case when RDOQ is turned off for transform skipped blocks and when it is turned on. For RDOQ turned off, the contribution reports that the gains for common conditions (excluding class F) is 0.1% and that the average BDR gain for class F is 1.0%. If RDOQ is turned on, the gains are reported to be 0.2% for common conditions (excluding class F), and 1.7% for class F. 

The contribution also presents a combination of the alternatives, namely to reverse the scan directions for transform-skipped blocks and adjust the start-up context model for non-zero coefficient greater than 1 flags coding. With RDOQ turned off for transform skipped blocks, results are reported to be 0.1% for the common conditions (excluding class F) and that the average BDR gain for class F (only) is 1.3%. With RDOQ turned on for transform skipped blocks, results are reported to be 0.2% for the common conditions (excluding class F) and that the average BDR gain for class F is 2.0%.

The contribution also presents a combination of the alternatives with adjustment for lossless coding, namely to reverse the scan directions for lossless coded blocks (same as in JCTVC-J0237) and the coding of the reference position for the last coefficient position is adjusted. Results are reported for the common conditions (excluding class F) to be 0.9% and that the average BDR gain for class F is 1.1%. Corresponding gains in JCTVC-K0237 are 0.6% (excluding class F) and 1.0% for class F. 

The contribution also presents an encoder-only modification to turn on RDOQ for transform skip. The gains are reported to be 0.1% compared to common conditions (excluding class F) and the average BDR gain for class F is reported to be 0.6%.

Decision (SW): Enable RDOQ on in TS.
JCTVC-K0350 Cross-check results of the entropy coding for blocks coded in the transform skip mode of Ericsson (JCTVC-K0245) [M. Narroschke, S. Esenlik (Panasonic] [late]

JCTVC-K0356 Crosscheck of alternative 3 in JCTVC-K0245 [J. An, S. Lei (MediaTek)] [late]

JCTVC-K0259 Scaling list selection for transform skip mode [J. Lou, Y. Yu, L. Wang (Motorola Mobility)]
Resolved through decision that was made in the context of JCTVC-K0203.
JCTVC-K0292 AHG9: Scaling list for transform skip [T. Suzuki (Sony)] [late]

Resolved through decision that was made in the context of JCTVC-K0203.
JCTVC-K0294 Mirroring of Coefficients for Transform Skipping [R. Weerakkody, M. Mrak, A. Gabriellini (BBC)] [late]
This proposal describes a modification to the ordering of coefficients within a residual block in the presence of transform skipping. Depending on the scanning order for the given block, the coefficients are rearranged relative to their original spatial positions. The rearrangement is achieved by mirroring the coefficients across one of the block diagonals. When the diagonal scan is used, mirroring across the antidiagonal is used, otherwise mirroring across the main diagonal (transpose) is used. In this way the distribution of significant coefficients is closer to the distribution in a case when transform is applied. Therefore the entropy coding may benefit from the new arrangement. The experiments show gains of 1.5% BD-rate for screen content coded with intra configurations and 1.1% BD-rate for screen content coded with random-access configurations. For Classes A-E the average gains are insignificant (0.0% to 0.2% BD-rate gain).

No action.
JCTVC-K0298 Cross-check on Mirroring of Coefficients for Transform Skipping (JCTVC-K0294) [T. Tsukuba (Sharp)] [late]
5.29.3 Lossless compression

JCTVC-K0157 Lossless coding with residual sample-based prediction [Y. H. Tan, C. Yeo, Z. Li (I2R)]

This proposal describes a residue coding method for lossless intra coding in HEVC that incorporates sample-based prediction during the residual coding process. The proposed method does not modify the current intra prediction scheme and is implemented in a manner that is independent of intra prediction modes and color components. It is reported that the proposed scheme improves lossless intra coding performance by ~6.5%.

Secondary prediction with switchable sample-wise predictor applied to directional prediction residual.

It was pointed out that at the decoder side this requires a recursive processing which could be undesirable.

No item for current action.
JCTVC-K0344 Cross-check of Lossless coding with residual sample-based prediction (JCTVC-K0157) [W. Gao, H. Yang, H. Yu (Huawei)] [late]

JCTVC-K0199 AHG7: Sample-based angular intra prediction for HEVC lossless coding [M. Zhou (TI)]

Efficient lossless coding is required for real-world applications such as automotive vision, video conferencing and long-distance education. This contribution reports the test results of the sample-based angular intra prediction (SAP) in the HM8.0 environment. The proposed sample-based prediction is exactly same as the HM8.0 block-based angular prediction in terms of prediction angle signaling and sample interpolation, requires no syntax or semantics changes, but differs in decoding process in terms of reference sample selection for interpolation.  In the proposed method a sample to be predicted uses its adjacent neighboring samples for better intra prediction accuracy. Compared to the HM8.0 lossless coding method which bypasses transform, quantization, de-blocking filter, SAO and ALF, the proposed method provides an average gain (w/o Class F) of 7.0% in AI-Main, 6.9% in AI-HE10, 1.8% in RA-Main, 2.1% in RA-HE10, 1.5% in LB-Main, 2.2% in LB-HE10, 1.8% in LP-Main and 2.3% in LP-HE10. For class F sequences only, the average gain is 11.6% in AI-Main, 13.8% in AI-HE10, 6.8% in RA-Main, 9.0 % in RA-HE10, 5.4% in LB-Main, 7.7% in LB-HE10, 5.5% in LP-Main and 7.7% in LP-HE10. The SAP is fully parallelized on the encoder side, and can be executed at a speed of one row or one column per cycle on the decoder side.

No item for current action.
JCTVC-K0179 AHG7: Cross-verification report on JCTVC-K0199 entitled "Sample-based angular intra prediction for HEVC lossless coding" [K. Chono (NEC)]

Question in general: Is efficient lossless coding a relevant topic in the context of professional extensions? Lossless profile? Or mode that allows lossless decoding (most probably not real-time when a level/tier that is used has limited bit budget)? To be clarified with parent bodies.
5.30 Non-normative: Encoder optimization, decoder speed improvement, post filtering, loss concealment, rate control
5.30.1 Software

JCTVC-K0102 HM-8.0 code speedup [B. Li, H. Li (USTC)]

This contribution proposes several aspects to speed up the HM encoder and decoder. The modifications in the document do not include any normative changes and do not change the R-D performance. The experimental results show that the modifications in this document can save about 14% encoding time (RA_Main, RA_HE10, LB_Main, and LB_HE10) and about 10% decoding time on average.

Several suggestions: Hard-coded interpolation filter, loops unrolling, replace min/max by if/else, ...

Many of these suggestions depend on compiler quality.

In reference software, readability plays a more important role than runtime.

For encoder speedup, methods of fast decisions (motion/mode) would play a more important role.

No action.
JCTVC-K0147 Cross-check of HM-8.0 code speedup (JCTVC-K0102) [Y. Chiu, W. Zhang (Intel)] [late]

5.30.2 Rate control

JCTVC-K0103 Rate control by R-lambda model for HEVC [B. Li, H. Li, L. Li, J. Zhang (USTC)]

This contribution proposes R-λ model based rate control for HEVC. The proposed rate control algorithm is implemented on HM-8.0. Compared with the existing rate control algorithm in HM-8.0, when targeting the bit rate of HM-8.0 default anchor (without rate control), the proposed method reportedly obtains 0.42 dB ~ 1.12 dB Y PSNR gain for different cases. The bit rate errors (the difference of the target bit rate and the actual bit rate) of the proposed method, 0.09%~0.22% for different cases, are also reportedly much smaller than those of the existing rate control algorithm in HM-8.0, which are 0.16%~1.09% for different cases.

According to the results, the algorithm has much more stable behaviour than the current rate control in HM. Allows to constrain the variation of QPs on the picture.

Algorithm has problems in class F, assuming relative consistent behaviour with not too many scene changes.

Decision (SW): Adopt.
JCTVC-K0148 Cross-check of Rate control by R-lambda model for HEVC (JCTVC-K0103) [Y. Chiu, W. Zhang (Intel)] [late]

JCTVC-K0229 Improvement of the rate control in HM8.0 [J. Yoo, J. Nam, H. Choi, D. Sim (Kwangwoon Univ.)]

(No presenter available Fri afternoon.) This contribution proposes a way to improve compression performance of the HM8.0 rate control model for the random access (RA) and to minimize fluctuation for low delay (LD). For the random access case, weighting factors to assess frame complexity are determined with distortion and bit rates for accurate target-bit computation. In addition, buffer control is performed for all the random access points in order to improve RD performance. For the low delay case, the rate control is performed also for the first coded frame in a GOP and a single lambda value for the rate distortion optimization (RDO) is employed regardless of the temporal layer ID (TID) in order to reduce bit rate fluctuation. With the proposed modification of the rate control, average BD-PSNR was reported to increase on average by 0.73 dB for the RA case. For LD case, the variation of bits fluctuation in comparison to HM8.0 rate control was reported to be reduced by 75%. BD PSNR loss on average is 0.92 for LD P and BD PSNR loss on average is 0.72 dB for LD. No cross-check.

No action taken on this contribution, due to the action recorded for K0103.
JCTVC-K0295 Coding tree unit layer rate control for HEVC [W. Wu, B. Song (Xidian Univ.)] [late]
The contribution proposes a coding tree unit (CTU) layer rate control scheme for HEVC. In the proposed scheme, a method for determining QPs of the first frames in GOPs is presented, and then a modified strategy of allocating the target bits for frames is described, finally the QPs for CTUs in a frame are predicted based on a new RQ model, a DQ model, and the target bits for the remaining CTUs in the frame. Compared with HM-8.0 rate control, the average PSNR of reconstructed video can be increased by 1.10 dB, 0.67 dB, and 0.62 dB for RA-main, LB-main, and LP-main, respectively, and the smoother PSNR performances can be achieved.

No action.
5.30.3 Encoder optimization

JCTVC-K0118 Encoding complexity reduction by removal of some unnecessary CU segmentations and partition types based on spatial and temporal correlation [X. He, G. Zhong, Y. Li, L. Qing, D. Wu (Sichuan Univ.)]
No presenter available for presentation. In this document, an encoding complexity reduction method is presented by removal of some "unnecessary" CU segmentations and partition types based on spatial and temporal correlation. The temporal correlation between the corresponding-located (collocated) 64×64 size block and the current 64×64 size block is used to skip the "unnecessary" partition modes for the current CU. The spatial correlation between the collocated block and its surrounding CUs is used to skip the "unnecessary" deeper depths of CU segmentation. This contribution reportedly brings 25%-28% total coding time saving for classes B and E.
No action.
JCTVC-K0137 Parallelize encoder of HM reference software for Multi-Core/Cluster Environment [D. Guang, P. Tao (Tsinghua Univ.)]

(No presenter available Fri afternoon.)
This contribution describes a method to perform parallelized HEVC encoding in frame. It proposes to encode the pictures in a group and different groups in parallel on different cores or different computing units. Speed up increases as approximately a linear function of number of cores.

Comment: Rate control was not used. If a rate control is used it will require some mechanism to convey the rate control associated information from one parallel group to another.

It was also remarked that other relatively simple methods can be (and have sometimes been) applied to obtain the same sort of frame-level (or GOP level) parallelism benefit.

No action.

5.30.4 
JCTVC-K0332 Independent intra-period coding in HEVC [K. Wegner, O. Stankiewicz, J. Siast, M. Domanski (Poznan Univ.)] [late]

No presenter was available when presentation was requested. Seems either non-normative or non-v1 (related to extensions). This document presents a proposal for enhancement of the HEVC codec as well as the related HEVC encoder software (Test Model) modification. Some asserted benefits are: parallel intra-periods coding and fast debugging functionality. No normative change to the prospective standard is imposed.

Such proposed approach was reportedly developed initially by Poznan University of Technology as a tool for the 3D video coding CfP proposal of March 2011 and proposed as a tool for the 3D-HTM software currently under development by the JCT-3V group. 

It was reported that practically the same proposal with experimental results for HEVC has been later submitted by Tsinghua University in JCTVC-K0137.
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6 Plenary Discussions and BoG Reports

6.1 Project development

6.2 BoGs

JCTVC-K0339 BoG report on general high-level syntax topics [M. M. Hannuksela (Nokia)]

See section 5.16.
JCTVC-K0342 BoG report on subjective viewing set up for deblocking filter [T. Yamakage]

See section 4.1.1.
JCTVC-K0354 BoG report on HEVC scalable extensions [A. Segall]

See section 5.7.1.
JCTVC-K0358 BoG report on conformance testing [T. Suzuki]
See section 3.2.
JCTVC-K0359 BoG report on contouring artefact [A. Tabatabai]





· 
· 


See section 5.19.
JCTVC-K0365 BoG report on range extensions [D. Flynn]
See section 5.8.1.



JCTVC-K0367 BoG report on high level parallelization [A. Segall]
See section 5.16.7.

JCTVC-K0369 BoG report on subjective viewing for deblocking filter proposals [A. Norkin, K. Andersson]




















· 
· 
· 
· 


See section 4.1.1.
JCTVC-K0378 BoG report on suggested up-sampling filter design [E. Alshina (Samsung), H. Lakshman (Fraunhofer HHI), J. Dong (InterDigital), J. Chen (Qualcomm), A. Luthra (Motorola Mobility)]
See section 5.7.1.
JCTVC-K0380 BoG report on subjective viewing test for deblocking filter proposals CE1 Test 6 and K0289 [A. Norkin, K. Andersson]
See section 4.1.1.




JCTVC-K0383 Proposed high efficiency video coding (HEVC) range extensions working draft [D. Flynn, J. Gamei, R. Joshi, M. Mrak, C. Rosewarne, K. Sharman, J. Sole]
Proposed draft text for the range extensions produced as a side activity from the K0365 BoG.
7 Project planning
7.1 WD drafting and software

The following agreement was established: the editorial team has the discretion to not integrate recorded adoptions for which the available text is grossly inadequate (and cannot be fixed with a reasonable degree of effort), if such a situation hypothetically arises. In such an event, the text would record the decision of the committee without including a full integration of the available inadequate text.
7.2 Plans for improved efficiency and contribution consideration
The group considered it important to have the full design of proposals documented to enable proper study.

Adoptions need to be based on properly drafted working draft text (on normative elements) and HM encoder algorithm descriptions – relative to the existing drafts. Proposal contributions should also provide a software implementation (or at least such software should be made available for study and testing by other participants at the meeting, and software must be made available to cross-checkers in CEs).

Suggestions for future meetings included the following generally-supported principles:
· No review of normative contributions without WD text

· HM text strongly encouraged for non-normative contributions

· Early upload deadline to enable substantial study prior to the meeting
· Using a clock timer to ensure efficient proposal presentations (5 min) and discussions
The document upload deadline for the next meeting was planned to be 7 Jan. 2013.
As general guidance, it was suggested to avoid usage of company names in document titles, software modules etc., and not to describe a technology by using a company name. Also, core experiment responsibility descriptions should name individuals, not companies. AHG reports and CE descriptions/summaries are considered to be the contributions of individuals, not companies.
7.3 General issues for CEs and TEs
Group coordinated experiments were planned. These fell into two categories:

· "Core experiments" (CEs) are the experiments for which there is a draft design and associated test model software that have been established.

· "Tool experiments" (TEs) are the coordinated experiments on coding tools at a more preliminary stage of work than those of "core experiments".

A preliminary description of each experiment is to be approved at the meeting at which the experiment plan is established.

It is possible to define sub-experiments within particular CEs and TEs, for example designated as CEX.a, CEX.b, etc., for a CEX, where X is the basic CE number.

As a general rule, it was agreed that each CE should be run under the same testing conditions using one software codebase, which should be based on the HM software codebase. An experiment is not to be established as a CE unless there is access given to the participants in (any part of) the CE to the software used to perform the experiments.

The general agreed common conditions for experiments were described in the output document JCTVC-K1100.

A deadline of three weeks after the meeting was established for organizations to express their interest in participating in a CE to the CE coordinators and for finalization of the CE descriptions by the CE coordinator with the assistance and consensus of the CE participants.

Any change in the scope of what technology will be tested in a CE, beyond what is recorded in the meeting notes, requires discussion on the general JCT-VC reflector.

As a general rule, all CEs are expected to include software available to all participants of the CE, with software to be provided within two (calendar) weeks after the release of the HM 9.0 software basis. Exceptions must be justified, discussed on the general JCT-VC reflector, and recorded in the abstract of the summary report.
Final CEs shall clearly describe specific tests to be performed, not describe vague activities. Activities of a less specific nature are delegated to Ad Hoc Groups rather than designated as CEs.

Experiment descriptions should be written in a way such that it is understood as a JCT-VC output document (written from an objective "third party perspective", not a company proponent perspective – e.g. referring to methods as "improved", "optimized" etc.). The experiment descriptions should generally not express opinions or suggest conclusions – rather, they should just describe what technology will be tested, how it will be tested, who will participate, etc. Responsibilities for contributions to CE work should identify individuals in addition to company names.

CE descriptions should not contain verbose descriptions of a technology (at least not unless the technology is not adequately documented elsewhere). Instead, the CE descriptions should refer to the relevant proposal contributions for any necessary further detail. However, the complete detail of what technology will be tested must be available – either in the CE description itself or in referenced documents that are also available in the JCT-VC document archive.

Those who proposed technology in the respective context (by this or the previous meeting) can propose a CE or CE sub-experiment. Harmonizations of multiple such proposals and minor refinements of proposed technology may also be considered. Other subjects would not be designated as CEs.

Any technology must have at least one cross-check partner to establish a CE – a single proponent is not enough. It is highly desirable have more than just one proponent and one cross-checker.

It is strongly recommended to plan resources carefully and not waste time on technology that may have little or no apparent benefit – it is also within the responsibility of the CE coordinator to take care of this.

A summary report written by the coordinator (with the assistance of the participants) is expected to be provided to the subsequent meeting. The review of the status of the work on the CE at the meeting is expected to rely heavily on the summary report, so it is important for that report to be well-prepared, thorough, and objective.
A non-final CE plan document was reviewed and given tentative approval during the meeting (with guidance expressed to suggest modifications to be made in a subsequent revision).
The CE description for each planned CE is described in an associated output document JCTVC-K11xx for CExx, where "xx" is the CE number (xx = 01, 02, etc.). Final CE plans are recorded as revisions of these documents.

It must be understood that the JCT-VC is not obliged to consider the test methodology or outcome of a CE as being adequate. Good results from a CE do not impose an obligation on the group to accept the result (e.g., if the expert judgment of the group is that further data is needed or that the test methodology was flawed).

Some agreements relating to CE activities were established as follows:

· Only qualified JCT-VC members can participate in a CE.
· Participation in a CE is possible without a commitment of submitting an input document to the next meeting.

· All software, results, documents produced in the CE should be announced and made available to all CE participants in a timely manner.
· If combinations of proposals are intended to be tested in a CE, the precise description shall be available with the final CE description; otherwise it cannot be claimed to be part of the CE.
7.4 Alternative procedure for handling complicated feature adoptions

The following alternative procedure had been approved at a preceding meeting as a method to be applied for more complicated feature adoptions:

1. Run CE + provide software + text, then, if successful,

2. Adopt into HM, including refinements of software and text (both normative & non-normative); then, if successful,

3. Adopt into WD and common conditions.

Of course, we have the freedom (e.g. for simple things) to skip step 2.

7.5 Common Conditions for HEVC Coding Experiments

No particular changes were noted w.r.t. prior CTC.

Preferred Common Conditions for experiment testing that are intended to be appropriate for both CEs and other experiments were selected by the group and described in output document JCTVC-K1100.

7.6 Software development
The software coordinator had already started integrating changes on top of the prior HM software, and proponents of adopted proposals are required to integrate their changes into the latest version, in coordination with the software coordinator, and test in this environment. All tools were planned to again be thoroughly tested after integration.
Any adopted proposals where software is not delivered by the scheduled date will be rejected.

The planned timeline for software releases was established as follows:
· HM 9.0 should be available within 2 weeks after the meeting. 
· Availability of the range extensions software is expected 1 week after HM 9.0.

· HM 9.1 is planned to be available 4 weeks after HM 9.0.
7.7 Subjective verification test plan
Subjective verification is planned to be performed after finalization of standard. Contributions and planning toward the conduct of that testing should begin ASAP.
8 Establishment of ad hoc groups

The ad hoc groups established to progress work on particular subject areas until the next meeting are described in the table below. The discussion list for all of these ad hoc groups will be the main JCT-VC reflector (jct-vc@lists.rwth-aachen.de).
	Title and Email Reflector
	Chairs
	Mtg

	JCT-VC project management (AHG1)
(jct-vc@lists.rwth-aachen.de)

· Coordinate overall JCT-VC interim efforts.
· Report on project status to JCT-VC reflector.
· Provide report to next meeting on project coordination status.
	G. J. Sullivan, J.-R. Ohm (co‑chairs)
	N

	HEVC draft and test model editing (AHG2)
(jct-vc@lists.rwth-aachen.de)

· Produce and finalize JCTVC-K1002 HEVC Test Model 9 (HM 9) Encoder Description.
· Produce and finalize JCTVC-K1003 HEVC text specification Draft 9 / SoDIS.
· Gather and address comments for refinement of these documents.
· Coordinate with the Software development and HM software technical evaluation AhG to address issues relating to mismatches between software and text.
	B. Bross, K. McCann (co‑chairs), W.-J. Han, I. K. Kim, J.‑R. Ohm, K. Sugimoto, G. J. Sullivan, T. Wiegand (vice‑chairs)
	N

	HEVC HM software development and software technical evaluation (AHG3)
(jct-vc@lists.rwth-aachen.de)

· Coordinate development of the HM software and its distribution to JCT-VC members

· Produce documentation of software usage for distribution with the software

· Prepare and deliver HM 9.0 software version and the reference configuration encodings according to JCTVC-K1100 based on common conditions suitable for use in most core experiments (expected within 2 weeks after the meeting).

· Prepare and deliver HM 9.1 software (and additional "dot" version software releases as appropriate) and appropriate software branches that include additional items not integrated into the 9.0 version (expected within four weeks after the 9.0 software release).
· Perform analysis and reconfirmation checks of the behaviour of technical changes adopted into the draft design, and report the results of such analysis.

· Suggest configuration files for additional testing of tools.

· Coordinate with HEVC Draft and Test Model editing AhG to identify any mismatches between software and text.
	F. Bossen (chair),
D. Flynn, K. Sühring (vice‑chairs)
	N

	HEVC Still Picture profile (AHG4)

(jct-vc@lists.rwth-aachen.de)

· Consider the editorial and technical maturity of the draft specificaiton of the draft Still Picture profile.

· Identify test material and test conditions for study of the capabilities of the draft Still Picture profile.
· Conduct tests of the capabilities of the Still Picture profile.

· Study the capabilities of the HEVC range extensions for still picture coding, and compare these to the capabilities of the draft Still Picture profile.
	K. Ugur (chair), J.‑R. Ohm, G. J. Sullivan, A. Tabatabai (vice‑chairs)
	

	HEVC conformance test development (AHG5)

(jct-vc@lists.rwth-aachen.de)

· Study the requirements of HEVC conformance testing to ensure interoperability.

· Discuss the work plan needed to develop HEVC conformance testing.

· Study potential testing methodology to fulfil the requirements of HEVC conformance testing.

· Establish and coordinate bitstream exchange activities for HEVC.

· Study to develop a potential set of HEVC conformance bitstreams.
	T. Suzuki (chair), C. Fogg, , W. Wan (vice‑chairs)
	N

	HEVC in-loop filtering (AHG6)

(jct-vc@lists.rwth-aachen.de)

· Clean up and stabilize the HM software, the draft text and the HM encoder description on in-loop filtering.

· Study and consider improvements to the common test conditions by signalling deblocking filter control parameters.

· Identify test sequences, methodology, and test parameters for testing deblocking filter behaviour.
	T. Yamakage and A. Norkin, (co‑chairs) 
	N

	HEVC range extensions (AHG7)

(jct-vc@lists.rwth-aachen.de)

· Study aspects of the technical design and develop software relating to the support of non-4:2:0 chroma formats and bit depths beyond 8 bits.

· Assist and advise in the work of removing any implicit assumptions of 8-bit depth and 4:2:0 formatting from the current draft and software (where feasible).
· Discuss and propose test conditions and test material for the development of the range extensions.
· Analyze and consider the implications of the use of square versus non-square transforms for 4:2:2 coding.
· Study techniques for color conversion and resampling and their relationship to non-4:2:0 chroma coding.
	D. Flynn (chair), P. Andrivon, K. McCann, M. Mrak, C. Rosewarne, K. Sharman, K. Sugimoto, P. Topiwala, H. Yu (vice‑chairs)
	N

	Screen content coding (AHG8)
(jct-vc@lists.rwth-aachen.de)

· Consider needs for lossless coding and screen content coding support in the range extensions.
· Study (lossy and lossless) coding tools and performance of HEVC and its range extensions on screen content
· Evaluated and identify test material appropriate for screen content coding
· Make recommendations for test conditions for screen content coding
	W. Gao (chair), M. Budagavi, R. Cohen, A. Duenas, T. Lin, J. Xu (vice‑chairs)
	N

	High-level syntax (AHG9)

(jct-vc@lists.rwth-aachen.de)

· Study NAL unit header, video parameter set, sequence parameter set, picture parameter set, and slice header syntax designs.

· Study SEI messages and VUI syntax designs, including checking and fixing texts for SEI messages currently included by referring to the AVC specification.

· Study the hypothetical reference decoder (HRD) syntax and operations and the related text for bitstream conformance and decoder conformance.

· Work towards simplification and general minor cleanup of the high-level syntax.

· Assist in software development and text drafting for the high-level syntax in the HEVC design.
	Y.-K. Wang and G. J. Sullivan (co‑chairs)
	N

	SHVC tool experiments (AHG10)

(jct-vc@lists.rwth-aachen.de)

· Establish configurations for SHVC tool experiments

· Generate anchors used for SHVC tool experiments

· Create reporting sheets for for tool experiments

· Provide configuration data two weeks after software is available

· Discuss and identify additional issues related to SHVC tool experiments
	X. Li (chair), J. Boyce, P. Onno, Y. Ye. (vice‑chairs)
	N

	SHVC software (AHG11)

(jct-vc@lists.rwth-aachen.de)

· Prepare software (based on HM8.1) for experimentation.
· Coordinate as appropriate with software development for TEC6.
· Provide software to TEs within two weeks after the meeting

· Discuss and identify additional issues related to software
	V. Seregin (chair), T. Chuang, Y. He, D. Kwon, F. Le Leannec (vice‑chairs)
	N

	SHVC upsampling and downsampling filters (AHG12)
(jct-vc@lists.rwth-aachen.de)

· Study alternative upsampling and downsampling filters for spatial scalability

· Discuss and identify additional issues related to upsampling or downsampling filters


	A. Segall (chair), E. Alshina. J. Chen, P. Topiwala, M. Zhou (vice‑chairs)
	N


9 Output documents

The following documents were agreed to be produced or endorsed as outputs of the meeting. Names recorded below indicate those responsible for document production.


JCTVC-K1000 Meeting Report of 11th JCT-VC Meeting [G. J. Sullivan, J.-R. Ohm]

JCTVC-H1001 HEVC software guidelines [K. Suehring, D. Flynn, F. Bossen, (software coordinators)]

(Remains valid, although from a prior meeting.)
JCTVC-K1002 High Efficiency Video Coding (HEVC) Test Model 9 (HM 9) Encoder Description [K. McCann (primary), B. Bross, W.-J. Han, I. K. Kim, K. Sugimoto, G. J. Sullivan] (WG 11 N 13154)

JCTVC-K1003 High Efficiency Video Coding (HEVC) text specification draft 9 (SoDIS) [B. Bross (primary), W.-J. Han, G. J. Sullivan, J.-R. Ohm, T. Wiegand] (WG 11 N 13155)

JCTVC-K1004 HEVC Conformance Draft 1 [T. Suzuki, G. J. Sullivan] (WG 11 N 13157)
JCTVC-K1005 HEVC Range Extensions Draft 1 [D. Flynn] (WG 11 N 13156)
JCTVC-K1006 Common test conditions and software reference configurations for HEVC range extensions [D. Flynn]

JCTVC-K1007 NAL unit header and parameter set designs for HEVC extensions [J. Boyce, Y.-K. Wang]
JCTVC-K1008 Report of Results of the Joint Call for Proposals on Scalable High Efficiency Video Coding (SHVC) [A. Segall, J. Boyce, J.-R. Ohm, G. J. Sullivan] (WG 11 N 13158)

JCTVC-K1100 Common HM test conditions and software reference configurations [F. Bossen]






JCTVC-K1101 Description of Tool Experiment A1: Upsampling filter for SHVC [A. Segall, J. Chen, J. Dong, E. Alshina (TE Coordinators)]

JCTVC-K1102 Description of Tool Experiment A2: Inter-layer Texture Prediction Signaling in SHVC [L. Guo, Y. He, D. Kown, J. Zan, H. Lakshman, J. Kang (TE Coordinators)]

JCTVC-K1103 Description of Tool Experiment B3: Combined Prediction in SHVC [X. Li, E. Francois, P. Lai, D. Kwon, A. Saxena]

JCTVC-K1104 Description of Tool Experiment B4: Inter-layer filtering in SHVC [J. Chen, A. Segall, E. Alshina, S. Liu, J. Dong, J. Park (TE coordinators)]

JCTVC-K1105 Description of Tool Experiment C5: Inter-layer syntax prediction using HEVC base layer [V. Seregin, P. Onno, S. Liu, T. Lee, C. Kim, H. Yang (TE coordinators)]

JCTVC-K1106 Description of Tool Experiment C6: Inter-layer syntax prediction using AVC base layer [J. Boyce, K. Kawamura, H. Lakshman]

JCTVC-K1101 through JCTVC-K1106 were pre-reviewed only in BoG activity. A two week finalization period was authorized.



JCTVC-K1121 HEVC Range Extensions Core Experiment 1: Square and non-square transforms for 4:2:2 chroma format coding [J. Sole]

JCTVC-K1121 was pre-reviewed in the JCT-VC closing plenary. It will test three variations (all-square, all-non-square, and mixed). A two week finalization period was authorized.

10 Future meeting plans, expressions of thanks, and closing of the meeting
Future meeting plans were established according to the following guidelines:

· Meeting under ITU-T SG 16 auspices when it meets (starting meetings on the Monday or Tuesday of the first week and closing it on the Tuesday or Wednesday of the second week of the SG 16 meeting), and

· Otherwise meeting under ISO/IEC JTC 1/SC 29/WG 11 auspices when it meets (starting meetings on the Wednesday or Thursday prior to such meetings and closing it on the last day of the WG 11 meeting).

Some specific future meeting plans were established as follows:

· 14–23 Jan. 2013 under ITU-T auspices in Geneva, CH.

· 17–26 Apr. 2013 under WG 11 auspices in Incheon, KR.

· 24 July – 2 Aug. 2013 under WG 11 auspices in Vienna, AT.

· 24 – 30 Oct 2013 under ITU-T auspices in Geneva, CH.

· The agreed document deadline for the January 2013 meeting is January 7.

Shanghai Jiaotong University and Peking University were thanked for their excellent hosting of the 11th meeting of the JCT-VC and for providing the viewing equipment used at the meeting. The sponsoring companies BesTV and ZTE were also thanked.
The JCT-VC meeting was closed at approximately 1300 hours on Friday 19 Oct 2012.
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