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Summary

The Joint Collaborative Team on Video Coding (JCT-VC) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its ninth meeting during 27 April – 7 May 2012 at the ITU-T premises in Geneva, CH. The JCT-VC meeting was held under the chairmanship of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany). For rapid access to particular topics in this report, a subject categorization is found (with hyperlinks) in section 1.14 of this document.
The JCT-VC meeting sessions began at approximately 1800 hours on Friday 27 April 2012. Meeting sessions were held on all days (including weekend days) until the meeting was closed at approximately 1800 hours on Monday 7 May. Approximately XXX people attended the JCT-VC meeting, and approximately 500 input documents were discussed. The meeting took place in a co-located fashion with a meeting of ITU-T SG16 – one of the two parent bodies of the JCT-VC. The subject matter of the JCT-VC meeting activities consisted of work on the new next-generation video coding standardization project known as High Efficiency Video Coding (HEVC).

The primary goals of the meeting were to review the work that was performed in the interim period since the eighth JCT-VC meeting in producing the 6th HEVC Test Model (HM6) software and text and editing the 6th HEVC specification Draft (which was issued as an ISO/IEC Committee Draft – CD), review the results from interim Core Experiments (CEs), review technical input documents, establish the 7th draft of the HEVC specification (to be issued as an ISO/IEC Draft International Standard – DIS) and the seventh version of the HEVC Test Model (HM7), and plan a new set of Core Experiments (CEs) for further investigation of proposed technology.
The JCT-VC produced three particularly important output documents from the meeting: the HEVC Test Model 7 (HM7), the HEVC specification draft 7 a.k.a. Draft International Standard (DIS), and a document specifying common conditions and software reference configurations for HEVC coding experiments. Moreover, plans were established to conduct X future CEs in the interim period until the next meeting.

For the organization and planning of its future work, the JCT-VC established XX "Ad Hoc Groups" (AHGs) to progress the work on particular subject areas. The next four JCT-VC meetings are planned for 11–20 July 2012 under WG 11 auspices in Stockholm, SE, 10–19 Oct 2012 under WG 11 auspices in Shanghai, CN, 14–23 January 2013 under ITU-T auspices in Geneva, CH, and 17-26 April 2013 under WG 11 auspices in Incheon, KR.
The document distribution site http://phenix.it-sudparis.eu/jct/ was used for distribution of all documents.

The reflector to be used for discussions by the JCT-VC and all of its AHGs is the JCT-VC reflector:
jct-vc@lists.rwth-aachen.de. For subscription to this list, see
http://mailman.rwth-aachen.de/mailman/listinfo/jct-vc.
Administrative topics
1.1 Organization

The ITU-T/ISO/IEC Joint Collaborative Team on Video Coding (JCT-VC) is a group of video coding experts from the ITU-T Study Group 16 Visual Coding Experts Group (VCEG) and the ISO/IEC JTC 1/ SC 29/ WG 11 Moving Picture Experts Group (MPEG). The parent bodies of the JCT-VC are ITU-T WP3/16 and ISO/IEC JTC 1/SC 29/WG 11.

The Joint Collaborative Team on Video Coding (JCT-VC) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its ninth meeting during 27 April – 7 May 2012 at the ITU-T premises in Geneva, CH. The JCT-VC meeting was held under the chairmanship of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany).
1.2 Meeting logistics

The JCT-VC meeting sessions began at approximately 1800 hours on Friday 27 April 2012. Meeting sessions were held on all days (including weekend days) until the meeting was closed at approximately 1800 hours on Monday 7 May. Approximately XXX people attended the JCT-VC meeting, and approximately 500 input documents were discussed. The meeting took place in a co-located fashion with a meeting of ITU-T SG16 – one of the two parent bodies of the JCT-VC. The subject matter of the JCT-VC meeting activities consisted of work on the new next-generation video coding standardization project known as High Efficiency Video Coding (HEVC).
Some statistics are provided below for historical reference purposes:

· 1st "A" meeting (Dresden, 2010-04):

188 people, 40 input documents

· 2nd "B" meeting (Geneva, 2010-07):

221 people, 120 input documents

· 3rd "C" meeting (Guangzhou, 2010-10):

244 people, 300 input documents

· 4th "D" meeting (Daegu, 2011-01):

248 people, 400 input documents

· 5th "E" meeting (Geneva, 2011-03):

226 people, 500 input documents

· 6th "F" meeting (Torino, 2011-07):

254 people, 700 input documents
· 7th "G" meeting (Geneva, 2011-11)

284 people, 1000 input documents

· 8th "H" meeting (San Jose, 2012-02)

255 people, 700 input documents

· 9th "I" meeting (Geneva, 2012-04/05)

XXX people, 500 input documents
Information regarding logistics arrangements for the meeting had been provided at 
http://wftp3.itu.int/av-arch/jctvc-site/2012_04_I_Geneva/.
1.3 Primary goals

The primary goals of the meeting were to review the work that was performed in the interim period since the seventh JCT-VC meeting in producing the 5th HEVC Test Model (HM) software and text and editing the 5th HEVC specification Working Draft (WD5), review the results from interim Core Experiments (CEs), review technical input documents, establish the 6th draft of the HEVC specification (to be issued as an ISO/IEC Committee Draft – CD) and the sixth version of the HEVC Test Model (HM6), and plan a new set of Core Experiments (CEs) for further investigation of proposed technology.
1.4 Documents and document handling considerations
1.4.1 General

The documents of the JCT-VC meeting are listed in Annex A of this report. The documents can be found at http://phenix.it-sudparis.eu/jct/.

Registration timestamps, initial upload timestamps, and final upload timestamps are listed in Annex A of this report.

Document registration and upload times and dates listed in Annex A and in headings for documents in this report are in Paris/Geneva time. Dates mentioned for purposes of describing events at the meeting (rather than as contribution registration and upload times) follow the local time at the meeting facility.
Highlighting of recorded decisions in this report:

· Decisions made by the group that affect the normative content of the draft standard are identified in this report by prefixing the description of the decision with the string "Decision:".
· Decisions that affect the reference software but have no normative effect on the text are marked by the string "Decision (SW):".
· Decisions that fix a bug in the specification (an error, oversight, or messiness) are marked by the string "Decision (BF):".
· Decisions regarding things that correct the text to properly reflect the design intent, add supplemental remarks to the text, or clarify the text are marked by the string "Decision (Ed.):".
This meeting report is based primarily on notes taken by the chairs and projected for real-time review by the participants during the meeting discussions. The preliminary notes were also circulated publicly by ftp during the meeting on a daily basis. Considering the high workload of this meeting and the large number of contributions, it should be understood by the reader that 1) some notes may appear in abbreviated form, 2) summaries of the content of contributions are often based on abstracts provided by contributing proponents without an intent to imply endorsement of the views expressed therein, and 3) the depth of discussion of the content of the various contributions in this report is not uniform. Generally, the report is written to include as much discussion of the contributions and discussions as is feasible in the interest of aiding study, although this approach may not result in the most polished output report.
1.4.2 Late and incomplete document considerations

The formal deadline for registering and uploading non-administrative contributions had been announced as Monday, 16 April 2012.
Non-administrative documents uploaded after 2359 hours in Paris/Geneva time Wednesday 18 April 2012 were considered "officially late".

Most documents in this category were CE reports or cross-verification reports, which are somewhat less problematic than late proposals for new action (and especially for new normative standardization action).

At this meeting, we again had a substantial amount of late document activity, but in general the early document deadline gave us a significantly better chance for thorough study of documents that were delivered in a timely fashion. The group strived to be conservative when discussing and considering the content of late documents, although no objections were raised regarding allowing some discussion in such cases.
All contribution documents with registration numbers JCTVC-I0444 to JCTVC-I0XXX were registered after the "officially late" deadline (and therefore were also uploaded late). However, some documents in the "I0XXX+" range include break-out activity reports that were generated during the meeting and are therefore considered report documents rather than late contributions.

In many cases, contributions were also revised after the initial version was uploaded. The contribution document archive website retains publicly-accessible prior versions in such cases. The timing of late document availability for contributions is generally noted in the section discussing each contribution in this report.
One suggestion to assist with this issue was to require the submitters of late contributions and late revisions to describe the characteristics of the late or revised (or missing) material at the beginning of discussion of the contribution. This was agreed to be a helpful approach to be followed at the meeting.

The following other technical proposal contributions were registered in time but were uploaded late:

· JCTVC-I0XXX (a technical proposal) [uploaded XX-XX]

· ...
The following other documents not proposing normative technical content were registered in time but uploaded late:

· JCTVC-I0XXX (a contribution ...)
· ...
The following cross-verification reports were uploaded late: JCTVC-I0XXX, ... .
(The cross-verification report JCTVC-H0055 was uploaded on time, but was initially accidentally uploaded as an "associated resource" rather than as the contribution itself.)

The following document registrations were later cancelled or otherwise never provided or never discussed due to lack of availability or registration errors: JCTVC-I0XXX, ... .
Ad hoc group interim activity reports, CE summary results reports, break-out activity reports, and information documents containing the results of experiments requested during the meeting are not included in the above list, as these are considered administrative report documents to which the uploading deadline is not applied.
As a general policy, missing documents were not to be presented, and late documents (and substantial revisions) could only be presented when sufficient time for studying was given after the upload. Again, an exception is applied for AHG reports, CE summaries, and other such reports which can only be produced after the availability of other input documents. There were no objections raised by the group regarding presentation of late contributions, although there was some expression of annoyance and remarks on the difficulty of dealing with late contributions and late revisions.
It was remarked that documents that are substantially revised after the initial upload are also a problem, as this becomes confusing, interferes with study, and puts an extra burden on synchronization of the discussion. This is especially a problem in cases where the initial upload is clearly incomplete, and in cases where it is difficult to figure out what parts were changed in a revision. For document contributions, revision marking is very helpful to indicate what has been changed. Also, the "comments" field on the web site can be used to indicate what is different in a revision.

"Placeholder" contribution documents that were basically empty of content, with perhaps only a brief abstract and some expression of an intent to provide a more complete submission as a revision, were considered unacceptable and were rejected in the document management system, as has been agreed since the third meeting.

The initial uploads of the following contribution documents were rejected as "placeholders" without any significant content and were not corrected until after the upload deadline:

· JCTVC-I0XXX (a contribution of ... , corrected 2012-01-23)
· ...
A few contributions had some problems relating to IPR declarations in the initial uploaded versions (missing declarations, declarations saying they were from the wrong companies, etc.). These issues were corrected by later uploaded versions in all cases (to the extent of the awareness of the chairs).
Some other errors were noticed in other initial document uploads (wrong document numbers in headers, etc.) which were generally sorted out in a reasonably timely fashion. The document web site contains an archive of each upload.

1.4.3 Measures to facilitate the consideration of contributions

It was agreed that, due to the continuingly high workload for this meeting, the group would try to rely more extensively on summary CE reports. For other contributions, it was agreed that generally presentations should not exceed 5 minutes to achieve a basic understanding of a proposal – with further review only if requested by the group. For cross-verification contributions, it was agreed that the group would ordinarily only review cross-checks for proposals that appear promising.

When considering cross-check contributions, it was agreed that, to the extent feasible, the following data should be collected:

· Subject (including document number).

· Whether common conditions were followed.

· Whether the results are complete.

· Whether the results match those reported by the contributor (within reasonable limits, such as minor compiler/platform differences).

· Whether the contributor studied the algorithm and software closely and has demonstrated adequate knowledge of the technology.

· Whether the contributor independently implemented the proposed technology feature, or at least compiled the software themselves.

· Any special comments and observations made by the cross-check contributor.

1.4.4 Outputs of the preceding meeting

The report documents of the previous meeting, particularly the meeting report JCTVC-H1000, the software guidelines JCTVC-H1001, the HEVC Test Model (HM) JCTVC-H1002, and the Draft (CD) JCTVC-H1003, were approved. The preliminary subjective testing report JCTVC-H1004 will be made available upon affirmation of WG11 to make it public. The HM reference software produced by the AHG on software development and HM software technical evaluation was also approved.
The group was asked to review the prior meeting report for finalization. The meeting report was later approved without modification.
The CD, as well as versions of the HM document, the HM software and the CE descriptions had been made available in a reasonably timely fashion.

The chair asked if there were any issues regarding potential mismatches between perceived technical content prior to adoption and later integration efforts. It was also asked whether there was adequate clarity of precise description of the technology in the associated proposal contributions.
It was remarked that, in regard to software development efforts – for cases where "code cleanup" is a goal as well as integration of some intentional functional modification, it was emphasized that these two efforts should be conducted in separate integrations, so that it is possible to understand what is happening and to inspect the intentional functional modifications.
The need for establishing good communication with the software coordinators was also emphasized.
At previous meetings, it has previously been remarked that in some cases the software implementation of adopted proposals revealed that the description that had been the basis of the adoption apparently was not precise enough, so that the software unveiled details that were not known before (except possibly for CE participants who had studied the software). Also, there should be time to study combinations of different adopted tools with more detail prior to adoption.

CE descriptions need to be fully precise – this is intended as a method of enabling full study and testing of a specific technology.
Greater discipline in terms of what can be established as a CE may be an approach to helping with such issues. CEs should be more focused on testing just a few specific things, and the description should precisely define what is intended to be tested (available by the end of the meeting when the CE plan is approved).

It was noted that sometimes there is a problem of needing to look up other referenced documents, sometimes through multiple levels of linked references, to understand what technology is being discussed in a contribution – and that this often seems to happen with CE documents. It was emphasized that we need to have some reasonably understandable description, within a document, of what it is talking about.

Software study can be a useful and important element of adequate study; however, software availability is not a proper substitute for document clarity.

Software shared for CE purposes needs to be available with adequate time for study. Software of CEs should be available early, to enable close study by cross-checkers (not just provided shortly before the document upload deadline).
Issues of combinations between different features (e.g., different adopted features) also tend to sometimes arise in the work.
1.5 Attendance

The list of participants in the JCT-VC meeting can be found in Annex B of this report.

The meeting was open to those qualified to participate either in ITU-T WP3/16 or ISO/IEC JTC 1/ SC 29/ WG 11 (including experts who had been personally invited by the Chairs as permitted by ITU-T or ISO/IEC policies).

Participants had been reminded of the need to be properly qualified to attend. Those seeking further information regarding qualifications to attend future meetings may contact the Chairs.

1.6 Agenda

The agenda for the meeting was as follows:

· IPR policy reminder and declarations

· Contribution document allocation

· Reports of ad hoc group activities

· Reports of Core Experiment activities

· Review of results of previous meeting

· Consideration of contributions and communications on HEVC project guidance

· Consideration of HEVC technology proposal contributions

· Consideration of information contributions

· Coordination activities

· Future planning: Determination of next steps, discussion of working methods, communication practices, establishment of coordinated experiments, establishment of AHGs, meeting planning, refinement of expected standardization timeline, other planning issues

· Other business as appropriate for consideration

1.7 IPR policy reminder

Participants were reminded of the IPR policy established by the parent organizations of the JCT-VC and were referred to the parent body websites for further information. The IPR policy was summarized for the participants.

The ITU-T/ITU-R/ISO/IEC common patent policy shall apply. Participants were particularly reminded that contributions proposing normative technical content shall contain a non-binding informal notice of whether the submitter may have patent rights that would be necessary for implementation of the resulting standard. The notice shall indicate the category of anticipated licensing terms according to the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form.
This obligation is supplemental to, and does not replace, any existing obligations of parties to submit formal IPR declarations to ITU-T/ITU-R/ISO/IEC.

Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the common reporting form found on the database listed below) and to make verbal and/or document IPR reports within the JCT-VC as necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.

Some relevant links for organizational and IPR policy information are provided below:

· http://www.itu.int/ITU-T/ipr/index.html (common patent policy for ITU-T, ITU-R, ISO, and IEC, and guidelines and forms for formal reporting to the parent bodies)

· http://ftp3.itu.int/av-arch/jctvc-site (JCT-VC contribution templates)

· http://www.itu.int/ITU-T/studygroups/com16/jct-vc/index.html (JCT-VC general information and founding charter)

· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)

· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (JTC 1/ SC 29 Procedures)

It is noted that the ITU TSB director's AHG on IPR had issued a clarification of the IPR reporting process for ITU-T standards, as follows, per SG 16 TD 327 (GEN/16):

"TSB has reported to the TSB Director’s IPR Ad Hoc Group that they are receiving Patent Statement and Licensing Declaration forms regarding technology submitted in Contributions that may not yet be incorporated in a draft new or revised Recommendation. The IPR Ad Hoc Group observes that, while disclosure of patent information is strongly encouraged as early as possible, the premature submission of Patent Statement and Licensing Declaration forms is not an appropriate tool for such purpose.

In cases where a contributor wishes to disclose patents related to technology in Contributions, this can be done in the Contributions themselves, or informed verbally or otherwise in written form to the technical group (e.g. a Rapporteur’s group), disclosure which should then be duly noted in the meeting report for future reference and record keeping.

It should be noted that the TSB may not be able to meaningfully classify Patent Statement and Licensing Declaration forms for technology in Contributions, since sometimes there are no means to identify the exact work item to which the disclosure applies, or there is no way to ascertain whether the proposal in a Contribution would be adopted into a draft Recommendation.

Therefore, patent holders should submit the Patent Statement and Licensing Declaration form at the time the patent holder believes that the patent is essential to the implementation of a draft or approved Recommendation."
The chairs invited participants to make any necessary verbal reports of previously-unreported IPR in draft standards under preparation, and opened the floor for such reports: No such verbal reports were made.
1.8 Software copyright disclaimer header reminder

It was noted that, as had been agreed at the 5th meeting of the JCT-VC and approved by both parent bodies at their collocated meetings at that time, the HEVC reference software copyright license header language is the BSD license with preceding sentence declaring that contributor or third party rights are not granted, as recorded in N10791 of the 89th meeting of ISO/IEC JTC 1/ SC 29/ WG 11. Both ITU and ISO/IEC will be identified in the <OWNER> and <ORGANIZATION> tags in the header. This software is used in the process of designing the new HEVC standard and for evaluating proposals for technology to be included in this design. Additionally, after development of the coding technology, the software will be published by ITU-T and ISO/IEC as an example implementation of the HEVC standard and for use as the basis of products to promote adoption of the technology.

Different copyright statements shall not be committed to the committee software repository (in the absence of subsequent review and approval of any such actions). As noted previously, it must be further understood that any initially-adopted such copyright header statement language could further change in response to new information and guidance on the subject in the future.
1.9 Communication practices

The documents for the meeting can be found at http://phenix.it-sudparis.eu/jct/. For the first two JCT-VC meetings, the JCT-VC documents had been made available at http://ftp3.itu.int/av-arch/jctvc-site, and documents for the first two JCT-VC meetings remain archived there. That site was also used for distribution of the contribution document template and circulation of drafts of this meeting report.
JCT-VC email lists are managed through the site http://mailman.rwth-aachen.de/mailman/options/jct-vc, and to send email to the reflector, the email address is jct-vc@lists.rwth-aachen.de. Only members of the reflector can send email to the list. However, membership of the reflector is not limited to qualified JCT-VC participants.
It was emphasized that reflector subscriptions and email sent to the reflector must use their real names when subscribing and sending messages and must respond to inquiries regarding their type of interest in the work.

It was emphasized that usually discussions concerning CEs and AHGs should be performed using the reflector. CE internal discussions should primarily be concerned with organizational issues. Substantial technical issues that are not reflected by the original CE plan should be openly discussed on the reflector. Any new developments that are result of private communication cannot be considered to be the result of the CE.
For the case of CE documents and AHG reports, email addresses of participants and contributors may be obscured or absent (and will be on request), although these will be available (in human readable format – possibly with some "obscurification") for primary CE coordinators and AHG chairs.

1.10 Terminology

Some terminology used in this report is explained below:

· AHG: Ad hoc group.
· AI: All-intra.

· AIF: Adaptive interpolation filtering.

· AIS: Adaptive intra smoothing.

· ALF: Adaptive loop filter.
· AMP: Asymmetric motion partitioning.
· AMVP: Adaptive motion vector prediction.
· AMVR: Adaptive motion vector resolution.
· APS: Adaptation parameter set.
· ARC: Adaptive resolution coding.

· AU: Access unit.

· AUD: Access unit delimiter.
· AVC: Advanced video coding – the video coding standard formally published as ITU-T Recommendation H.264 and ISO/IEC 14496-10.

· BA: Block adaptive.

· BD: Bjøntegaard-delta – a method for measuring percentage bit rate savings at equal PSNR or decibels of PSNR benefit at equal bit rate (e.g., as described in document VCEG-M33 of April 2001).

· BoG: Break-out group.

· BR: Bit rate.

· CABAC: Context-adaptive binary arithmetic coding.

· CBF: Coded block flag(s).
· CD: Committee draft – the first formal ballot stage of the approval process in ISO/IEC.
· CE: Core experiment – a coordinated experiment conducted after the 3rd or subsequent JCT-VC meeting and approved to be considered a CE by the group.
· Consent: A step taken in ITU-T to formally consider a text as a candidate for final approval (the primary stage of the ITU-T "alternative approval process").

· CTC: Common test conditions.

· CVS: Coded video sequence.
· DCT: Discrete cosine transform (sometimes used loosely to refer to other transforms with conceptually similar characteristics).

· DCTIF: DCT-derived interpolation filter.

· DIS: Draft international standard – the second formal ballot stage of the approval process in ISO/IEC.
· DF: Deblocking filter.

· DT: Decoding time.

· EPB: Emulation prevention byte (as in the emulation_prevention_byte syntax element).

· ET: Encoding time.

· GPB: Generalized P/B – a not-particularly-well-chosen name for B pictures in which the two reference picture lists are identical.

· HE: High efficiency – a set of coding capabilities designed for enhanced compression performance (contrast with LC). Often loosely associated with RA.
· HEVC: High Efficiency Video Coding – the video coding standardization initiative under way in the JCT-VC.
· HLS: High-level syntax.
· HM: HEVC Test Model – a video coding design containing selected coding tools that constitutes our draft standard design – now also used especially in reference to the (non-normative) encoder algorithms (see WD and TM).
· IBDI: Internal bit-depth increase – a technique by which lower bit depth (8 bits per sample) source video is encoded using higher bit depth signal processing, ordinarily including higher bit depth reference picture storage (ordinarily 12 bits per sample).
· IPCM: Intra pulse-code modulation (similar in spirit to IPCM in AVC).
· JM: Joint model – the primary software codebase that has been developed for the AVC standard.
· JSVM: Joint scalable video model – another software codebase that has been developed for the AVC standard, which includes support for scalable video coding extensions.
· LB or LDB: Low-delay B – the variant of the LD conditions that uses B pictures.

· LC: Low complexity – a set of coding capabilities designed for reduced implementation complexity (contrast with HE). Often loosely associated with LD.
· LD: Low delay – one of two sets of coding conditions designed to enable interactive real-time communication, with less emphasis on ease of random access (contrast with RA). Often loosely associated with LC. Typically refers to LB, although also applies to LP.
· LM: Linear model.

· LP or LDP: Low-delay P – the variant of the LD conditions that uses P frames.

· LUT: Look-up table.
· MANE: Media-aware network elements.
· MC: Motion compensation.
· MPEG: Moving picture experts group (WG 11, the parent body working group in ISO/IEC JTC 1/ SC 29, one of the two parent bodies of the JCT-VC).

· MV: Motion vector.
· NAL: Network abstraction layer (as in AVC).

· NB: National body (usually used in reference to NBs of the WG 11 parent body).
· NSQT: Non-square quadtree.

· NUT: NAL unit type (as in AVC).

· OBMC: Overlapped block motion compensation.

· PCP: Parallelization of context processing.
· PIPE: Probability interval partitioning entropy coding (roughly synonymous with V2V for most discussion purposes, although the term PIPE tends to be more closely associated with proposals from Fraunhofer HHI while the term V2V tends to be more closely associated with proposals from RIM).
· POC: Picture order count.

· PPS: Picture parameter set (as in AVC).

· QM: Quantization matrix (as in AVC).
· QP: Quantization parameter (as in AVC, sometimes confused with quantization step size).

· QT: Quadtree.
· RA: Random access – a set of coding conditions designed to enable relatively-frequent random access points in the coded video data, with less emphasis on minimization of delay (contrast with LD). Often loosely associated with HE.
· R-D: Rate-distortion.

· RDO: Rate-distortion optimization.
· RDOQ: Rate-distortion optimized quantization.

· ROT: Rotation operation for low-frequency transform coefficients.

· RQT: Residual quadtree.
· RRU: Reduced-resolution update (e.g. as in H.263 Annex Q).
· RVM: Rate variation measure.

· SAO: Sample-adaptive offset.
· SDIP: Short-distance intra prediction.
· SEI: Supplemental enhancement information (as in AVC).
· SD: Slice data; alternatively, standard-definition.

· SH: Slice header.
· SPS: Sequence parameter set (as in AVC).

· TE: Tool Experiment – a coordinated experiment conducted between the 1st and 2nd or 2nd and 3rd JCT-VC meeting.
· TM: Test Model – a video coding design containing selected coding tools; as contrasted with the TMuC, see HM.
· TMuC: Test Model under Consideration – a video coding design containing selected proposed coding tools that are under study by the JCT-VC for potential inclusion in the HEVC standard.
· Unit types:

· CTB: code tree block (synonymous with LCU or TB).
· CU: coding unit.
· LCU: (formerly LCTU) largest coding unit (synonymous with CTB or TB).
· PU: prediction unit, with four shape possibilities.
· 2Nx2N: having the full width and height of the CU.

· 2NxN: having two areas that each have the full width and half the height of the CU.

· Nx2N: having two areas that each have half the width and the full height of the CU.

· NxN: having four areas that each have half the width and half the height of the CU.

· TB: tree block (synonymous with LCU – LCU seems preferred).

· TU: transform unit.
· V2V: variable-length to variable-length prefix coding (roughly synonymous with PIPE for most discussion purposes, although the term PIPE tends to be more closely associated with proposals from Fraunhofer HHI while the term V2V tends to be more closely associated with proposals from RIM).
· VCEG: Visual coding experts group (ITU-T Q.6/16, the relevant rapporteur group in ITU-T WP3/16, which is one of the two parent bodies of the JCT-VC).

· WD: Working draft – the draft HEVC standard corresponding to the HM.

· WG: Working group (usually used in reference to WG 11, a.k.a. MPEG).

1.11 Liaison activity

The JCT-VC did not send or receive formal liaison communications at this meeting.

1.12 Opening remarks

No particular non-routine opening remarks were recorded.
1.13 Scheduling of discussions
Scheduling: Generally 0800 – 2200

Fri: 1830+ Plenary, Opening and AHG report review

Sat: Two tracks + BOG all day

Sun: Started in two tracks, One track + BOG after 1800

Monday: Track B 0800-1200, not meet 1200 – 1800 (SG 16 opening plenary), return 1800 for two tracks + BOG
Tues: Not meet before 1100, Joint discussion at Crowne Plaza 1430, return 1700 (one track+BO)

Wed: Not meet after 1800

Thu: One or more tracks until 1800, Not more than one track + BO after 1800

Fri: One track + BO

Sat / Sun: Open
Mon: End by 1800.

1.14 Contribution topic overview

The approximate subject categories and quantity of contributions per category for the meeting were summarized and categorized into "tracks" (A, B, or P) for "parallel session A", "parallel session B", or "Plenary" review, as follows. Discussions on topics categorized as "Track A" were primarily chaired by Jens-Rainer Ohm, and discussions on topic categorized as "Track B" were primarily chaired by Gary Sullivan.
· AHG reports (16) Track P (section 2)
· Project development, status, and guidance (6) Track P (section 3)
· CE1: Sample adaptive offset (19) Track A (section 4.1)
· CE2: Adaptive loop filtering (25) Track A (section 4.2)
· CE3: Coefficient scanning and coding (17) Track B (section 4.3) [done]
· CE4: Quantization matrices (0) Track A (section 4.4)
· Clarifications and bug fix issues (0) Track P (section 5.1)
· HM settings and common test conditions (0) Track P (section 5.2)
· HM coding performance (3) Track P (section 5.3)

· Profile/level definitions (12) Track P (section 5.4)

· Source video test material (1) Track P (section 5.5)
· Functionalities (19) Track B (section 5.6)
· Deblocking filter (13) Track A (section 5.7)

· Non-deblocking loop filters (52) Track A (section 5.8)
· Block structures and partitioning (15) Track A (section 5.9)
· Motion compensation operation and interpolation filters (12) Track A (section 5.10)
· Motion and mode coding (22) Track A (section 5.11)
· High-level syntax and tile/slice structures (105) Track B (section 5.12)
· Quantization (29) Track A (section 5.13)
· Entropy coding (8) Track B (section 5.14) [done]
· Transform coefficient coding (74) Track B (section 5.15) [Only I0124 variation to test]
· Intra prediction and mode coding (23) Track B (section 5.16)
· Transforms (5) Track A (section 5.17)
· Memory bandwidth reduction (13) Track A (section 5.18)
· Alternative coding modes (11) Track A (section 5.19)

· Non-normative: Encoder optimization, post filtering (1) Track A (section 5.20)
NOTE – The number of contributions noted in each category, as shown in parenthesis above, may not be 100% precise.

Overall approximate contribution allocations: Track P: 34; Track A: 236; Track B: 224.
2 AHG reports

The activities of ad hoc groups that had been established at the prior meeting are discussed in this section.

JCTVC-I0001 JCT-VC AHG report: Project Management (AHG1) G. J. Sullivan, J.-R. Ohm (chairs)

TBA
JCTVC-I0002 JCT-VC AHG report: HEVC Draft and Test Model editing (AHG 2) [B. Bross, K. McCann (co-chairs), W.-J. Han, I.-K. Kim, K. Sugimoto, G. J. Sullivan, J.-R. Ohm, T. Wiegand (vice-chairs)] 
This document reports on the work of the JCT-VC ad hoc group on Draft and Test Model editing (AHG2) between the 8th JCT-VC meeting in San Jose (1–10 February, 2012) and the 9th JCT-VC meeting in Geneva (27 April – 7 May 2012).
The sixth High Efficiency Video Coding (HEVC) test model (HM6) was developed from the fifth HEVC test model (HM5), following the decisions taken at the 8th JCT-VC meeting in San Jose (1–10 February, 2012).
Two editorial teams were formed to work on the two documents that were to be produced:

JCTVC-H1002 HEVC Test Model 6 (HM 6) Encoder Description
· Il-Koo Kim

· Shun-ichi Sekiguchi
· Benjamin Bross
· Woo-Jin Han
· Ken McCann

JCTVC-H1003 WD6: Working Draft 6 of High Efficiency Video Coding
· Benjamin Bross

· Woo-Jin Han

· Jens-Rainer Ohm

· Gary J. Sullivan
· Thomas Wiegand
Editing JCTVC-H1003 was assigned a higher priority than editing JCTVC-H1002 and several additional experts from JCT-VC kindly assisted the JCTVC-H1003 editorial team in their work.

An issue tracker (http://hevc.kw.bbc.co.uk/trac) was used in order to facilitate the reporting of issues on the text of both documents.

One draft of JCTVC-H1002 and twenty-one drafts of JCTVC-H1003 were published by the Editing AHG following the 8th JCT-VC Meeting in San José (1-10 February, 2012). The text of the final draft of JCTVC-H1003 (revision dK) was submitted for the ISO/IEC Committee Draft ballot (Reference number: ISO/IEC JTC 1/SC 29 N 12612).

The main changes in JCTVC-H1003, relative to the previous JCTVC-G1103, were listed in the report.

The recommendations of the HEVC Draft and Test Model Editing AHG were to:

· Approve the edited JCTVC-H1002 and JCTVC-H1003 documents as JCT-VC outputs
· Continue to edit both documents to ensure that all agreed elements of HEVC are fully described
· Encourage the use of the issue tracker (http://hevc.kw.bbc.co.uk/trac) to facilitate the reporting of issues with the text of either document

· Compare the HEVC documents with the HEVC software and resolve any discrepancies that may exist, in collaboration with the Software AHG

· Continue to improve the overall editorial quality of the HEVC WD, to allow it to proceed to DIS ballot
· Ensure that, when considering any changes to HEVC, properly drafted text for addition to both the HEVC Draft and the HM Test Model (if appropriate) is made available in a timely manner

B. Bross (assisted by Y.-K. Wang, R. Sjoberg, K. Sugimoto, W.-J. Han) was requested to coordinate BoG activity for initial screening of the incoming NB ballot comments and develop preliminary dispositions. They were asked to sort out which are simple fixes / editorial improvements and which are contentious items that require decisions by the group.
JCTVC-I0003 Software development and HM software technical evaluation (AHG3) [F. Bossen (chair), D. Flynn, K. Sühring (vice-chairs)] [miss]
(Discussed verbally prior to upload.)
Two releases: 6.0 and 6.1, both approximately released when planned (6.1 delayed by a couple of weeks).

It was reported that some problems were encountered in regard to lack of following the agreed reference software guidelines.

Moreover, it was reported that in some cases, there were serious difficulties with the ability to track what is happening in software revision submissions. When multiple things were to be submitted by a contributor, the submissions should be in logical packages that help make it clear what is happening. It is especially important to avoid having technical changes "buried" within confusing bundles of changes.

In regard to tracking performance across versions – HE10:

· Small gain in luma and 4% low

· random access (very) small gain in luma and negligible effect on chroma

· low delay – small loss in luma and about 10% in chroma.

Some improvements for the reference software manual were reported to be under preparation.

Old code / old macros will generally be removed by the software coordinator. It is important for anyone concerned about this to communicate their concerns to the software coordinator.

JCTVC-I0004 JCT-VC AHG report: High-level parallelism (AHG4) [M. Horowitz (chair), M. Coban, F. Henry, K. Kazui, A. Segall, W. Wan, S. Wenger, M. Zhou (vice chairs)]

This document reports on the work of the JCT-VC ad hoc group on High-level parallelism (AHG4) between the 8th JCT-VC meeting in San Jose (1–10 February, 2012) and the 9th JCT-VC meeting in Geneva (27 April – 7 May, 2012).
Email activity

AHG4 used the main JCT-VC reflector: jct-vc@lists.rwth-aachen.de.

A kick-off message was sent out by the chairs on 23 February 2012. A second email message was sent on 16 April 2012 to provide rate distortion figures when wavefront parallel processing (WPP) is enabled and there is one WPP substream per LCU row. A responding email suggesting a way to improve coding performance was sent on 17 April 2012. Finally, an email message was sent on 24 April 2012, reporting that artefacts had been seen at tile boundaries for certain (non-common condition) sequences in areas of low gradient in the context of intra coding at QP values ranging from 32 to 37. A link to examples was included in the message. A second email message on the topic was sent later that day to suggest the scope of the discussion be broadened to include slices since similar artefacts at slice boundaries have been reported.
HM related activity

The AHG4 mandate: Introduce slice-tile constraint functionality into the HM (i.e., addition of a slice mode to encode slices using an integer number of tiles) has been addressed. Specifically,
for slice modes 1 and 2 (fixed number of CTBs per slice and fixed number of bits per slice respectively) code was added to ensure that slices are terminated at the end of tiles.
In addition, a new slice mode, mode 3, was added to the HM software to enable the encoding of an integer number of tiles per slice (#394: New slice mode added on the top of HM-6.0rc1).

In addition the following bug tracker issue reports related to high-level parallel processing were made to the HM.
#425: m_iNumColumnsMinus1 and m_iNumRowsMinus1 uninitialed, decoder will crash in debug mode – status: closed

#426: order of tile related SPS syntax elements – status: closed

#427: uniform_spacing_flag related code needs to be cleaned up – status: open

#428: PPS/SPS parsing dependency on tiles_or_entropy_coding_sync_idc – status: open (see JCTVC-I0113)

#430: SliceMode = 2 bug When sliceMode = 2, the encoder seems to encode the last LCU of a tile for multiple times to achieve the bytes limit. – status: closed

List of related input documents

The input documents have been identified as relevant to AHG4. The contributions, listed in this section, have been organized into six categories:
· tiles,
· wavefront parallel processing,
· tiles or wavefront and slice processing,
· other high-level parallel processing tools,
· entry point signaling and

· profile and level definition.

In discussion, it was suggested that H0520 was also relevant but had not been listed.

The sub-sections that follow list the high-level parallel processing related input documents in their respective categories.
[Horowitz request this topic after Sunday pm]
JCTVC-I0005 JCT-VC AHG report: Unified Coefficient Coding (AHG 5) [V. Sze (chair), C. Auyeung, G. Martin-Cocher, T. Nguyen, J. Sole (vice-chairs)] 
This report summarizes the unified coefficient coding ad-hoc activities between the 8th JCT-VC meeting in San Jose, US (1 to 10 February, 2012) and the current 9th JCT-VC meeting in Geneva, CH (27 April to 7 May, 2012).
A kick-off message was sent out by the chairs on March 4, 2012. It was encouraged that software be made available early for review. As of April 24, 2012, there were 18 email exchanges on the reflector relating to the work of AHG5. A document prepared by J. Sole containing a categorized list of the proposals related to coefficient coding was circulated on the reflector on April 20, 2012 to facilitate discussion; comparison tables were added to this document and are included in this AHG report.

The AHG had an active discussion on the email reflector regarding unification of context assignment table for 4x4 and 8x8 TU for luma and chroma. There are five proposals on this topic (shown in the table in Section 3.1.1). To compare these proposals, it was suggested by experts to evaluate the coding efficiency, context reduction and complexity of each proposal.
Additional results were requested for I0296 which removes the use of a template from all TU sizes. These results have been include in a table in Section 3.1.3.

A list of the contributions related to coefficient coding in this meeting, split by topic, was provided in the report (approximately 46 contributions, cross-checks not included). It was noted which proposals had software and text submitted. Tables with coding efficiency results were also provided for proposals in each section of the report.
JCTVC-I0006 JCT-VC AHG report: In-loop filtering (AHG 6) [T. Yamakage (chair), K. Chono, Y. J. Chiu, I. S. Chong, M. Narroschke, A. Norkin (vice chairs)] 
The following summarizes the In-loop filtering Ad hoc activities between the 8th JCT-VC meeting in San Jose, US (1 to 10 February, 2012) and the current 9th JCT-VC meeting in Geneva, CH (27 April to 7 May, 2012).
Mandate 1 (Study simplification and harmonization of in-loop filtering technologies) has been mainly studied in the context of CE1, CE2 and non-CE/AHG contributions for Mandate 4 (Study complexity and latency implications of in-loop filtering) to seek a possibility to provide the similar syntax structure.

As for Mandate 2 (Study the relationship between IPCM and deblocking filtering behavior), there were approximately 10 email exchanges on the JCT-VC reflector. There are 3 input contributions on mandate 2, which discusses the following 5 schemes:

· Scheme1: Use QPy regardless of I_PCM.

· Scheme2: QP coding in I_PCM regions on top of Scheme1.

· Scheme3: Use QP signalled at slice header in I_PCM regions to control the deblocking appropriately.

· Scheme4: Use -QpBdOffsetY instead of 0 in IPCM regions.

As for Mandate 3 (Clean up and stabilize the HM software, the draft text and the HM encoder description on non-deblocking in-loop filtering), some volunteers (MediaTek, Qualcomm and Toshiba) cleaned up the Option 2 software and the draft text studied in the context of Mandate 4 (JCTVC-I0157).

As for Mandate 4 (Study complexity and latency implications of in-loop filtering),
SAO-related AHG6 activities are reported in the CE1 summary report, JCTVC-I0021.

Based on CE2 results on ALF, the following three Options on ALF were studied in order to seek the best trade-off between complexity and coding efficiency:

· Option1: Nothing in APS, new filter or codebook filter or off in LCU (no BA/RA).

· Option2: RA/BA information and filter coefficients in APS, on/off in LCU.

· Option3: RA/BA information and filter coefficients in APS, new filter or codebook filter or selecting APS filter or off in LCU.

An announcement of this activity and its experimental results (Cf. JCTVC-I0157) were reported to the JCT-VC main reflector. Several companies supported Option2 to replace the current ALF within the email discussion among CE2 participants since they thought Option2 is the trade-off between complexity and coding efficiency, however, some concern about error resilience and/or overhead by using APS signalling was raised, which should be discussed during the meeting. Detailed activity is reported in the attached slides.

In addition, filter shapes, coefficient expression, RA/BA comparison and simplification of filter application are contributed to this meeting.

A significant amount of analysis was included in the report. It also reviewed the relevant contributions to the current meeting.
JCTVC-I0007 JCT-VC AHG report: Memory bandwidth restrictions in motion compensation (AHG7) [T. Suzuki (chair)] 
(Discussed prior to upload.)
TBA

Proposals of two categories…
· level-specific constraints
· Disable
· Changing decoding process
During discussion, it was asked whether any of the suggested methods (e.g. MV rounding) have a subjective impact.
JCTVC-I0008 JCT-VC AHG report: Profile and level definitions (AHG 8) [M. Horowitz, K. McCann (co-chairs), T. Suzuki, T.K. Tan, W. Wan, Y.-K Wang, T. Yamakage (vice-chairs)]
This document reports on the work of the JCT-VC ad hoc group on Profile and level definitions (AHG8) between the 8th JCT-VC meeting in San Jose (1–10 February, 2012) and the 9th JCT-VC meeting in Geneva (27 April – 7 May 2012).
The report reviewed the relevant email discussions and input contributions.

TBA

It was remarked that I0409 and I0520 are also relevant to the analysis.

JCTVC-I0009 JCTVC AHG Report: Video test material selection (AHG9) [T. Suzuki (chair)]
There was no activity on the reflector on this AHG. However it would be better to continue to collect test materials especially for non-4:2:0, n-bit test materials. One relevant contribution was identified: JCTVC-I0513 [K. Sugimoto, A. Minezawa (Mitsubishi)] New 4K test sequence for HEVC extension.
JCTVC-I0010 JCT-VC AHG report: Loss robustness (AHG10) [S. Wenger (AHG chair)] M. Coban, Y. W. Huang, P. Onno, Y.‑K. Wang (vice‑chairs)

There was no organized activity of this AHG on loss robustness during this meeting cycle.
JCTVC-I0011 JCT-VC AHG report: High-level syntax (AHG11) [Y.-K. Wang (chair), J. Boyce, Y. Chen, M. M. Hannuksela, K. Kazui, T. Schierl, R. Sjöberg, T. K. Tan, W. Wan, P. Wu (vice chairs)] 
This report summarizes the activities of the high-level syntax ad hoc group (AHG11) between the 8th JCT-VC meeting and the 9th JCT-VC meeting, and lists the related input documents submitted to this meeting according to their topics and also notes the relationship of this AHG to other related AHGs.

The AHG recommended that the JCT-VC discusses the issue of NAL unit allocation and seeks a cleanup.
WP signalling contributions were suggested to be considered for recategorization as HLS.

Re-categorize documents in HL syntax category as suggested in AHG report.
Documents that refer to signalling information related to coding tools should firstly be reviewed in the corresponding coding tool category before defining the best place of signalling.
I0499 was noted to be missing an IPR declaration.

JCTVC-I0012 JCT-VC AHG report: Hooks for scalable coding (AHG12) [J. Boyce (chair), J. Kang, J. Samulesson, W. Wan, Y.-K. Wang (vice-chairs)]

Approximately 20 contributions were noted to be relevant. It was suggested to coordinate with MPEG’s 3DV activity and the High Level Syntax AHG.
JCTVC-I0013 JCT-VC AHG report: Lossless Coding (AHG13) [W. Gao (chair), K. Chono, J. Xu, M. Zhou, P. Topiwala (vice chairs)]
Various (4) bugs/problems that need to be fixed (software & spec). Most relevant are a conflict between lossless coding and sign data hiding, and problem with filter at CU boundary.
This report summarized activities related to AHG on Lossless Coding (AHG19) between the 8th and the 9th JCT-VC meeting.
During the interim period between 8th and 9th JCT-VC meeting, lossless coding has been integrated into HM6.1 software and also HEVC Committee Draft (JCTVC-H1003).

In the current JCT-VC meeting, there were noted to be three contributions on new coding tools to improve the compression efficiency for HEVC lossless coding, two contributions on cross verification of these new tools and four contributions on bug fixes related to lossless coding.
JCTVC-I0014 AHG report: Chroma format support (AHG 14) [D. Flynn, D. Hoang, K. McCann, E. Francois, K. Sugimoto, P. Topiwala]

This report summarizes the activities of Ad Hoc Group 14 on Chroma

Formats between the 8th and 9th JCT-VC meetings. Four relevant contributions were noted: A number of documents have been contributed, covering a number of areas:

· JNB comment on schedule of work JCTVC-I0496
· Per-block switching of chroma formats JCTVC-I0336, JCTVC-I0272
· Traditional approach JCTVC-I0521
· Future directions JCTVC-I0108

A relevant USNB input was also noted to have been submitted.
JCTVC-I0015 JCT-VC AHG report: Reference picture buffering and list construction (AHG15) [R. Sjöberg, Y. Chen, Hendry, T.K. Tan, W. Wan, Y.-K. Wang]
This report summarizes the reference picture buffering and list construction ad-hoc activities between the 8th and the 9th JCT-VC meeting, and lists the input documents to this meeting related to this ad-hoc group.
A common conditions test case description for reference picture buffering and list construction proposals H0725 was finalized after the meeting and was uploaded on February 22. It consists of eight "random access" test cases and five "low-delay" test cases. Test case 2.8 and 3.5 were added at the 8th meeting in San Jose. Short descriptions of these test cases were provided in the report.
Anchor source code supporting all H0725 test cases was made available on April 26 in the HM-6.1-dev-ahg15 branch. A config file for each test case is available in HM-6.1-dev-ahg15/cfg/JCTVC- H0725/. Most test cases are supported by only config file changes but cases 2.6, 3.3 and 3.4 contain source code changes as well.

Due to lack of time anchors were not generated.

The HM-6.1-dev-ahg15 source code contains bit count functionality. It reports the number of bits spent on reference picture set and reference picture lists in a bit stream. This includes SPS, PPS and slice header syntax.
The overhead bit usage for RPS syntax for various test cases were tabulated in the report. The overhead was somewhat higher for higher QP values, and generally in the range of 0.0 to 0.4% (on average across a set of relevant source material classes). Some of the test cases used 1500 byte slices and thus sometimes had multiple slices per picture.

Related input contributions to the current meeting were listed in the report.

JCTVC-I0016 JCT-VC AHG report: Subjective impact of quantization (AHG16) [M. Mrak (chair), C. Auyeung, A. Norkin, K. Sato, J. Zheng (vice-chairs)]
This report summarizes the activities of the Ad Hoc Group on Subjective impact of quantization between
the 8th JCT-VC meeting held in San Jose in Febr uary 2012 and the current meeting in Geneva.
Core experiment related to the mandates of this AHG, i.e. CE4 on Quantization matrices, was withdrawn in March, as all proponents withdrawn their proposal s to be tested. However, inputs to this meeting include 3 non-CE4 proposals on quantization matrices. Other reported activities directly related to subjective quality include investigation of tools for intensity dependant quanti zation and harmonisation of quantization matrices and deblocking filtering.
This report also lists contributions that are related to quantization, but do not have obvious impact or results on subjective quality. These tools include coding and signalling of quantization matrices, as well as simplification of dequantization by removal of clipping.
Relevant proposals were listed and categorized as follows:

· Intensity dependent quantization (1 proposal, 2 cross-checks)
· Quantization matrices (3 proposals, 2 cross-checks)
· Coding and signalling of quantization matrices (8 proposals, 2 cross-checks)
· Other quantization-related contribution (2 contributions, 1 cross-check)
The recommendations of the AHG were:
· Review tools for intensity dependent quantization.
· Review interaction of quantization matrices and deblocking filters.
· Review new quantization matrices proposed at this meeting, considering the subjective impact.
· Organize visual tests, if needed, after review of proposals.
· Then review other related proposals.
3 Project development, status, and guidance
3.1 Draft text specification improvements
JCTVC-I0030 Suggested bug-fixes for HEVC text specification draft 6 [B. Bross (HHI)]

TBR
JCTVC-I0032 Bug fix to missing definition of chroma quantization parameter in Ticket 441 [K. Chono (NEC)]

Already integrated into I0030.
JCTVC-I0033 Bug fix to Ticket 366 on incorrect definition of intra luma prediction mode of I_PCM [K. Chono (NEC)]

TBR
JCTVC-I0034 Suggested texts for Tickets 347, 356, 366, 434, 441, 443, 463, 471 and 483 on I_PCM [K. Chono (NEC)]

Clarification – editorial. TBR
4 Core experiments

4.1 CE1: Sample adaptive offset filtering
4.1.1 Summary

JCTVC-I0021 CE1: Summary report of Core Experiment on sample adaptive offset filtering [Y.-W. Huang, E. Alshina, I. S. Chong, W. Wan, M. Zhou (CE coordinators)]
Two phases: The first phase was to test individual proposals. According to results of the first phase, promising proposals including non-CE1 proposals released by March 29, 2012, were chosen for integration in the second phase. Although the second phase was conducted by the participants in CE1, it should be regarded as AHG6 activity.
CE1 Test1.5.1, JCTVC-I0161 [MediaTek]
Tool description: For interleaving mode, if luma is off in one LCU, two chroma components of the LCU must be off and do not send anything for chroma.

Purpose: Coding efficiency improvement

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· Luma gains are good, but chroma losses are undesirable.
· Some other proposals related to SAO LCU on/off coding seem to be better.

Recommendation: No further action in CE1 before the 9th JCT-VC meeting
CE1 Test1.5.2, JCTVC-I0161 [MediaTek]
Tool description: For interleaving mode, if luma is off in one LCU, two chroma components of the LCU must be off on the encoder side. CE1 Test1.5.2 is viewed as non-normative CE1 Test1.5.1.
Purpose: Information sharing

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· Forcing chroma off when luma is off in a non-normative way may not a good idea.

Recommendation: No further action in CE1 before the 9th JCT-VC meeting
CE1 Test2.2.1, JCTVC-I0160 [Samsung, Qualcomm, MediaTek]
Tool description: For interleaving mode, send one explicit edge offset per component per LCU and derive the rest three edge offsets
Purpose: Coding efficiency improvement

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· The loss for 64x64 seems too high.

· The proponent also tested Main/HE10-AI/RA/LP and reported 0.1%, 0.3%, and 0.3% average luma gains for 64x64, 32x32, and 16x16, respectively.
Recommendation: Further study in CE1 phase 2
CE1 Test2.2.2, JCTVC-I0160 [Samsung, Qualcomm, MediaTek]
Tool description: For interleaving mode, send two explicit edge offsets per component per LCU and derive the rest two edge offsets
Purpose: Coding efficiency improvement

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· The loss for 64x64 seems too high.

· The proponent also tested Main/HE10-AI/RA/LP and reported 0.0%, 0.1%, and 0.2% average luma gains for 64x64, 32x32, and 16x16, respectively.
Recommendation: Further study in CE1 phase 2
CE1 Test3.1, JCTVC-I0136 [Panasonic]

Tool description: Reduce the offset magnitude by half for BO, which is non-normative and encoder-only.
Purpose: Subjective quality improvement

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· The proponent requested to conduct subjective testing for this proposal in the 9th JCT-VC meeting and compare this proposal with JCTVC-I0137.

Recommendation: Further study in the 9th JCT-VC meeting

CE1 Test3.2, JCTVC-I0136 [Panasonic]

Tool description: Weaken offset values near LCU boundaries for BO.
Purpose: Subjective quality improvement

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· The proponent requested to skip subjective testing for this proposal and conduct subjective testing for JCTVC-I0137 in the 9th JCT-VC meeting.

Recommendation: No further action in CE1 before the 9th JCT-VC meeting

CE1 Test3.3, JCTVC-I0136 [Panasonic]

Tool description: Weaken offset values near band boundaries for BO.
Purpose: Subjective quality improvement

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· The proponent requested to skip subjective testing for this proposal and conduct subjective testing for JCTVC-I0137 in the 9th JCT-VC meeting.

Recommendation: No further action in CE1 before the 9th JCT-VC meeting

CE1 Test3.4, JCTVC-I0136 [Panasonic]

Tool description: Weaken offset values near both LCU and band boundaries for BO.
Purpose: Subjective quality improvement

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· The proponent requested to skip subjective testing for this proposal and conduct subjective testing for JCTVC-I0137 in the 9th JCT-VC meeting.

Recommendation: No further action in CE1 before the 9th JCT-VC meeting
Note: 3.2-3.4 imply normative changes, but there is a non-CE extension of these methods that is claimed to be better. Subjective gain is claimed for some sequences.
CE1 Test4.1, JCTVC-I0161 [MediaTek]
Tool description: For APS mode, remove run prediction.
Purpose: Complexity reduction

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· The loss is small, and removing run prediction can save run line buffer.

Recommendation: Further study in CE1 phase 2
CE1 Test4.2, JCTVC-I0161 [MediaTek]
Tool description: For APS mode, allow changing SAO parameters per region of MxN pixels, where M and N are signaled and the region size must be larger than or equal to 64x64, 128x128, and 256x256 for levels 1-4.3 (classes B-F), 5-5.2 (class A), 6-6.2, respectively.
Purpose: Complexity reduction

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· The loss is small, and this proposal can reduce at least 93.75% offset memory size of one picture.

Recommendation: Further study in CE1 phase 2
CE1 Test4.3, JCTVC-I0195 [TI]

Tool description: Remove the pixel access constraint for the interleaving mode.
Purpose: Information sharing

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· It is desirable to improve the CE1 encoder-only non-normative pixel access constraint, especially for 16x16.

Recommendation: No further action in CE1 before the 9th JCT-VC meeting
CE1 Test4.4, JCTVC-I0196 [TI]
Tool description: For interleaving mode, remove merge-up.
Purpose: Complexity reduction
 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· Removing merge-up cannot reduce offset line buffer in all implementations.

· Results seem to be different on top of other proposals.

Recommendation: Further study in CE1 phase 2
CE1 Test4.5, JCTVC-I0196 [TI]
Tool description: For interleaving mode, remove merge-left and merge-up.
Purpose: Complexity reduction
 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· Removing merge-up cannot reduce offset line buffer in all implementations.

· Results seem to be different on top of other proposals.

Recommendation: Further study in CE1 phase 2
CE1 Test5.1, JCTVC-I0377 [Motorola, Samsung]
Tool description: For interleaving mode, four edge offset classes are reduced to only one; offset index equal to zero corresponds to non-zero offset value; pixel processing is described as follows.
· C: current pixel before applying EO
L: one of the two neighbors
R: one of the two neighbors
O: offset
V: current pixel after applying EO
· If 2C>(L+R), I=(L+R)>>1
If 2C<(L+R), I=(L+R+1)>>1
If 2C=(L+R), I=C
· When C!=I,
if O applied to C brings the pixel value away from I, V=C+O
if O applied to C brings the pixel value towards I but does not pass I, V=C+O
if O applied to C brings the pixel value towards I and it passes I, V=I
· When C=I, V=C
Purpose: Coding efficiency improvement

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· This proposal is not mature for 8-bit videos.

· The proponent requested to consider this proposal in phase 2, but there was no other support.
Recommendation: No further action in CE1 before the 9th JCT-VC meeting

Note: The proponent updated their software and results in JCTVC-I0377. This is not regarded as CE1 phase 1 activity because the updated software has not been released or crosschecked.

CE1 Test5.2, JCTVC-I0377 [Motorola, Samsung]

Tool description: For interleaving mode, four edge offset classes are reduced to only one; offset index equal to zero corresponds to non-zero offset value.
Purpose: Coding efficiency improvement

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· The gains are not very interesting.

· The proponent requested to consider this proposal in phase 2, but there was no other support.

Recommendation: No further action in CE1 before the 9th JCT-VC meeting

CE1 Test6.1, JCTVC-I0378 [Motorola, Samsung]
Tool description: For interleaving mode, send N offsets in BO (N=4 for luma and N=2 for chroma) where each offset applies to a set of pixels values (offset bands). The N offset bands are derived from the statistics of a subset of pixels inside the LCU, where the subset of pixels are not affected by deblocking.
Purpose: Coding efficiency improvement

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· Luma coding efficiency is sacrificed to achieve chroma gains, and big losses are shown for class F.

· The proponent requested to consider this proposal in phase 2, but there was no other support.

Recommendation: No further action in CE1 before the 9th JCT-VC meeting

CE1 Test6.2, JCTVC-I0379 [Motorola, Samsung]

Tool description: For interleaving mode, send SAO LCU on/off flag first to select between on and off; then send SAO type selection flag to select between BO and EO.
Purpose: Coding efficiency improvement

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· Gains are small, but the changes are also very small.

· The proponent requested to consider this proposal in phase 2, and one non-proponent showed support.

Recommendation: Further study in CE1 phase 2
Agreement: Proposals that are flagged as “no action in CE1” do not need to be considered (no presentation necessary).

In addition, some new proposals that were available early enough (March 29) were considered together with the CE proposals in phase 2. Among these, “test 8” (JCTVC-I0193) is considered interesting.

AHG6 Test8, JCTVC-I0193 [TI]
Tool description: For interleaving mode, first send an index to represent SAO LCU on/off flags of three color components; avoid sending merge-left or merge-up flag when the left or upper neighbor is off.
Purpose: Coding efficiency improvement

 SHAPE  \* MERGEFORMAT 



Comment(s) from CE1 members:

· Both luma and chroma gains are good.

· The index design could be an over-fitting to common test conditions.
Recommendation: Further study in CE1 phase 2

Goals of CE: Lower memory usage, and reduce the gap in compression performance between the previous picture-based SAO and the LCU-based SAO adopted by last meeting.

APS mode: CE1 test 4.1 and 4.2 (JCTVC-I0161) removes 1 line buffer and reduces offest memory by 93% with little loss of compression performance (0.1% luma)
Interleaving mode AHG Test 8 (JCTVC-I0199) is the best solution, and reduces the gap between APS mode and interleaving mode.
Interleaving mode is worse than APS mode in particular for small CU sizes. Reasons for this could be larger number of parameters, and degree of encoder optimization (picture level optimization is done in APS mode, which gives approx. 0.2% in 64x64, 0.5% in 32x32, 1% in 16x16).

One general question is whether we would keep both (APS and interleaving) modes. Some NBs request to keep only one.
If only one mode, it should be the interleaving mode (agreed)

Signal processing is identical in both modes

APS mode is introducing dependencies between the slices of a picture.

16x16 LCU case is not really relevant (particularly for picture-based optimization). For 32x32, APS mode is 1.3% better than interleaving (which is reduced by 0.5% when APS would not do picture-based optimization)

There are further contributions that indicate a clear tendency that interleaving mode becomes better. This should be further investigated in a CE

Decision: Remove APS mode, i.e. keep only interleaving mode (but keep encoder-side picture based optimization as an option as alternative to LCU based which should be the default in common test condition). RDO bug fix was integrated (I0563)

BoG to identify relevant contributions from non-CE category, I0199 would be a prominent candidate for further improvements and to be considered in the BoG in relation to other proposals

Subjective viewing? Possibly to identify whether there is a problem with blocking artifacts at LCU boundaries, for which several non-CE solutions are suggested. Before embarking a CE on this, it should be confirmed by subjective viewing session that this problem is relevant (can be done later, e.g. Weekend before the end of meeting).

JCTVC-I0563 CE1: SAO RDO search fix tested during CE1 phase 2 [Yu-Wen Huang, (MediaTek), In Suk Chong, (Qualcomm), Elena Alshina, Samsung), Woo-Shik Kim, (TI), Koohyar Minoo, (Motorola)] [late] 
Decision: Adopt the interleaving mode part.
BoG to identify relevant contributions from non-CE category, I0199 would be a prominent candidate for further improvements and to be considered in the BoG in relation to other proposals

Subjective viewing? Possibly to identify whether there is a problem with blocking artifacts at LCU boundaries, for which several non-CE solutions are suggested. Before embarking a CE on this, it should be confirmed by subjective viewing session that this problem is relevant (can be done later, e.g. Weekend before the end of meeting).

Revisit after BoG – continuation of CE or further adoption of obvious improvements of interleaving mode.

4.1.2 Contributions
JCTVC-I0161 CE1: Results of Test1.5, Test4.1, and Test4.2 [C.-M. Fu, C.-W. Hsu, C.-Y. Chen, C.-Y. Tsai, Y.-W. Huang, S. Lei (MediaTek)]

JCTVC-I0491 Crosscheck of CE1 Test4.2: Region-based syntax in APS mode (JCTVC-I0161) [M. Budagavi (TI)] [late]
JCTVC-I0319 Cross-check of CE1 Test 1.5: Share Information Between Cb and Cr for SAO Interleaving Mode [D.-K. Kwon, W.-S. Kim (TI)] [late]

JCTVC-I0160 CE1, Test2.2: Reduced number of edge offsets per LCU [E. Alshina, A. Alshin, J. H. Park (Samsung), I.-S. Chong, M. Karczewicz (Qualcomm), C.-M. Fu, Y.-W. Huang, S. Lei (MediaTek)]
JCTVC-I0093 CE1: Test 2.2.1 - Cross-check of JCTVC-I0160 - Reduced number of edge offsets per LCU [A. Fuldseth (Cisco)] [late]

JCTVC-I0136 CE1: Method of removing boundary artifacts for SAO [T.Matsunobu, T.Sugio, H.Sasai, T.Nishi (Panasonic)]
JCTVC-I0318 Cross-check of CE1 Test 3: Method of Removing Boundary Artifacts for SAO [W.-S. Kim, D.-K. Kwon (TI)] [late]
JCTVC-I0399 CE1: Cross-check by Samsung for Panasonic's Tests 3.1,3.2,3.3,3.4 on removing boundary artifacts for SAO (JCTVC-I0136) [E. Alshina (Samsung)][late]

JCTVC-I0122 CE1 Test4.1: Crosscheck report of MediaTek’s removing run prediction for the APS mode [T. Matsunobu, T. Sugio, H. Sasai, T. Nishi (Panasonic)]
JCTVC-I0195 CE1 Test 4.3 : Removal of Pixel Access Constraints for SAO Interleaving Mode [W.-S. Kim (TI)]
JCTVC-I0196 CE1 Test 4.4 and 4.5: Removal of SAO Merge Flags in Interleaving Mode [W.-S. Kim (TI)]

JCTVC-I0123 CE1 Test4.4: Crosscheck report of TI’s removing sao_merge_up_flag for the interleaving mode [T. Matsunobu, T. Sugio, H. Sasai, T. Nishi (Panasonic)]

JCTVC-I0242 CE1 Test 4.5: Cross-verification of Removal of SAO Merge Flags in Interleaving Mode (JCTVC-I0196) [P. Chen, W. Wan (Broadcom)]

JCTVC-I0377 CE1 Test 5.1/5.2: Modified EO offset operation and coding of offsets [K. Minoo, D. Baylon (Motorola), E. Alshina, A. Alshin, J. H. Park (Samsung)]
JCTVC-I0317 Cross-check of CE1 Test 5.1: Modified EO Offset Operation [W.-S. Kim, D.-K. Kwon (TI)] [late]
JCTVC-I0398 CE1 Test 5.2: Cross-check of Modified EO offset operation and coding of offsets (JCTVC-I0377) [K. Andersson (Ericsson)]
JCTVC-I0378 CE1 Test 6.1: Harmonization of LCU-based SAO [K. Minoo, Y. Yu, D. Baylon, L. Wang (Motorola), E. Alshina, A. Alshin, J.-H. Park (Samsung)]
JCTVC-I0379 CE1 Test 6.2: Coding of SAO Type [K. Minoo, D. Baylon (Motorola), E. Alshina, A. Alshin, J.-H. Park (Samsung)]

JCTVC-I0481 CE1, test6.2: Cross-check of JCTVC-I0379 - Coding of SAO Type [A. Fuldseth (Cisco)] [late]
4.2 CE2: Adaptive loop filtering
4.2.1 Summary
JCTVC-I0022 CE2: Summary report of Core Experiment on Adaptive Loop Filtering [T. Yamakage, M. Budagavi, I. S. Chong, M. Narroschke, Y.-W. Huang]

Subtest a: Signalling APS mode vs. interleaved mode. Problem: Current HM signals the LCU related ALF data in the slice header, which introduces latency

In APS mode, 1 or 16 sets of filter coefficients are transmitted once per picture (coefficients determined from previous picture)

· Option 1 – interleaving (i.e. 1 set of filter coefficients encoded with LCU data)

· Option 2 – 1 or 16 sets with APS, enabling/select with LCU data

· Option 3 – same as 2, but additional option to encode 1 set of individual coefficients with LCU.

Option 1 is always using the same filter

Options 2 and 3 can be operated in RA and BA mode

Complexity-wise, Option 1 and option 2 RA are similar (using same filter without switching within LCU). BA mode decides about the filter for each 4x4 block. Overall gain of BA mode vs. RA mode is small (0.2-0.3% average), but the gain is higher for RA configuration and particularly class A.

Subtest b: Simplification of ALF signalling

Remove run prediction: No loss

Explicit k table signaling: Small loss

Prediction of coefficients (two versions within filter or between filters): No loss

(Prediction of center coefficient cannot be skipped without loss)

QP dependent quantization of filter coefficients: Small loss

Recommendation: Adopt all simplifications from subtest 3 (include doc numbers from CE summary) Decision: Agreed.

Subtest c: Number of classes in BA mode

CE2.c.1-1 studied the reduction of number of filter coefficients in non-normative means (i.e., encoder restriction).

CE2.c.1-2 studied the reduction of number of filter coefficients in normative means (i.e., specification change). In addition, additional results by reducing computation for filter classification are provided.

CE2.c.2 studied the reduction of number of filter coefficients in normative means (i.e., specification change), where the number is adaptively selected from 1, 4, or 6.
Note: The test was done for HM6 which is hybrid RA/BA – subtest c as investigated in CE does not need consideration, as this is not a relevant case.

Subtest d: Number of regions in RA mode
Note: The test was done for with an HM5 like signaling. The results are therefore not fully conclusive. The main benefit would be reduction of cache size, but losses.

No gain for RA with 64 regions. 16 regions should be kept.

Subtest e: Depth of LCU division for filtering control

It is found that LCU-level control is sufficient. Decision: Adopt LCU-level control (JCTVC-I0213)

Subtest f: Line memory reduction fix at independent slice and tile boundaries

Suggested to skip the VB padding at LCU boundaries that are at tile boundaries (as it is done already at the picture boundary).

Adopt if it is confirmed that a visual problem exists at tile boundary; otherwise do not adopt and also consider to remove the case of different processing at picture boundaries, as it would be desirable to have identical LCU processing steps everywhere. (no action according to notes under ALF viewing report 585)
Subtest g: Encoder complexity reduction for LCU-based optimization
Only applies to Option 1 or 3 of subtest a. Loss of 0.1-0.3% Could be interesting for a true low-latency mode (non-normative).

Subtest h: Reuse luma filter coefficients in chroma filtering for LCU-based optimization

Only applies to Option 1 or 3 of subtest a.
Loss in luma (0.1-0.2%) but gain in chroma (0.7%+). In total, marginal shift of BD performance

Subtest i: Combination subtests

All signalling and signal processing modification in JCTVC-H0066 are tested. These modifications include combination of CE2.a.1, CE2.b.1-4, CE2.c.1, CE2.e.1 and CE2.h.1 conceptually.

No additional information can be drawn from this.
Option 1 (LCU based) vs. Option 2

pro O1: less dependency, better error resilience

con O1: Worse coding performance, additional memory for filter coefficients (filter coefficients are CABAC coded, potential throughput problems)

pro O2: Better coding performance, particular better support of frame optimization

con O2: see pro O1

Problem of secure network transmission of APS? Can we know if APS was lost? This must be resolved in context of HL syntax

Decision: Adopt option 2

Preliminary decision: O2 with RA mode is the best solution that is currently available.

Perform subjective tests: Current Main Profile RA & LDB, vs. same with ALF/O2RA on

Class B + A/E, QP 37 QP32

Experts viewing with non-proponents, comparison made on a 5-grade scale (worse - slightly worse –equal – slightly better – better.

4.2.2 Contributions

Test 1
JCTVC-I0249 CE2.a.1: Signalling mode change from slice header mode to interleaving mode [I. S. Chong, M. Karczewicz (Qualcomm), C.-Y. Chen, C.-Y. Tsai, C.-M. Fu, Y.-W. Huang, S. Lei (MediaTek), T. Yamakage, T. Itoh, T. Watanabe, T. Chujoh (Toshiba)]
JCTVC-I0243 CE2.a.1: Cross-verification [P. Chen, W. Wan (Broadcom)]
JCTVC-I0042 CE2.a.2: Additional signaling of picture-level ALF coefficients on top of CE2.a.1 (LCU interleaved signalling) [T. Yamakage, T. Itoh, T. Watanabe (Toshiba), C.-Y. Chen, C.-Y. Tsai, C.-M. Fu, Y.-W. Huang, S. Lei (MediaTek), I. S. Chong, M. Karczewicz (Qualcomm)] [late]

JCTVC-I0222 Crosscheck of CE2.a.2: Additional signaling of picture-level ALF coefficients on top of CE2.a.1 (JCTVC-I0042) [M. Budagavi (TI)] [late]
JCTVC-I0173 CE2: Results of CE2.b.1, CE2.g.1, and CE2.h.1 [C.-Y. Chen, C.-Y. Tsai, C.-M. Fu, Y.-W. Huang, S. Lei (MediaTek)]

JCTVC-I0248 CE2.b.2: Removing explicit K table signaling [I. S. Chong, M. Karczewicz (Qualcomm), C.-Y. Chen, C.-Y. Tsai, C.-M. Fu, Y.-W. Huang, S. Lei (MediaTek), T. Yamakage, T. Itoh, T. Watanabe, T. Chujoh (Toshiba)]
JCTVC-I0089 CE2: Results for CE2.b.1, CE2.b.2, CE2.c.1, CE2.h.1, CE2.i.1 [A. Fuldseth (Cisco)]

JCTVC-I0038 CE2.b.3: Necessity of alf_pred_flag [T. Yamakage, T. Itoh, T. Watanabe (Toshiba)]

JCTVC-I0039 CE2.b.4 Necessity of alf_nb_pred_luma_flag [T. Yamakage, T. Itoh, T. Watanabe (Toshiba)]

JCTVC-I0497 CE3: Cross-check of CE2.b.3 & CE2.b.4 (JCTVC-I0038 & JCTVC-I0039) [K. Ugur, O. Bici (Nokia)] [late]
JCTVC-I0040 CE2.b.5: Qp dependent quantization of ALF coefficients [T. Yamakage, T. Itoh, T. Watanabe (Toshiba)]

JCTVC-I0241 CE2.b.5: Cross-verification of QP dependent quantization of ALF coefficients (JCTVC-I0040) [P. Chen, W. Wan (Broadcom)]

JCTVC-I0212 CE2.c.1 Reduction of number of filter classes in ALF BA mode, by changing class mapping table and using HM6.0 encoding algorithm [P. Lai, F. C. A. Fernandes (Samsung)]

JCTVC-I0250 CE2.c.1: Reducing number of filters of BA (Encoder only) [I. S. Chong, Karczewicz (Qualcomm)]
JCTVC-I0365 CE2.c.1: Cross-check of reducing number of filters of BA (JCTVC-I0250, JCTVC-I0212) [T. Ikai (Sharp)]

JCTVC-I0098 CE2.c.1-1: Test of maximum number of BA filters of 10 [T. Yamakage, T. Itoh, T. Watanabe (Toshiba)]

JCTVC-I0054 CE2.c.2: Reduction of number of filter classes in BA mode with having flexible directional features [M. Matsumura, S. Takamura, A. Shimizu (NTT)]

JCTVC-I0064 CE2 C.2: crosscheck on reduction of number of filter classes in BA mode (JCTVC-I0054) [K. Sugimoto, A. Minezawa, S. Sekiguchi (Mitsubishi)]

JCTVC-I0041 CE2.d.1: Number of regions in RA mode [T. Yamakage, T. Itoh, T. Watanabe (Toshiba)]

JCTVC-I0240 CE2.d.1: Cross-verification of Number of regions in RA mode (JCTVC-I0041) [P. Chen, W. Wan (Broadcom)]
JCTVC-I0213 CE2.e.1 Reduction of depth of LCU division for filtering control [P. Lai, F. C. A. Fernandes (Samsung)]
JCTVC-I0099 CE2.e.1: Cross-check of reduction of depth of LCU division for filtering control (maximum CU division depth of 2) [T. Yamakage, T. Itoh, T. Watanabe (Toshiba)]

JCTVC-I0223 Crosscheck of CE2.f: Line memory reduction fix at tile boundaries (JCTVC-I0167) [M. Budagavi (TI)] [late]
JCTVC-I0100 CE2.i.1: Cross-check of combination test of CE2.a.1, CE2.b.1-4, CE2.c.1, CE2.e.1 and CE2.h.1 [T. Yamakage, T. Itoh, T. Watanabe (Toshiba)]

JCTVC-I0167 CE2: Line memory reduction fix at tile boundaries [S. Esenlik, M. Narroschke, T. Wedi (Panasonic)]

According to visual testing, no action.
4.3 CE3: Coefficient scanning and coding
4.3.1 Summary
JCTVC-I0023 CE3: Summary report of Core Experiment on coefficient scanning and coding [V. Sze, T. Nguyen, K. Panusopone, Y. Piao, J. Sole (CE coordinators)]
During the opening discussion, it was suggested to first make a decision between two basic types of coefficient coding proposals before proceeding with full discussion of the contributions in each of the two types.

Neighbouring or template based context selection for significance maps.

e.g. I0296 vs. I0406 vs. the current mixed HM approach.

AI/RA/LD −0.8/−0.5/−0.2% impacts for I0406 template-based (similar to H0228).

AI/RA/LD +0.1/+0.1/+0.1% impacts for I0296 position-based, with a parallelism and general complexity advantage.

A somewhat more parallel-friendly version of H0228 was also tested in the CE. For two-bin parallelism the gain would drop to −0.3/−0.2/−0.1% (and with more parallelism, more loss).

It was asserted that the H0228 scheme has more gain at high bit rates than at lower bit rates.

The current approach is something of a mixture of these two approaches, with the template approach (i.e. the more parallel-friendly approach) for the 4x4 and 8x8 block sizes and the position-based approach for all others.
The current mixed approach would require more text (probably not a significant issue).

It was remarked that at high bit rates, the complexity advantage would have a noticeable impact on run-times.
Decision: Use position-based significance map encoding.
The other issue in the CE is I0303.
4.3.2 Contributions
JCTVC-I0174 CE3.1.2: Parallel context assignment for significance map coding [T.-D. Chuang, C.-W. Hsu, C.-Y. Chen, Y.-W. Huang, S. Lei (MediaTek)]

JCTVC-I0443 CE3: Cross-check results for subtest 3.1.2 ( I0174 & H0286 ) [W. -J. Chien (Qualcomm)]

JCTVC-I0051CE3: Cross-check of Parallel context assignment for significance map coding (H0286) by Mediatek [C. Rosewarne, V. Kolesnikov, M. Maeda (Canon)]

JCTVC-I0203 CE3: Test results for Subtest 3.1.3. (H0352) [V. Sze (TI)]

JCTVC-I0442 CE3: Cross-check results for subtest 3.1.3 (I0203 & H0352 ) [W. -J. Chien (Qualcomm)]
JCTVC-I0547 CE3: Cross-check results for subtest 3.1.2 and 3.1.3 (H0228) [J. Chen, J. Sole (Qualcomm)] [late]

JCTVC-I0312 CE3: Cross-check results for subtest 3.1.4 (H0427) [H. Sasai, K. Terada, T. Nishi (Panasonic)] [late]

JCTVC-I0048 CE3: Subtest 1 - Cross-check of JCTVC-H0427 (Method 2 – 4 Bins) [C. Yeo, Y. H. Tan (I2R)]

JCTVC-I0303 CE3 subtest 2.1: context assignment for parallel coefficient level coding [W.-J. Chien, J. Chen, J. Sole, M. Karczewicz (Qualcomm)]

Proposes to remove a dependency on two consecutively coded bins, as previously proposed in H0550.
The reported coding efficiency impact was 0.1–0.2% loss.

It was discussed whether the overall complexity benefit is substantial.
It was suggested that some other proposals are related – i.e. would limit the claimed benefit, as they would reduce the average or worst-case usage. Those other proposals were discussed, and this subject was then discussed again.
No action taken.
JCTVC-I0206 CE3: Cross-check results for Subtest 3.2.1 (H0550 / I0303) [V. Sze (TI)] [late]
The cross-check report notes that the initialization values for CABAC were modified. It was remarked that the measured coding efficiency loss might be larger if this was not done. The proponent of I0303 indicated that there would not really be a significant difference due to this.

JCTVC-I0406 CE3: Report for CE3 Subtest 3 [T. Nguyen, H. Kirchhoffer, C. Bartnik, D. Marpe (Fraunhofer HHI)]

JCTVC-I0047 CE3: Subtest 3 - Cross-check of JCTVC-H0228 [C. Yeo, Y. H. Tan (I2R)]

JCTVC-I0307 CE3: Cross-check results for subtest 3.3.1 (H0228) [Y. Piao, E. Alshina, J. H. Park (Samsung)]

JCTVC-I0310 CE3: Cross-check results for subtest 3.3.4 (H0228) [Y. Piao, E. Alshina, J. H. Park (Samsung)]

JCTVC-I0324 CE3 test 3: Parallelization with bit-plane coding (H0228) [J. Sole, V. Seregin, W.-J. Chien, J. Chen, M. Karczewicz (Qualcomm)]

JCTVC-I0207 CE3: Cross-check of JCTVC-I0324 on parallelization with bit-plane coding [V. Sze (TI)] [late]
JCTVC-I0469 CE3: Cross-check of Subtest 3 on Parallelization and Throughput [N. Nguyen, T. Ji, D. He, G. Martin-Cocher] [late]

4.4 CE4: Quantization matrices
4.4.1 Summary
This CE was cancelled.

4.4.2 Contributions

This CE was cancelled.

5 Non-CE Technical Contributions

5.1 Clarification and Bug Fix Issues

5.2 HM settings and common test conditions
No contributions were noted to be specific to this subject area.
5.3 HM coding performance
JCTVC-I0407 Compression Performance of HEVC WD6 based on ITU-R Rec. BT.1210 K. Kawamura, T. Yoshino, S. Naito (KDDI)

JCTVC-I0409 Comparison of Compression Performance of HEVC Draft 6 with AVC High Profile [B. Li (USTC), G. J. Sullivan, J. Xu (Microsoft)]

JCTVC-I0461 On HEVC still picture coding performance [J. Lainema, K. Ugur (Nokia)] [late]

JCTVC-I0595 Performance Comparison of HM 6.0 with Existing Still Image Compression Schemes Using a Test Set of Popular Still Images [T. Nguyen, D. Marpe (Fraunhofer HHI)] [late]
(mentioned in context of JCTVC-I0063 - not reviewed in detail)
5.4 Profile/level definitions (for version 1 of HEVC)
[Also to consider I0118 (mandatory "sub-picture" requirement).]

Input from WG11 parent body: Various NB comments received that affect version 1
M24728

XXNB believes it is important for the base spec of HEVC to be designed so that simple extensions can be developed without major implications on the overall design and coding efficiency.

For instance, XXNB is aware that inter prediction and inter-view prediction cannot be used in one single picture if the modification for 3D extension were limited to high-level syntax based on the HEVC CD specification. Detail of the issue is found in I0353 and I0436.

As this issue may have a serious impact on the overall design and potential deployment of HEVC 3D extension, XXNB requests WG11 to consider changes to the current HEVC design in order to resolve this issue, while keeping the schedule of HEVC FDIS. Furthermore, close discussion between MPEG video experts working on 3D and JCT members is encouraged.
Discussion: Relates to I0353 and I0436.
Revisit after consideration of I0353 and I0436.

M24901
Comment on the timeline

The XXNB considers that the respect of the current HEVC standardization timeline will enable a strong adoption and a quick deployment of HEVC as a successful international standard.
In this context, the XXNB proposes that an initial set of profiles is made available to the industry by January 2013.

Comment on profiles

Number of profiles

The XXNB notes that the CD of the HEVC standard has been issued with the definition of one single profile mainly focusing on a reasonable complexity design.
A number of efficient coding tools requiring higher complexity are not part of this profile.
The XXNB recommends the definition of at least one additional profile aiming at applications supporting higher complexity and recommends considering the inclusion of such tools in that new profile for the HEVC specification.
Discussion: Revisit after consideration of the specific features that might justify this.
Parallel decoding

The XXNB believes that support of parallel decoding is of paramount importance for the success of HEVC, especially for higher video resolutions.
In this context, the XXNB believes that, for higher levels of HEVC profiles, parallel tools usage shall be mandatory so that a given level of parallel processing is guaranteed.

We propose that these tools become mandatory for the main profile starting at level 4.1
Discussion: Revisit after consideration of the specific features that might justify this.
M25093
JCTVC-I0557 CANNB comments on HEVC profiles [G.Martin-Cocher, L.Winger] [late] [miss]

Context

The XX national body has reviewed some of the tools included in and excluded from the main profile, during the 99th mpeg meeting. Having in mind the definition of a general profile with a good trade-off between compression efficiency, subjective gains and complexity increase, the XX National Body recommends to modify the main profile according to the below comments.
Comments

On tiles, slices and entropy slices
The benefits of parallel processing tools come with a complexity penalty that is not negligible on the decoder. The current main profile allows those tools to be used in conjunction (tiles, slices and entropy slices).
In particular the XX National Body expresses some concerns on:

· the impact of tiles on the visual quality of tile based encoded sequences.

· the complexity increase inherent with the support of multiple tiles (breaking prediction at the boundaries) in particular on constrained terminal


· the usage of tiles for small resolution seems limited

· the mandatory usage of multiple slices.

· the redundancy of functionalities and tools.

The XX National body recommends that tiles would not be included in the main profile. If tiles and slices are mandated in the main profile, no restriction on the minimum number of slices and/or tiles should be required.
The XX National body recommends that no restriction on the minimum number of slices and/or tiles should be required in a future 4:2:2 10 bit profile or in any profiles that would be defined.
Discussion: TBR (there is no such restriction in draft 6).

The XX National body further recommends that entropy slices would not be included in the main profile in particular if tiles is supported.

Discussion: TBR (Draft 6 main profile does not support entropy slices).
On the lossless mode

In the current design the lossless mode at the CU level is impeded by the deblocking filter and by the definition of deltaQP that depends on the availability of residuals. As such the lossless mode is not exactly lossless. Further in ISO/IEC 14496-10, the lossless mode was possible at the macro-block level but this feature was not commonly used in the industry. The use cases for a CU level lossless mode remains unclear. The XX national body recommends that the lossless mode is to be applied at the picture or slice level but not at the CU level until the aforementioned problem is solved.
Response: This was resolved in relation to contribution I0529.
On ALF, WPP and LMChroma

The XX national body consider that these three tools do not provide a good trade-off between complexity increase and compression or subjective improvement and recommends that those tools remain out of the main profile.

Discussion: TBR (Draft 6 main profile does not support these features).

It was remarked that I0557 and I0585 are relevant in relation to ALF.
On AMP and NSQT

These two tools provide a non negligible compression gain when combined together. However, the complexity of the two tools is slightly different and the XXNB expresses some concerns regarding the implementation complexity of NSQT. The XXNB while not objecting to the inclusion of those tools in the profile but would welcome some evidences that they will be used (in particular NSQT) before requiring their implementation by each single decoder.

Discussion: TBR (not a request for specific action).
M25103
HEVC profile issue was discussed in San Jose meeting. XXNB is generally pleased with the design of the drafted "Main profile". For HEVC will be widely deployed in couple of years due to its good coding efficiency and other technical strengths, XXNB also believe chipset’s processing capability will be enhanced more fast than video codec’s replacement, therefore XXNB strongly suggest those tools which have good coding efficiency and modest complexity, especially have no obvious complexity in decoder side shall be integrated into main profile. In detail, XXNB suggests to consider the following comments:

1. In many applications, for example telepresence and real-time communication, low delay is a very important requirement. XXNB suggests those features, e.g. AMP (Asymmetric Motion Partitions) and NSQT (Non-Square Quadtree Transform) especially NSQT which shows negligible encoder and decoder complexity increase, that are beneficial to low delay applications should to be integrated into “Main profile”. 

Discussion: TBR (The suggestion is to include AMP and NSQT in the Main profile).

It was remarked I0305 and I0583 are relevant.
2. XXNB notices that coding for screen contents is greatly needed in various emerging applications as well as traditional applications, e.g., computer screen capture and text overlay videos. However, the coding efficiency improvement for such contents of HEVC over AVC seems to be comparatively lower. XXNB suggests considering and investigating simple adjustment or refinement of the existing tools for screen contents within the HEVC framework.

Discussion: Taken under advisement.
3. Carefully investigation on transform skipping is needed to provide a design for both camera captured videos and screen contents.

Discussion: Suggests to adopt transform skipping. See notes relating to I0408 and I0529.
4. ALF (Adaptive Loop Filter) can generally provide good gains in terms of BD-rate (2-4%), especially for 720p, 1080p, or larger resolutions (3-9%), which are very useful for broadcast/cable/satellite TV applications. It can also provide subjective gains with significantly reduced blocky artifact for some difficult-to-compress videos. After reasonable complexity reduction and cleanup activities in CE2 and AHG6, XXNB suggests to include ALF into the Main profile.

Discussion: TBR.
M24263

The XXNB has considered the need for extensibility and future specification of additional capabilities, constraints, profiles, and levels. This includes the ability to indicate conformance to multiple profile/level combinations. The XXNB therefore requests that HEVC include an improved syntax for indicating the capabilities necessary for decoding a bitstream.
Discussion: Agreed. See notes relating to I0499.
M25203

(not reviewed yet)

The XX National Body requests MPEG to consider the use of the cropping rectangle and the sample aspect ratio in HEVC specification to provide a 2D service compatible and to preserve the entire frame packing arrangement in case of 3D aware receiver.

JCTVC-I0498 JNB comment on study of tools for high resolution video for HEVC [Japan National Body] [late]
The resolution of video image will be increasing higher in the future, and it is desired to provide a video coding standard that has a capability of high coding efficiency for HD and higher resolution video. JCT-VC and the parent bodies (MPEG and VCEG) have been working on the development of the HEVC standard as international standardization bodies. The standard should be developed considering the lifetime of the standard to provide the best performing video coding standard to satisfy the future industrial demand.

JNB requests WG11 to study tools that improve coding efficiency in particular for high resolution video based on CE and AHG results, in the viewpoint of the trade-off between complexity and coding efficiency. If the complexity increase of a tool is justified by coding efficiency improvement, JNB requests WG11 to consider to include such a tool into an appropriate profile.

Discussion: Taken under advisement.

JCTVC-I0063 On HEVC profiles [J. Lainema, K. Ugur, M. Hannuksela, J. Ridge (Nokia)]

This contribution proposes to keep the number of profiles as small as feasible in order to maximize interoperability of devices and services implementing the standard. It is proposed to define two profiles for the version 1 of HEVC; Main profile for generic video use cases and a Still picture profile for still picture coding. The contribution further suggests that there may be different needs for different service scenarios and suggests JCT-VC should provide the hooks to enable external organizations to further profile usage of the standard when necessary.
Discussion: Proposes a "Still picture profile".

It was noted that (very late) contribution I0461 and I0595 are relevant.

It was suggested to bring this to the attention of the parent bodies. This was agreed.
Regarding the suggestion for hooks to enable external profiling. It was suggested to bring this to the attention of the parent bodies. This was agreed.

The contribution said the following with respect to the Main profile
· ALF has to be significantly simplified with respect to the CD design in order to be included to the profile

· AMP appears as a straight-forward extension of the current PU split design with some coding efficiency gains (-0.7 % / -1.0 % for RA-Main and LB-Main, respectively) as reported in Section 3. Adding that tool to the Main profile looks feasible.

· NSQT appears to complicate the transform decoding design by introducing new logic in TU splitting, coefficient scanning and transform selection. Although it provides some coding efficiency gains when applied on top of AMP (-0.4 % / -1.1 % for RA-Main and LB-Main, respectively) it looks not worth complicating the design with the tool.

· Picture level parallel processing: we should have only one tool for the functionality unless significant benefits for having multiple tools are demonstrated

· Parallelism for high resolution content: we should consider mandating maximum tile size for the bitstreams in order to guarantee possibility to parallelize the decoder operation (e.g. tile should not contain more than 2048x1024 pixels)

Discussion: In terms of requests for action relative to draft 6, this suggests to add AMP and suggests to consider mandating a maximum tile size.
JCTVC-I0153 AHG8: Inclusion Of Parallel Processing Schemes In The Main Profile [S. Worrall (Aspex)]

This contribution provides an analysis of the different high level parallel processing tools. It summarises some of the asserted key advantages and disadvantages of tiles and Wavefront Parallel Processing (WPP). The key issues focused on are motion estimation (ME) bandwidth, parallel processing efficiency, compression efficiency, delay issues, profile specification, and parallel decoder implementation. Based on the analysis, the authors argue that WPP has a number of significant advantages over tiles. The authors contend that advantages in terms of compression efficiency, flexibility, and profiling simplicity, make it a stronger candidate than tiles for inclusion in the Main Profile of HEVC.
Discussion: Requests to add WPP support to the Main profile and to consider removing multi-tile support.

JCTVC-I0228 Parallelism tools mandatory at a given profile/level [M. Raulet (IETR/INSA), M. Mattavelli (EPFL), P.-L. Lagalaye (Modae Tech.), P. Gendron (Thomson Video Networks)]

The contribution proposes that parallel tools with a minimal level of potential decoding parallelism become mandatory for each given profile/level (or at least for the levels that include HDTV resolution and beyond) , otherwise the usage of such tools will not be possible.
Discussion: The contribution proposes that parallel tools with a minimal level of potential decoding parallelism become mandatory for each given profile/level (or at least for the levels that include HDTV resolution and beyond).

JCTVC-I0238 Specifying a maximum bound on slices per picture [W. Wan, T. Hellman, B. Heng (Broadcom)]

This proposal recommends reducing the maximum number of slices allowed per picture as the present draft of the standard appears to use a similar formula from the H.264/AVC specification but the H.264/AVC calculation is performed using macroblocks while the HEVC calculation is performed using samples. Thus, a significantly higher number of slices compared to H.264/AVC is now possible. This can be changed by introducing a scale factor to convert the sample based calculation to a LCU based calculation similar to H.264/AVC. However, this proposal also asserts that because the formula for the maximum number of slices is directly proportional to picture resolution, it scales too quickly for implementation looking towards supporting resolutions like 4K and 8K video. To address this issue, this contribution suggests modifying the SliceRate parameter because supporting the worst-case number of slices is asserted to be problematic and rarely used in practice for H.264/AVC, thus the formula for HEVC is proposed to be changed.

The last part of this contribution is a proposal to remove the dependency of the formula for maximum number of slices per picture on frame rate. It is suggested that this is not well suited to the wide variety of possible frame rates and a formula based only on picture resolution is proposed.
Discussion: The contribution proposes to change the constraint on the maximum allowed number of slices.

It was generally agreed that the formula in the current draft is not expressing the actual intent.

The specific proposal is as follows: "In bitstreams conforming to the Main profile, the number of slices in a picture n is less than or equal to MaxLumaPR ÷ ( 15360 * SliceRate ), where MaxLumaPR and SliceRate are the values specified in Table A-1 and Table A-3, respectively.

It was remarked that some constraint should apply to levels 1 and 2.
It is intended to basically adopt this in concept, revisit for exact formula and numbers.
JCTVC-I0255 Level restrictions on tiles for line buffer reduction [A. Norkin, R. Sjöberg (Ericsson)]

JCTVC-I0459 Cross-verification of JCTVC-I0255 on level restrictions on tiles for line buffer reduction [K. Chono (NEC)] [late]
JCTVC-I0198 On tiles and wavefront tools for parallelism [J.-M. Thiesse, J. Viéron (Ateme)]

This contribution proposes a preliminary assessment of tiles and wavefront tools for parallelism. Both tools seem to be efficiently adapted for high parallelism applications. While wavefront does not present any noticeable subjective issue, some visual artifacts have been reported for tiles in chroma components and tiles boundaries. From these observations and because wavefront techniques are asserted to often be used by encoder designers, the contributor proposes for wavefront support to be a part of HEVC Main profile.
Discussion: The contribution proposes adding wavefront support to the Main profile.
[Author not present again until Monday morning.]
JCTVC-I0462 AHG4: Profile Requirements For Facilitation Of Parallel Tile Decoding [S. Worall (Aspex)] [late]

Initially reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

The current CD defines a single restriction on tiles: tiles should be greater than 384 pixels in width. The current restriction can only be used by applications that include capability negotiation (e.g. videoconferencing), so that the encoded bitstream can be tailored to the number of cores on the encoder and decoder. To allow parallel decoding for streaming and broadcast applications, tighter restrictions are needed to facilitate flexible encoding and decoding with different numbers of cores. This contribution proposes some restrictions on tile sizes, which are intended to allow parallel decoding by as wide a range of applications as possible.

Two options

· Specify large tile sizes

· Specify smaller, fixed tile sizes

Option two is preferred to better enabled parallel decoding, load balancing for example.

Comment: Uniform spacing may not be good for load balancing in a software encoderConfirmation: Goal of proposal to guarantee a specific tile portioning for a frame size

Comment: Tiles can be disabled currently. Even given that tiles can be disabled, there is support for the concept since some decoders can exploit the behavior.

Comment: There is some flexibility in the tile locations (confirmed)

Comment: Constraint on tile height is not desired

Comment: Agree that constraints are necessary for enabling parallel decoding

Comment: Some participants prefer a minimum number of tiles

Recommendation: Review in larger group. Revisit.

Discussion: The contribution proposes restrictions on tile usage.

JCTVC-I0389 Better interoperability through conformance testing [C. Fogg (Harmonic), A. Wells (Ambarella)]
JCTVC-I0390 Restructuring high-level syntax to promote profile compliance [C. Fogg (Harmonic), A. Wells (Ambarella)]
JCTVC-I0391 Profiles & Levels: multicore, Max DPB, field sequences [C. Fogg (Harmonic), A. Wells (Ambarella), O. Bar-Nir (Harmonic)]

Four core decoding of level 5.2 (4K @ 60 fps) is recommended if no visible borders can be verified with all combinations of loop filtering (deblocking, SAO, ALF) for high Qp, and disabled for low Qp. A separate profile or display capability conformance point for field sequences is requested. The Main Profile by default shall assume progressive-only output and display. Field sequences must be restricted to 480i, 576i, and 1080i. Should a separate interlaced profile(s) be defined by JCT, then the max DPB buffers should be extended to 11 fields (10 reference + 1 current) only for that profile(s), and only for field sequences.
Discussion: Proposes a separate profile for field sequences.

JCTVC-I0455 Profiles and Levels in HEVC [A. Luthra (Motorola Mobility)] [late]
This contribution proposes creating three categories of the Profiles: low complexity, medium complexity with very good coding efficiency and a third profile with the highest coding efficiency with increased complexity. This will allow implementation of HEVC on a wide range of devices, from handhelds (e.g. smart phones, tablets, laptops), to very high end PCs, to set top boxes and TVs, to Blu-ray players. Those devices have very diverse implementation architectures, where some of them have ASICs based decoders, others use decoders with some hardware assists and many of them decode the video using software only decoders. In addition, as it is seen in AVC, there are three main application areas - distribution (broadcasting, streaming, etc), creation (contribution quality in studios) and storage (Blu-Ray etc). Even with in content creation area, there are two or three sub-parts utilizing different coding structures: Intra only, short GOP (IBIB ...) and long GOP (IBBPBBP ...). These applications need and can support widely varying attributes associated with the Level, e.g. maximum bit rates and buffer sizes etc. However, HEVC draft text (JCTVC-H1003) defines only one table (A-1) associated with the Levels for all those diverse applications. Due to the onion structure of the Level hierarchy, it becomes hard to support those wide ranges of applications with one table for all. It is therefore proposed to create more than one tables associated with the Levels.
Discussion: Proposes adding a profile corresponding to Main without tiles without field SEI messages.

Discussion: Proposes adding another profile as above that would allow field SEI messages.

Discussion: Proposes increasing the requirements of level 3 to include QHD @ 30.

Discussion: Proposes reducing maximum bit rates in some levels.

Discussion: Proposes a two-dimensional level specification with levels supporting higher bit rates.

JCTVC-I0472 Considerations for the creation of HEVC profiles and levels [M. Kar, A. Hinds (CableLabs), Y. Syed (Comcast Cable)] [late]
This document summarizes use cases and offers requirements for consideration in the creation of HEVC profiles that can be regarded as relevant to the applications and services provided by Multiple Systems Operators (MSOs).
Discussion: Proposes to consider using a profile name other than Main, Baseline, Extended, High to avoid confusion with profiles of other standards. The contributor suggested "Central".
Discussion: Suggests having high and lower bit rate conformance points (e.g. distinct profiles, two-dimensional level structuring, and/or non-nesting levels). In particular the contribution suggests that the level 5 has an excessive bit rate requirement for some applications.
Discussion: Suggests having some kind of more efficient way to address interlaced content.
A participant suggested that the field coding SEI message is actually a rather effective way to handle interlaced content, and any need for more than that would need justification relative to that.

Note: Such a suggestion should be considered at the parent-body level.

Discussion: One possibility is 2:1 adaptive resolution coding / reference picture resampling.
Remark: "associated resources" on our web site can be confusing.

Discussion: Suggests increasing the bit rate of level 3.1 to 10 Mbps (for alignment with "Ultra Violet").
Discussion: Suggest having a level below level 3 that supports 640x360 @ 30 (Q720p).

JCTVC-I0475 Considerations for level definitions [T. Suzuki (Sony)] [late]
In CD of HEVC (JCTVC-H1003), the levels are defined with onion ring structure. In level 4.0 and higher, two levels are defined for the same picture size (Max luma sample rate). Only max bit rate is different for those two levels. In order to keep onion ring structure, bitrate for higher resolution video can not be defined lower than that for lower resolution video. However there could be a demand to send higher resolution video at low bitrate. This contribution proposes to consider such onion ring structure for level. Instead of defining two levels with different bitrate for the same picture size, this contribution propose to add a flag at SPS to indicate the bit rate is higher/lower than a level table.
Discussion: On bit rate (relates to I0472 and I0455) and differing bit rates for different applications.

Discussion: Suggests to not reduce the bit rate requirements for 4.1, 4.3, 5.1, and perhaps increase the bit rate of level 4.1 from 30 Mbps to 50 Mbps.

Discussion: Proposes to use a flag to distinguish between higher and lower bit rates as a constraint flag (equivalent to a two-dimensional level or a profile split based on bit rate).

JCTVC-I0596 On Main Profile Definition: Testing results of LM Mode [Lingzhi Liu, Xun Guo, Oscar Au, Jungsun Kim] [late]
TBR.
General:
One profile (for now)? Agreed.

One-dimensional levels (for now)? Agreed.

No explicit hooks for externally-specified profiling (for now)? Agreed.

"for now" = for the output draft from this meeting.

In terms of tools for the One profile:

· High-level parallelism

· Multiple tiles [allowed in CD text (with min size constraints), not required]

· Wavefronts [not allowed]

· [Sub-pictures]

· Coding efficiency tools

· AMP [0.0/0.8/1.1% in AI/RA/LB]

· Field coding SEI

For deferred consideration at subsequent meetings:

· Coding efficiency tools

· NSQT [0.0/0.4/1.1% in AI/RA/LB]

· ALF [1.1/2.9/1.7% in AI/RA/LB (more in LP)]

· Entropy / dependent slices

Hypothetical other profiles:

· FRExt profiles (beyond 8 bit, 4:2:2, 4:4:4).
· LM [1.8/1.4/0.5% (chroma really) in AI/RA/LB]

· 10 bit [1.4/3.1/2.9% in AI/RA/LB] (not really a candidate for the One profile)

· All-Intra profile(s)

· Still picture profile

· Constrained slice size profile

· Super coding efficiency profile
· LM [1.8/1.4/0.5% (chroma really) in AI/RA/LB]

· 10 bit [1.4/3.1/2.9% in AI/RA/LB] (not really a candidate for the One profile)

· Kitchen sink profile



5.5 Source video test material
JCTVC-I0513 New 4K test sequence for HEVC standard extension [K. Sugimoto, A. Minezawa (Mitsubishi)] [late]

5.6 Functionalities
5.6.1 Very-low delay
5.6.2 Scalable coding hooks
5.6.2.1 NAL Unit Header and high layer parameter set related
A summary of contributions in this area was provided as an attachment in a revision of the AHG12 report:

	Doc
	NAL ref flag
	NAL unit header
	Higher Layer Parameter Sets

	I0132
	
	From perspective of v1 decoder, temporal_id is in a different place in the NUH.
8 bits in NUH allocated as: 2-3 bits for scalability extension type (SET), 5-6 for layer_id with bit allocation defined by SET.

In extended future specification, the temporal_id bits might be used for somehting else. Also use SEI message to provide mapping of layer _id to view_id, temporal_id, dependency_id, etc.
	VPS not needed

	I0217
	
	Remove temporal_id in NUH. 8 bits in NUH allocated: 2 bits scenario identifier, 6 bits to provide 1-3 scalable identifiers in NUH, according to pre-defined table mapping scenario identifier to bit allocations
	In VPS: signal scalability dimensions, profile&level, optionally send profile& level for all operation points.

	I0230
	
	Use reserved 5 bits for layer_id
	SPS points to VPS.

In VPS: mapping of layer_id to dependency_id, view_id, etc., temporal scalability params, and inter-layer dependency info.

	I0571
	
	
	Similar to I0230.

In VPS: max temporal layers, profile & level per temporal layer, and inter-layer dependencies, image resolution parameters per layer, optional additional sub-bitstream profiles & levels.

	I0524
	
	Use reserved 5 bits for layer_id
	Similar to I0230.

vps_id in slice header of IDR and CRA slices. In VPS: mapping of layer_id to dependency_id, view_id, etc., profile & level for bitstream subsets, max temporal layers, dependencies of component sequences.

Base spec decoder may not need to use the VPS.

	I0251
	remove nal_ref_flag from NUH, move to AUD or slice header
	Use reserved 5 bits for priority_id
	

	I0252
	
	
	Proposes a "basic parameter set" (like VPS) which SPS refers to, contains profile & level, image resolution, bit depth, temporal scalability params. Signal bps_id with AUD or SEI message.

	I0253
	
	
	Assumes I0252 BPS definition. In extension, also in BPS: view_id_flag, dependency_id_flag, etc., and inter-layer dependency info.

	I0262
	
	Use one of reserved bits as a flag for extensions, and conditionally use a second reserved bit. Optionally extend length of NUH by additional 3-4 bytes to send view_id, dependency_id, priority_id, temporal_id, flags
	

	I0355
	Remove nal_ref_flag, use bit to distinguish between AVC and HEVC.
	
	

	I0570 (info)
	
	Use reserved 5 bits for layer_id. Add NAL unit types for depth (IDR, CRA, TLA, other)
	

	I0535
(no base spec impact)
	
	
	Inter-layer SPS prediction. Predicted SPS sends own profile & level, inherits all other params from reference SPS which is referenced using view_ref_layer. Inheritance is resolved at activation time.

	I0536
(no base spec impact)
	
	Use reserved 5 bits for layer_id
	Assumes SPS prediction. Each view or layer has own SPS. In extension in SPS: mapping of layer_id to dependency_id, view_id, etc., inter-layer dependency. Discussion of VPS vs. SPS prediction tradeoffs.


In the discussion, it was noted that start code emulation possibilities need to be considered.
The potential parsing dependency between the proposed VPS and SPS was mentioned as a possible issue.

It was remarked that, with regard to VPS, we should consider the need for random access at locations other than CRA and IDR.

It was remarked that it is generally better to try to avoid using profile_idc values in a way that makes the parsing or decoding process directly dependent on them.

Immediate questions:

· Modification to NUH

· VPS w.r.t. "base" specification

Note that the base specification needs temporal scalability, and this should be designed in anticipation of how it would fit into an extended scheme.

It was remarked that an SEI message (or something like it) can be used to carry descriptive metadata.

Currently the SPS has a loop on temporal layers for max_dec_pic_buffering, num_reorder_pics, max_latency_increase.

Currently we don't have a way to indicate a different profile, level or different HRD parameters, for different temporal layers.

VPS would contain some of that.

In principle, the VPS could be metadata-only, from the perspective of the base specification.

Where to put a VPS ID – possibilities:

· SPS

· Redundantly, in the SH for IDR & CRA (which could have a recovery point SEI message issue), as a way to avoid the need to trace indirect references to determine the VPS ID
· Redundantly, in AUD (currently optional, and loss-fragile) or SEI
Note that JCTVC-I0338 is relevant, and includes an additional "GPS" concept.

The potential need for being able to provide an enhancement layer for an already-encoded base layer was requested to be considered. SVC did not support this. SPS inheritance is an alternative scheme that could "build up" the information from the bottom up. However, it was suggested that it is probably possible to solve this issue within the VPS concept and that this scenario should not be considered an obstacle to the VPS concept consideration. A suggestion was to put a version number in the VPS.
Suggested minimum content for the VPS:

· max temporal layers (and/or max layers of some sort)
· profile & level per temporal layer

· extension payload(s)
One issue is to consider whether the VPS is to be an indication of what is actually in the bitstream or is a description of the maximum of what could be in the bitstream.
The ability to adapt the bitstream without needing to send an IDR was suggested to be needed. The use of the VPS as a description of maximum possible bitstream content was suggested to be friendly to this scenario.

In SVC and MVC we have SEI messages defined to indicate when some information is not present in the bitstream. Something like this can be a way to enable a description of the actual content of the bitstream.

A suggestion was to put ue(v) into the SPS after sps_id called something like likely_to_become_vps_id.
Suggestion: put 16 bit FLC reserved there.

Suggestion: put extra_data_length as ue(v) followed by that number of bits of data.

It was agreed that we should put something like this, specific approach TBD.

JCTVC-I0132 NAL unit header for scalable extension [B. Choi, J. Kim, J. Park (Samsung)]
JCTVC-I0217 Generic HEVC high level syntax for scalability and adaptation [R. Skupin, V. George, T. Schierl (HHI)]

JCTVC-I0230 Parameter sets modifications for temporal scalability and extension hooks [J. Boyce, D. Hong, W. Jang (Vidyo)]

JCTVC-I0251 On NAL unit header [J. W. Kang, H. Lee, J. S. Choi (ETRI), T. C. Thang (UoA)]

JCTVC-I0252 High-level syntax modifications to support extractor operation [J. W. Kang, H. Lee, J. S. Choi (ETRI), T. C. Thang (UoA)]
JCTVC-I0253 High-level syntax for future scalable extension [J. W. Kang, H. Lee, J. S. Choi (ETRI), T. C. Thang (UoA)]

JCTVC-I0262 Extension of HEVC NAL Unit Syntax Structure [M. Haque, A. Tabatabai (Sony)]
JCTVC-I0355 High-level syntax hook for HEVC multi-standard extensions [Y. -K. Wang, Y. Chen (Qualcomm)]

JCTVC-I0570 AHG12: Example 3D-HEVC NAL unit header design [Y. Chen, Y.-K. Wang (Qualcomm)] [late – previously registered as MPEG input]

JCTVC-I0571 AHG12: Video parameter set and its use in 3D-HEVC Y. Chen, Y.-K. Wang, M. Karczewicz (Qualcomm) [late – previously registered as MPEG input]

JCTVC-I0524 Hook for scalable extensions: video parameter set [M. M. Hannuksela, D. Rusanovskyy (Nokia)] [late]

JCTVC-I0535 High-level syntax for 3D and scalable extensions: Inter-layer SPS prediction [T. Rusert (Ericsson)] [late]
JCTVC-I0536 High-level syntax for 3D and scalable extensions: Signaling of layer identifiers and inter-layer decoding dependencies [T. Rusert (Ericsson)] [late]

5.6.2.2 VUI and SEI related

JCTVC-I0231 SEI message for sub-bitstream profile & level indicators [J. Boyce, D. Hong, W. Jang (Vidyo)]
JCTVC-I0263 Extension of HEVC VUI Syntax Structure [M. Haque, A. Tabatabai (Sony)]

5.6.2.3 Motion vector coding related

JCTVC-I0068 Hook for scalable extensions: conditional presence of motion vector difference [M. M. Hannuksela, D. Rusanovskyy, J. Lainema (Nokia)]

JCTVC-I0353 Hooks for temporal motion vector prediction and weighted prediction in HEVC multiview/3DV extension [Y. Chen, Y. -K. Wang, L. Zhang, V. Seregin, J. Chen (Qualcomm)]

JCTVC-I0436 Modified derivation process on motion vector predictor and weighted prediction for HEVC multi-view extension [T. Sugio, T. Nishi (Panasonic)]

JCTVC-I0485 Cross verification of JCTVC-I0436, Modified derivation process on motion vector predictor and weighted prediction for HEVC multi-view extension [D. Tian, R. Cohen, A. Vetro (MERL)] [late]
5.6.2.4 Slice header

JCTVC-I0235 AHG12: Slice header extension [R. Sjöberg, J. Samuelsson (Ericsson)]
5.6.2.5 Other

JCTVC-I0190 Low Complexity Scalable Extension of HEVC intra pictures based on content statistics [S. Lasserre, F. Le Leannec, E. Nassor (Canon)]

5.6.3 
5.6.4 Colour component sampling and higher bit-depths
JCTVC-I0108 High Bit Depth considerations in HEVC [P. Andrivon, P. Bordes (Technicolor)]

JCTVC-I0272 4:4:4 Screen Content Coding using Mixed Chroma Sampling-Rate Techniques [T. Lin, P. Zhang, S. Wang, K. Zhou (Tongji Univ.)]

This contribution presents a dual-coder mixed chroma-sampling-rate (DMC) technique for full-chroma (YUV 4:4:4) screen content coding. The proposed DMC coding adds a full-chroma dictionary-entropy coder to the existing chroma-subsampled (YUV 4:2:0) HEVC coder. The existing YUV 4:2:0 HEVC syntax and semantics can be used as-is. Three new syntax elements (distance, length, literal) are added to enable YUV 4:4:4 dictionary-entropy coding.

The main point of DMC coding is to enable full-chroma YUV 4:4:4 content coding in HEVC, which it was asserted could expand their market adoption especially in cloud-mobile computing and wireless display areas, with minimum addition, modification, and complexity increment to the current YUV 4:2:0 HEVC coder design.

Coding experimental results are that DMC coding can achieve much higher PSNR than the current HEVC. There are also obvious subjective visual quality difference between DMC coding and the current HEVC.
This seems interesting for future consideration in the context of "FRExt" profile (v2 or beyond).

Further study was encouraged.

JCTVC-I0336 Subjective Quality Comparison between Mixed Chroma Sampling-Rate Coding and Chroma-subsampled 4:2:0 Coding Using YUV444 Screen Content Test Sequences [T. Lin, S. Wang, K. Zhou (Tongji Univ.)]

This contribution presents results of subjective quality comparison between dual-coder mixed chroma-sampling-rate (DMC) coding described in JCTVC-I0272 and the existing HEVC chroma-subsampled YUV 4:2:0 hybrid coding using the five YUV 4:4:4 screen content test sequences submitted in JCTVC-H0294. It was reported that DMC coding has obvious improvement of subjective quality over YUV 4:2:0 hybrid coding at the same bit rate.
See notes above for I0272.

JCTVC-I0496 JNB comments on HEVC extensions to support non-4:2:0, n-bit video [Japan National Body] [late]

TBR
JCTVC-I0521 AHG14: Color format extension for HEVC [K. Sugimoto, A. Minezawa (Mitsubishi)] [late]

TBR
5.6.5 

5.6.6 
5.7 Deblocking filter

JCTVC-I0035 AHG6: Report on unified QP derivation process in deblocking of I_PCM regions [K. Chono (NEC), G. Van der Auwera, M. Karczewicz (Qualcomm)]

This contribution investigates two unified QP derivation schemes in the deblocking process for I_PCM regions: one scheme (Scheme1) is to use QPY regardless of pcm_flag and pcm_loop_filter_disable_flag; another one (Scheme2) is to signal QPY at each I_PCM block. Simulation shows that:

· Scheme1 with pcm_loop_filter_disable_flag = 0 degrades the picture fidelity of lossless coded regions at high bit rates;

· Scheme1 with pcm_loop_filter_disable_flag = 1 avoids the picture fidelity degradation without introducing any additional side information increases;
· Scheme2 also avoids the picture fidelity degradation by sending QP=0 at each I_PCM block while introducing additional side information of 20kbps (in CIF video coding).
It is recommended that:

· Revise defects related to the deblocking process in the CD text.
· If the unification of QP derivation in the deblocking is considered, keep pcm_loop_filter_disable_flag and include Scheme1 in the DIS text.
Scheme of QP derivation for de-blocking should be consistent (regardless if it is I_PCM or not) – averaging is currently used, and QP=0 implicitly assumed in I_PCM

The intent is to better be able controlling de-blocking (if desirable) in I_PCM

Suggestion is to use the QP of the adjacent block

This is useful for encoders in “emergency” situation and helps to improve the quality

Proponents prefer scheme 1

One argument for scheme 2 is that it even gives better control over the process

JCTVC-I0569 Cross-check of deblocking in I-PCM regions (JCTVC-I0035) A. Norkin (Ericsson) [late]
JCTVC-I0225 AHG6: Deblocking of IPCM-coded blocks [M. Narroschke, S. Esenlik, T. Wedi (Panasonic)]

HM6.0 allows to code blocks in the IPCM mode. For the deblocking of such IPCM coded blocks, HM6.0 assigns the fixed quantization parameter QP=0 to these blocks, which may result in degraded picture quality, e.g. in the case that IPCM coded blocks contain quantization noise. In order to overcome this problem, this proposal presents two solutions exploiting the knowledge of the encoder about the quantization noise of PCM coded blocks. Additional QP information is transmitted from the encoder to the decoder side to control the deblocking appropriately. The first solution assigns QP=qp_pcm to all PCM coded blocks of a slice. The parameter qp_pcm is coded in the slice header. The second solution follows the suggestion of the JCTVC-meeting in Geneva, November 2011. For each IPCM region, CABAC is terminated, the number n of successive PCM coded blocks is coded followed by n QP values using fixed length coding with the minimum number of bits needed for the QP range. It is proposed to adopt one of the two provided solutions.
Solution 1 is sending a pseudo QP for IPCM blocks as slice

Solution 2 is identical to solution 2 of I0035

QP sent with PU as per solution 2 would be inconsistent and interfere with QP groups. On the other hand, none of the solutions 1 would fully reach the intended purpose.

One expert mentions that this is mainly designed for encoders that are in trouble and may help them to make things that are terrible anyway slightly better. IPCM helps them already to produce a condormant bitstream. On the other hand, this would impose additional operation to any decoder. It is therefore recommended to take no action.

JCTVC-I0315 AHG6: Comments on quantization parameter for deblocking filter [H. Nakamura, S. Fukushima (JVC Kenwood)]

Quantization parameter is used in deblocking filtering process.

This contribution makes some comments on quantization parameter in I_PCM coding block for deblocking filter.

Suggestion to replace current usage of QP=0 by minimum QP could make sense in the future when higher bit-depth is used (not now).

JCTVC-I0043 Deblocking across slice and tile boundaries [M. Horowitz, S. Xu (eBrisk)]

This contribution presents two new deblocking filter control modes designed to reduce the visibility of slice and tile boundaries at low QP values. In the first mode, the deblocking filter is not applied to any edge in a slice except those edges co-located with the top and left slice boundaries. In the second, the deblocking filter is not applied to any edge in a slice except those edges co-located with top and left boundaries of tiles contained within the slice.

Subjective viewing to identify that this problem exists. If yes, this is a viable solution, otherwise it would be undesirable to impose additional checking operations to deblocking process. Revisit
(upon asking on Thursday, apparently no action was taken to organize viewing on this.)

JCTVC-I0539 Cross-check report for JCTVC-I0043 on deblocking across slice and tile boundaries [Kiran Misra, Andrew Segall (Sharp)] [late]

JCTVC-I0539 Cross-check report for JCTVC-I0043 on deblocking across slice and tile boundaries [Kiran Misra, Andrew Segall (Sharp)] [late]

JCTVC-I0140 On Deblocking process simplification for slice and tile boundaries [H. Sasai, K. Uchibayashi, T. Nishi (Panasonic)]

In the HEVC CD text, loop filter processes can be applied to the slice and tile boundaries when those enabled flags are set to 1 in the syntax. However additional storage is required for the loop filter processes, since the deblocking filter process refers to the quantization parameters and prediction types, the sample adaptive offset process refers to SAO parameters and the adaptive loop filters refers to filter coefficients, as well as the filter samples. In this contribution, the modified deblocking process for slice and tile boundaries is proposed to avoid the additional storage instead of current loop filters. Furthermore, the results of post-filter processing for tile boundaries is also reported with SEI message for providing the other option to avoid to require the additional storage. Experimental results reportedly showed no significant coding performance loss and removing boundary artifacts.
The benefit in simplification is not obvious.

The cross-checker supports the general idea of post filtering.

Cross checker recommends further study how this behaves in context of changing QPs, rate control. Also requires more memory.

Does post filtering need an SEI message or could it be done non-normatively at decoder.

No action.

JCTVC-I0480 Crosscheck of JCTVC-I0140: On Deblocking process simplification for slice and tile boundaries [K Sato (Sony)] [late]
JCTVC-I0071 AHG6: On deblocking filter parameter [S. Lu, M. Ikeda, T. Suzuki (Sony)]

In visual tests of HM5, sequence ‘riverbed’ drew attention because of its severe blocking artifacts.It reflects the problem that current deblocking filter may be not effective enough. This contribution proposes three solutions to strengthen deblocking filter. The simulation results shows that better visual quality can be achieved.

Several experts express opinion that possibility of larger range of de-blocking parameter adaptation is desirable, but questionable whether the additional syntax element is useful. Direction extension of beta range may be better solution.
JCTVC-I0090 AHG6: Cross-verification report on Sony's new deblocking filter parameters [K. Chono (NEC)]

JCTVC-I0244 Transform size dependent deblocking filter [D.-K. Kwon, M. Budagavi (TI)]

This contribution reports that the current deblocking method in HM-6.0 sometimes fails to suppress blocking artifacts around 32x32 transform block boundaries since large transform size increases discontinuity with neighboring blocks. To address this issue, it proposes a transform size dependent deblocking method, which increases bS value for 32x32 transform boundary and applies strong filter always for intra 32x32 transform boundary. It also proposes to add a flag in APS and slice header that switches on/off the use of the proposed transform size dependent deblocking method. It is asserted that that the proposed method improves visual qualities at the cost of marginal BD-rate loss. When compared to HM-6.0 anchor, for main configuration, it is reported that BD-rate losses are (Y:0.6%, Cb:0.0%, Cr:0.0%), (Y:0.3%, Cb:0.3%, Cr:0.3%), (Y:0.1%, Cb:-0.1%, Cr:0.0%) and (Y:0.1%, Cb:-0.7%, Cr:-0.7%) for AI, RA, LDB and LDP, respectively. For HE10 configuration, it is reported that BD-rate losses are (Y:0.6%, Cb:0.0%, Cr:0.0%), (Y:0.3%, Cb:0.3%, Cr:0.3%), (Y:0.0%, Cb:0.0%, Cr:0.1%) and (Y:0.1%, Cb:-0.3%, Cr:-0.4%) for AI, RA, LDB and LDP, respectively.

This solution may be too specific, and it may be better to give more degrees of freedom for adaptation parameters than only having the option for modified deblocking strength in 32x32 case.

JCTVC-I0259 Cross-check of transform size dependent deblocking filter (JCTVC-I0244) [A. Norkin (Ericsson)] [miss]

JCTVC-I0542 Deblocking filter length adjustment [A. Norkin, R. Sjöberg (Ericsson)] [late]

The document proposes to introduce a slice/APS level parameter that controls the "length" of deblocking filters in HEVC. The proposed parameter affects two things: how many pixels are modified by deblocking filter and how often the strong filter is chosen. This enables to increasing the "span" of deblocking filter from the block boundary without increasing the number of block boundaries where the deblocking filtering is applied.
No evidence shown that this additional degree of freedom is useful. Further study.
JCTVC-I0258 On deblocking [A. Norkin (Ericsson)] [late]

The document proposes to modify the deblocking clipping tables by using higher clipping values in the part related to higher QPs. This change would enable stronger filtering at higher QP as well as the stronger deblocking filtering by sending deblocking filter offset. The proposed changes do not have effect on common test conditions.

Shown that AVC allows larger margin of adaptation of thresholds of deblocking filters. Suggested to change the filter tables.

Side activity (T Suzuki) – suggest a solution for extended adaptability range of deblocking, candidates being I0071 #1 (without additional syntax) and I0258 – see additional notes under BoG report JCTVC-I0593.

Additional degrees of freedom such as adaptation based on TU size or adaptivity of filter length would require further study about their benefit.

JCTVC-I0280 Quantization Matrices and Deblocking Filtering [G. Van der Auwera, R. Joshi, M. Karczewicz (Qualcomm)]

HEVC includes the signalling of quantization matrices or scaling lists in the APS. These matrices can significantly modify the QP values used by the scaling process for various use cases. On the other hand, the HEVC deblocking filter determines its filtering strength based on QP values without considering the potentially significant QP changes introduced by the quantization matrices, which can lead to either too weak or too strong deblocking strength. Therefore, it is proposed to provide signalling of one “equivalent QP change” per signalled quantization matrix in order to appropriately modify the deblocking strength. The method to determine the equivalent QP change is encoder-side only and can be optimized together with the quantization matrices. The concept is illustrated and the BD-rate results for the default quantization matrices are studied. The objective quality and intended subjective quality of the default matrices is unaffected by the proposed method.

Further study about the real need, more evidence required.

May have issues in case of local changes of quant matrices (which would e.g. be the case when 4x4 DCT/DST would use different quant matrices in some future profile).

No action.
JCTVC-I0470 AHG6: Crosscheck Report for Quantization Matrices and Deblocking Filtering in JCTVC-I0280 [J. An, X. Guo (MediaTek)] [late]
JCTVC-I0283 Chroma QP Offsets and Chroma Deblocking Filtering [G. Van der Auwera, X. Wang, M. Karczewicz (Qualcomm)]

The cb_qp_offset and cr_qp_offset syntax elements are signalled in the PPS and specify the offset to the luma quantization parameter used for deriving the chroma QP values. The HEVC deblocking filter for the chroma components derives the chroma filtering strength without taking into account the cb_qp_offset and cr_qp_offset values, which can significantly change the chroma QP values for coding and, therefore, the filtering strength of chroma blocking artifact edges can be too weak or too strong. To resolve this issue, it is proposed to include the cb_qp_offset and cr_qp_offset values into the deblocking filtering process for chroma. The HM6.0 anchor is reproduced under common test conditions. The chroma deblocking strength correction is illustrated.

More evidence required.

No action.
JCTVC-I0512 AHG6: Cross check of chroma QP offsets and chroma deblocking filtering (JCTVC-I0283) [M. Narroschke, S. Esenlik (Panasonic)] [late]
JCTVC-I0392 Segment Based Weak Luma Filtering DF [F. Kossentini, H. Tmar (eBrisk)]

This contribution proposes a simplification of the HEVC CD deblocking filter (DF) process in which the line-based decision-making in weak luma filtering is changed to segment-based decision-making, in order to reduce complexity. The proposed simplification yields similar coding efficiency to those of the HEVC CD DLF while reportedly improving the subjective quality for most video sequences.

Claim for simplification may not be valid for software.

No support by experts. No action.
JCTVC-I0441 Cross-check of Segment Based Weak Luma Filtering DF (JCTVC-I0392) [A. Abbas, J. Boyce (Vidyo)] [late]

5.8 Non-deblocking loop filters

5.8.1 Syntax for SAO and ALF in APS
JCTVC-I0171 Refinement for SAO and ALF syntax in the APS [S. Esenlik, M. Narroschke, T. Wedi (Panasonic)]

TBR
JCTVC-I0515 Cross-check report of JCTVC-I0171 [O. Bici, K. Ugur (Nokia)] [late]
5.8.2 Adaptive loop filter
JCTVC-I0157 AHG6: Baseline options for ALF [Yu-wen Huang (MediaTek)]

JCTVC-I0493 Crosscheck of Option 2 (RA) and independent ALF chroma control of AHG6: Baseline options for ALF (JCTVC-I0157) [M. Budagavi (TI)] [late]
JCTVC-I0169 Grid displacements for ALF [S. Esenlik, M. Narroschke, T. Wedi (Panasonic)]

JCTVC-I0527 Cross-check of JCTVC-I0169 - Grid displacements for ALF [A. Fuldseth (Cisco)] [late] 
JCTVC-I0215 AHG6: ALF baseline Option 2 BA with reduced number of filters [P. Lai, F. C. A. Fernandes (Samsung)]


JCTVC-I0525 AHG6: Crosscheck on ALF baseline Option 2 BA with reduced number of filters (JCTVC-I0215) [T. Tsukuba, T. Ikai (Sharp)] [late]

JCTVC-I0287 Non-CE2: Reduced coefficient precision for ALF complexity reduction [F. Kossentini, M. Horowitz, H. Guermazi, N. Mahdi (eBrisk Video)]
JCTVC-I0289 Non-CE2: A cross 7x5 shape for ALF complexity reduction [F. Kossentini, M. Horowitz, H. Guermazi, N. Mahdi (eBrisk Video)]
JCTVC-I0424 Non-CE2: Cross check of ALF filter modification (JCTVC-I0287, JCTVC-I0289) by Qualcomm [I. S. Chong, M. Karczewicz (Qualcomm)]

JCTVC-I0290 AHG6: Restriction on ALF filtering area [T. Ikai (Sharp)]

JCTVC-I0214 AHG6: Cross-check of JCTVC-I0290 on restriction on ALF filtering area [P. Lai, F. C. A. Fernandes (Samsung)] [late]
JCTVC-I0346 AHG6: Simplification of ALF filter coefficients coding [M. Budagavi (TI)]

JCTVC-I0488 AHG6: Cross-check of simplification of ALF filter coefficients coding (JCTVC-I0346) [T. Yamakage, T. Itoh, T. Watanabe (TOSHIBA)] [late]
JCTVC-I0363 AHG6: Comparison of block adaptive (BA) and region adaptive (RA) ALF [I. S. Chong, K. Sanjeev, M. Karczewicz (Qualcomm)]

JCTVC-I0381 ALF filter coefficients distribution and modifications to coding [M. Budagavi (TI)]

JCTVC-I0386 Study of ALF shapes [M. Budagavi (TI)]

JCTVC-I0454 AHG6: Test results on region adaptive ALF with 64 regions [T. Yamakage, T. Itoh, T. Watanabe, T. Chujoh (TOSHIBA), C.-Y. Tsai, C.-Y. Chen, C.-M. Fu, Y.-W. Huang, S. Lei (MediaTek), I. S. Chong, M. Karczewicz (Qualcomm)] [late]
5.8.3 Sample adaptive offset
JCTVC-I0066 Non-CE1: Improved edge offset coding for SAO [A. Minezawa, K. Sugimoto, S. Sekiguchi (Mitsubishi)]

JCTVC-I0453 Non-CE1: Cross-verification report of improved edge offset coding for SAO (JCTVC-I0066) [S. Matsuo, M. Matsumura, S. Takamura, A. Shimizu (NTT)] [late]
JCTVC-I0073 SAO simplification [K. Andersson, P. Wennersten, R. Sjöberg (Ericsson)]

JCTVC-I0316 Cross-check of SAO Simplification in JCTVC-I0073 [D.-K. Kwon, W.-S. Kim (TI)] [late]

JCTVC-I0130 Simplification on SAO syntax [T. Lee, E. Alshina, J. Park (Samsung)]

JCTVC-I0211 Non-CE1: Crosscheck of Samsung's simplification on SAO syntax in JCTVC-I0130 [C.-M. Fu, Y.-W. Huang (MediaTek)] [late]
JCTVC-I0137 AHG6: Non-CE1: Removing boundary artifacts by weighted offset values for SAO [T.Matsunobu, T.Sugio, H.Sasai, T.Nishi (Panasonic)]

JCTVC-I0400 Non-CE1: Cross-check by Samsung for Panasonic's removing boundary artifacts by weighted offsets (JCTVC-I0137) [E. Alshina (Samsung)] [late]
JCTVC-I0162 Non-CE1, Test2.1: Reduced number of band offsets per LCU [E. Alshina, A. Alshin, J. H. Park (Samsung), I.-S. Chong, M. Karczewicz (Qualcomm), C.-M. Fu, Y.-W. Huang, S. Lei (MediaTek)]

JCTVC-I0168 Non-CE1: Bug-fix of offset coding in SAO interleaving mode [C.-M. Fu, Y.-W. Huang, S. Lei (MediaTek)]

JCTVC-I0191 Cross verification of JCTVC-I0168 on non-CE1 results from MediaTek on SAO [G. Laroche, T. Poirier, P. Onno (Canon)] [late]
JCTVC-I0172 Non-CE1: Prohibition against merging across slice/tile boundaries in SAO [C.-M. Fu, C.-Y. Tsai, Y.-W. Huang, S. Lei (MediaTek)]

JCTVC-I0183 Non-CE1: On SAO parameters reduction for Chroma [G. Laroche, T. Poirier, C. Gisquet, P. Onno (Canon)]
JCTVC-I0413 Non-CE1: Cross-check of On SAO parameters reduction for Chroma (JCTVC-I0183) [K. Andersson (Ericsson)] [late]

JCTVC-I0184 Non-CE1: Encoder modification for SAO interleaving mode [G. Laroche, T. Poirier, P. Onno (Canon)]
JCTVC-I0401 Non-CE1: Cross-check by Samsung for encoder modification for SAO interleaving mode from Canon (JCTVC-I0184) [E. Alshina (Samsung)] [late]

JCTVC-I0185 Non-CE1: On SAO fixed offsets [G. Laroche, T. Poirier, P. Onno (Canon)]

JCTVC-I0202 Non-CE1: Crosscheck of Canon's SAO fixed offsets in JCTVC-I0185 [C.-M. Fu, Y.-W. Huang (MediaTek)] [late]

JCTVC-I0193 Non-CE1: LCU SAO Enable Flag Coding [W.-S. Kim, D.-K. Kwon (TI), I. S. Chong, M. Karczewicz (Qualcomm)]

JCTVC-I0405 Non-CE1: Cross-check of TI and Qualcomm proposal (JCTVC-I10193) for LCU SAO Enable Flag Coding [J. Min, E. Alshina, J. H. Park (Samsung)] [late]

JCTVC-I0095 Non-CE1: Cross-check of LCU SAO enable flag coding [A. Fuldseth (Cisco)] [late]
JCTVC-I0199 Non-CE1: Decoupling SAO on/off from SAO type with neighbor-based contexts [C.-W. Hsu, C.-M. Fu, T.-D. Chuang, Y.-W. Huang, S. Lei (MediaTek)]
JCTVC-I0492 Cross-verification of JCTVC-I0199 on decoupling SAO on/off from SAO type with neighbor-based contexts [J. Min, E. Alshina, J. Park (Samsung)] [late]

JCTVC-I0200 Non-CE1: SAO Parameter Estimation Using Non-deblocked Pixels in Interleaving Mode [W.-S. Kim (TI)]

JCTVC-I0385 Non-CE1: Crosscheck of SAO parameter estimation using non-deblocked pixels in interleaving mode in JCTVC-I0200 [C.-M. Fu, Y.-W. Huang (MediaTek)] [late]

JCTVC-I0246 SAO Type Coding Simplification [E. Maani (Sony), K. Minoo, D. Baylon (Motorola), E. Alshina (Samsung)]
JCTVC-I0540 Cross-check of JTVC-I0246 on SAO type coding simplification [D.-K. Kwon, W.-S. Kim (TI)] [late]
JCTVC-I0247 Continuity in Band Offset SAO [E. Maani, O. Nakagami (Sony)]

JCTVC-I0431 Non-CE1: Cross check of continuity in Band Offset SAO (JCTVC-I0247) [I. S. Chong, M. Karczewicz (Qualcomm)] [late]

JCTVC-I0261 Non-CE1: Edge Offset Index Coding for LCU-based SAO [D.-K. Kwon, W.-S. Kim (TI)]

JCTVC-I0096 Non-CE1: Cross-check of edge offset index coding for LCU-based SAO [A. Fuldseth (Cisco)] [late]

JCTVC-I0292 Non-CE1: relocation of SAO syntax in interleaving mode [Y. Yasugi, T. Ikai (Sharp)]
JCTVC-I0210 Non-CE1: Crosscheck of Sharp's relocation of SAO syntax in interleaving mode in JCTVC-I0292 [C.-W. Hsu, Y.-W. Huang (MediaTek)] [late]
JCTVC-I0295 Non-CE1: On positive/negative sign for Category 1, 4 Edge Offset in SAO [H.-S. Song Song, C. Kim, J.-B. Choi, J.-H. Joo, K.-H. Lee, J. Kim (Samsung)]

JCTVC-I0192 Cross verification of JCTVC-I0295 from Samsung on Edge Offset signs signaling [G. Laroche, T. Poirier, P. Onno (Canon)] [late]


JCTVC-I0384 Non-CE1: Unified SAO interleaving syntax in APS and slice header [C.-W. Hsu, C.-M. Fu, C.-Y. Tsai, Y.-W. Huang, S. Lei (MediaTek)]
JCTVC-I0507 Non-CE1: Coding of SAO merge left and merge up [K. Minoo, D. Baylon (Motorola Mobility), I. S. Chong, M. Karczewicz (Qualcomm)] [late]

JCTVC-I0599 Cross check of coding of SAO merge left and merge up (JCTVC-I0507) [E. Maani (Sony)] [late]
JCTVC-I0590 Supplementary test data on SAO type sharing between color components [E. Alshina, T. Lee, J.H. Park (Samsung), G. Laroche, T. Poirier, C. Gisquet, P. Onno (??)] [late]
(not reviewed yet)
5.9 Block structures and partitioning
5.9.1 NSQT/AMP
JCTVC-I0224 Results for Non-Square Intra Prediction with NSQT [X. Zhang, S. Liu, S. Lei (MediaTek)]

This contribution reports methods and results for utilizing non-square intra prediction with NSQT. The fundamentals are same as the methods proposed in AHG16 in the 8th JCT-VC meeting. The coding efficiency and run-time of the proposed methods built on top of HM6.0 software are reported. Experimental results report average 1.3% BD-rate reduction for All Intra HE10 with encoding runtime increase of 31%. For Random access HE10, experimental results report average 0.6% BD-rate reduction with encoding runtime increase of 4%. For Low delay HE10, experimental results report average 0.3% BD-rate reduction with encoding runtime increase of 3%. The average decoding runtime variation is negligible. With further encoder complexity reduction, experimental results report average 1.1% BD-rate reduction for All Intra HE10 with encoding runtime increase of 22% and negligible decoding runtime variation.
Gain without non-square transforms? A: Certainly less, perhaps half.

Concerns raised that this is a non-trivial change, and it builds on NSQT which is still not fully stable yet. It should not be done at this late stage. Could potentially be interesting for future profiles.

JCTVC-I0418 Cross-verification of Results for Non-Square Intra Prediction with NSQT (JCTVC-I0224) [R. Cohen (MERL)]
JCTVC-I0323 Crosscheck of Non-Square Intra Prediction with NSQT (JCTVC-I0224) [Y. Chiu, W. Zhang, L. Xu, Y. Han (Intel)] [late]

JCTVC-I0305 Test results on AMP and NSQT [X. Zheng (HiSilicon), L. Liu (HiSilicon), H. Yu (Huawei), I.-K. Kim (Samsung)]
Nothing new technically – this document summarizes the performance which can be used in the profile/level discussion

JCTVC-I0517 Cross-check of JCTVC-I0305 [J. Xu (Microsoft)] [late]
JCTVC-I0197 Cross verification of JCTVC-I0305 on NSQT from Huawei [E. Francois (Canon)] [late]

JCTVC-I0306 Implementation of NSQT in HM [X. Zheng (HiSilicon)] [late]

For information, describing software, no change relative to the status of San Jose meeting.

Note: The current CD text has bugs (tickets 505 and 506). It is suggested to provide a late input with proposed improved and bug free text on the basis of JCTVC-I0030. 
JCTVC-I0583 Suggested bug-fixes for NSQT text specification [X. Zheng (??)] [late] [miss]
revisit - to be confirmed by CD editor


JCTVC-I0308 Implicit TU split process for asymmetric partitions [X. Zheng (HiSilicon), Y. Yuan, Y. He (Tsinghua)]

This contribution provides an implicit TU split solution for asymmetric partitions when “QuadtreeTUMaxDepthInter” is set to 1 and NSQT is switched of. Experimental results show that the proposed solution contributes average coding gain of 0.2% for RA-Main and RA-HE10, 0.4% for LDB-Main and LDB-HE10. Both encoder and decoder complexity are same as HM6.0.
Presentation not uploaded.
One hint: This implicit splitting may be problematic with minimum transform size. Also not clear whether all cases of AMP are covered.
No support by other companies.

JCTVC-I0452 Cross-check on implicit TU split prcoess for asymmetric partitions (JCTVC-I0308) [I.-K Kim (Samsung)] [late]
JCTVC-I0150 Virtual large transform unit over maximum transform size with zero CBF [J. Kim, B. Jeon (LG)]

This contribution proposes virtual transform units whose width and height are twice larger than the maximum transform size. When the virtual transform is applied, the luma CBF of the TU is derived as zero and the maximum size transform is applied to chroma components. It states 0.1%, -0.4%, -0.6% and 0.1%, -0.5%, -0.8% BDrate respectively in AIMAIN and AIHE10 condition. It also states 0.1%, -0.6%, -0.6% and 0.1%, -0.5%, -0.5% BDrate respectively in RAMAIN and RAHE10 condition. It states 0.1%, -0.7%, -0.9% and 0.1%, -0.9%, -1.0% BDrate respectively in the LBMAIN and RBHE10 condition.
One expert comments that the 32x32 was removed by purpose to reduce complexity (for the case of 4:2:0 and main profile). The text does not have the restriction in general

No overall gain obvious (loss in luma is observed).

No action.
JCTVC-I0164 Cross-check report of virtual large transform unit over maximum transform size with zero CBF by LGE (JCTVC-I0150) [J. Kim, M.Kim (??)] [late]
JCTVC-I0146 Virtual non square transform unit over maximum transform size with zero CBF [J. Kim, B. Jeon (LG)]

In this contribution, virtual non square transforms whose size is larger than maximum transform size are proposed. When virtual non square transform is applied, luma CBF of the TU is derived as zero. It shows 0.0%, -0.2%, -0.1% gain for RAHE10 and 0.1%, -0.4% -0.7% gain for LDHE10 under the common condition with maximum CU size of 64x64 and maximum TU size of 32x32.

No action.

JCTVC-I0086 Cross-check of JCTVC-I0146 on virtual NSQT [Y. Lin (HiSilicon)] [late]

JCTVC-I0149 Coherent transform split pattern for non square transform units [J. Kim, B. Jeon (LG)]
In this contribution, the transform split pattern of non square transform TUs is restrained consistent regardless of the size of CU. Currently a TU in a CU larger than the maximum transform size is split into four square TUs until the TU size is equal to the maximum TU size. And then each square TU is split into four non square TUs. In this contribution, a transform unit is always split into four non square TUs regardless TU or CU sizes. It stats 0.0%, -0.1%, 0.0% gain for RAHE10 and 0.1%, -0.1% -0.3% gain for LDHE10 under the common condition.
Presentation not uploaded.
No interest of other parties.

Claimed to be a simplification of syntax, but no draft text is provided.

No action.
JCTVC-I0445 Cross-check report of JCTVC-I0149 on transform split pattern of NSQT [Y. Lin (HiSilicon)] [late]

5.10 Motion compensation operation and interpolation filters

5.10.1 Interpolation filters and MV precision
JCTVC-I0142 Multiplication free interpolation filter implementation [B. Li, H. Li (USTC), H. Yang (Huawei)]

This contribution proposes multiplication free interpolation filter implementation. It is only an optimization at code level without any RD performance difference. With this multiplication free implementation, about 10% encoding time saving and 8% decoding time saving was obtained.
This would be non-normative implementation optimization (no text change). Communicate with SW coordinator whether this is desirable. Comment by one expert: It may sometimes be better if the reference software is not deviating too much from the text description.
No action.
JCTVC-I0550 Sum-128 luma/chroma interpolation filter [Hongbo Zhu (??)] [late] 
Presenter not available and document not uploaded Sat 4/28.
Presenter not available Mon 4/30.

5.10.2 Weighted prediction
JCTVC-I0109 New results of implicit weighted prediction [A. Tanizawa, T. Chujoh, T. Yamakage (Toshiba)]
This document reports results for the implicit weighted prediction on IBBBP (M=4) coding structure. AVC-based weighted prediction scheme was adopted in HM and WD. The explicit WP can achieve large coding gain for fading sequences with illumination variation. However, the gain of the implicit WP compared to the explicit WP on current coding structures (RA and LDB) is not so high. The main reason is that AVC based implicit WP focuses on IBBP (M=3) coding structure originally and the current coding structures of HM common test conditions are not effective. For example, in the case of RA coding structure, the some weighting factors deriving from the implicit WP are identical to the default weighting factor. In this contribution, it is reported that the implicit WP on IBBBP (M=4) coding structure is tested and reported. AVC-based implicit WP can get 3.3% BD-rate gain on average for black-fade/white-fade sequences.

Presentation not uploaded.
Implicit WP only used for B pictures
Explicit WP gives roughly 20% BR gain for the same fade sequences

Question: Is implicit WP useful at all? Even the one in AVC seems to be hardly used, and it cannot compete with the explicit signalling.
JCTVC-I0110 Improved implicit weighted prediction [A. Tanizawa, T. Chujoh, T. Yamakage (Toshiba)]
This document presents an improved implicit weighted prediction. Weighted prediction (WP) scheme consists of two modes, an explicit WP and an implicit WP. An implicit WP is a method of not explicitly encoding WP parameters, but implicitly deriving them from information of reference pictures. In AVC-based implicit WP, only weighting factors can be derived from the temporal distances among the target picture and two reference pictures used for bi-prediction in B-slices. However, the offset value is always set to 0. Therefore, there are issues in that the conventional implicit WP cannot compensate the pixel value additively and cannot be applicable to uni-prediction. In order to cope with these issues, the derivation process for implicit WP parameters based on image characteristics of the reference pictures stored in decoded picture buffer is proposed. The experimental results in HM software version 6.0 including AVC-based implicit WP are reported. The BD-rate gain of the proposed method for black/white-fade sequences is 16% to 34% compared to HM common condition anchor. It is reported that this scheme can reduce the decoding time.

Presentation not uploaded.
Reduction of decoding time likely due to lower bit rate (less CABAC processing)

Here, the identical processing for deriving the WP weights is simply shifted to the decoder. Even then, it performs slightly worse than the explicit case with identical algorithm. Several experts express opinion that this is not desirable (more dec complexity, error resilience, too specific for fades, explicit WP would be needed anyway).
JCTVC-I0128 Cross-check report of Toshiba proposal JCTVC-I0110 [P. Bordes (Technicolor)] [late]

JCTVC-I0115 Improvement of Implicit Weighted Prediction [P. Bordes, P. Andrivon (Technicolor)]

This document presents an improved implicit weighted prediction (IWP). Weighted prediction (WP) scheme consists in two modes, an explicit WP and an implicit WP. In Explicit WP, the weighting parameters are transmitted explicitly, while in Implicit WP they are derived from the temporal distances of the two reference pictures used for bi-prediction in B-slices.

In the current IWP, the offsets are unforced to zero and it is applicable to bi-prediction and B-slices only. In RA (hierarchical GOP) the weights of closest references are equal to defaults.

The proposed IWP allows to cope with these limitations by interpolating or extrapolating the Explicit WP parameters, in the case Explicit and Implicit WP are combined.

The experimental results in HM software version 6.0 are reported. The BD-rate gain depends on the proportion of frames using Explicit WP and Implicit WP (EP=Explicit Period). For EP=4, the BD-rate gain of the proposed method for black/white-fade sequences is 17% to 34%.
Implicit weights are interpolated from explicit weights (e.g. the two reference pictures in a B frame pyramid)

This could rather be interpreted as a method of coding for the explicit parameters, cannot replace the explicit signalling. Also here it does not give benefit in all cases compared to explicit, and the maximum benefit would be around 0.2-0.3%.
JCTVC-I0111 Cross-check of implicit weighted prediction (JCTVC-I0115) [A. Tanizawa, T. Chujoh (Toshiba)]

Conclusion on I0109, I0110 and I115: Explicit WP is still the most universal and best choice in terms of compression. Current implicit WP of CD is useless. Decision: Remove implicit WP from CD. (Tim Hellman provides text (new doc) and software)

JCTVC-I0589 Text for the removal of implicit weighted prediction [T. Hellman (Broadcom)] [late]
revisit – not reviewed yet
5.11 Motion and mode coding
JCTVC-I0036 Parallel AMVP candidate list construction [Q. Yu, S. Ma (Peking Univ.), H. Liu, J. Jia (LG)]

This contribution proposes three schemes for parallel construction of AMVP candidate list (AMVPCL) at different parallel levels. Method one is a CU-based approach and it constructs AMVPCL of all PUs in the same CU in parallel. Method two is also a CU-based approach but it generates a single AMVPCL for all PUs inside a CU. Method three is a region-based approach, in which AMVPCL of all PUs in the same region are constructed in parallel. Method two and solution three are designed to be compatible with the parallel merge/skip mode in HM6.0. It is reported that average BD-rate loss of Y, U and V is 0.3%, 0.3% and 0.3% for method 1, 0.1%, 0.1%, and 0.1% for method 2, and 0.1 %, 0.1% and 0.0% for the method 3.

One expert raises doubt that a non-normative solution may achieve similar results for parallel processing at encoder. Restriction for small block sizes may help.

Among the suggested solutions, #3 would be closest to the intended goal.

No action.
JCTVC-I0410 Cross-check of parallel AMVP candidate list construction (JCTVC-I0036) [J. Xu (Microsoft)] [late]

JCTVC-I0321 Crosscheck of Parallel AMVP Candidate List Construction (JCTVC-I0036) [Y. Chiu, W. Zhang, L. Xu, Y. Han (Intel)] [late]

JCTVC-I0084 Reduced number of checking scaled MV candidates in AMVP list construction [Y. Lin, L. Liu (HiSilicon)]

One modification is proposed to simplify spatial AMVP derivation by reducing number of checking scaled MV candidates. The number of candidate positions used for deriving the scaled MV candidate is reduced from 5 to 2. Simulation results show that the proposed modification achieves coding efficiency of 0.0%, 0.0% and 0.0% for both random access and low-delay configurations under common test conditions. It is recommended to adopt the proposal.

Not seen as a relevant simplification (particularly understandability text is not becoming simpler, and it does not give a relevant benefit in critical processing path)

(it is also mentioned that H0243 of last meeting was similar and not adopted)
No action.
JCTVC-I0478 Cross check of Hisilicon and Huawei's proposal JCTVC-I0084 [J. Kim LGE)] [late]

JCTVC-I0097 Reports on TMVP off versus TMVP on [H. Choi, J. Nam, D. Sim (KWU)]

This contribution reports on TMVP off versus TMVP on. According to this contribution, about 2~3% BD-Bitrate increases are founded in TMVP off case, compared to TMVP on. To compensate for the significant coding loss by TMVP off, this contribution suggests a method which improves the coding gain while keeping guarantee of error robustness. Therefore, this contribution proposes to send an auxiliary vector at each P and B slice header or PPS.

Compared to TMVP off, the suggested technique performs 0.3-0.4% better. The maximum gain is observed in class F, where panning motion occurs, such that the additional vector is useful.

Claimed to be beneficial in lossy environment.

additional encoder complexity? Unknown.
JCTVC-I0116 Temporal merging candidate derivation with reduced complexity [M. Zhou (TI)]

This contribution proposes to fix the reference index for temporal merging candidate (TMVP) of the merging candidate list to 0. Such a simplification increases the cache efficiency of buffering reference block for merge motion estimation, and facilitates low-complexity TMVP derivation on both encoder and decoder side by leveraging the motion data down-sampling in the HEVC. To compensate the slight loss (0.1%) in LB-Main and LP-Main, it is also proposed to add a simple pruning process (maximum one additional MVP comparison) for the TMVP; the TMVP is pruned against the first available spatial merging candidate before appending to the merging candidate list. Adding both changes together leads to a slight gain (0.1% to 0.2%) in various sequence classes and configurations when compared to the HM6.0.

Presentation not uploaded.
Similar proposals on setting TMVP refidx = 0 were made in previous meetings but were not adopted as they usually produced loss on BQSquare, which is no longer the case here.

Decision: Adopt the part of I0116 which proposes the TMVP ref index 0 as a desirable simplification.
JCTVC-I0411 Cross-check of temporal merging candidate derivation with reduced complexity (JCTVC-I0116) [J. Xu (Microsoft)]

JCTVC-I0134 On MVP candidate list for AMVP/Merge [T. Sugio, T. Nishi (Panasonic)]

In the HEVC CD text, decoding process is not defined for the case that entry of MVP candidate list is empty even though the entry can be illegally indicated by merge_idx/amvp_idx in the syntax. In this contribution, it was proposed to use predetermined MVP candidate for all empty entries in the MVP candidate list to eliminate the undefined decoder behaviour. Experimental result reportedly showed no loss for all test conditions relative to HM6.0.

Decision: Adopt. Several experts express the opinion that this was understood to have been included earlier (filling non-available candidates by zero), so it is an obvious bug fix.
JCTVC-I0119 Cross-verification of Panasonic proposal JCTVC-I0134 “On MVP candidate list for AMVP/Merge” [M. Zhou (TI)]

JCTVC-I0181 MVP and merge candidate initialization [T.-D. Chuang, J.-L. Lin, Y.-W. Chen, Y.-W. Huang, S. Lei (MediaTek)]
Very similar to JCTVC-I0134 and JCTVC-I0314 proposal 1 which was already adopted. In case of B slices, zero vectors should be inserted in both directions. Proponents to suggest one text for inclusion in the DIS, left to the discretion of editor to further align/improve it with the spec.
JCTVC-I0180 Parallel NxN merge mode [J.-L. Lin, Y.-W. Chen, Y.-W. Huang, S. Lei (MediaTek)]

In HM-6.0, reference indices for temporal merging candidates of non-first PUs are set to zero, and the spatial merging candidates located in the first PU are excluded from the merging candidate list for 2NxN, Nx2N, and AMP partitions to remove the motion data dependency in merge mode. However, for the NxN merge mode, the spatial merging candidates located in other NxN PUs are still included in the merging candidate list, which prevents the NxN merge mode from being processed in parallel. Although the NxN merge is not allowed in the common test conditions, it is still allowed by CD (and by the Main Profile). In this contribution, the spatial merging candidates located in the other NxN PUs are excluded to remove data dependency between NxN PUs. Simulation results reportedly show no essentially coding efficiency loss, while all partition types in merge mode can be processed in parallel.
Note: Seems to be similar with H0091 which was not adopted due to the functionality is already covered through parallel mode. Proponent was requested to highlight what is different here, and what the benefit over the current parallel merge is. After discussion, no benefit seemed apparent.

No action.
JCTVC-I0182 Constrained motion data compression [T.-D. Chuang, C.-Y. Chen, Y.-W. Huang, S. Lei (MediaTek), W. Wan, T. Hellman, P. Chen (Broadcom)]

In HM-6.0, the motion data in the upper LCU row are 2:1 down-sampled to reduce the motion data line buffer size. The motion data compression is always performed regardless the minimum PU width. However, the motion data compression for minimum PU width equal to or larger than 8 cannot reduce any line buffer due to the need to support the worst case that happens when the minimum PU width is 4. In this proposal, a new constraint is added: the motion data compression is performed only when the minimum PU width equal to 4. In common test conditions, this constraint will not cause any difference.

Presentation not uploaded.

Decision: Adopt. This also covers one of the US NB comments.
JCTVC-I0256 When MaxNumMergeCand equals zero [Y. H. Tan, C. Yeo, Z. Li (I2R)]

The MaxNumMergeCand syntax in the slice header limits the maximum number of merge candidates available for merge operations within the slice. This proposal presents several ways of clarifying the behavior of the decoder when MaxNumMergeCand == 0. Including a zero motion merge candidate with reference index zero can help alleviate the coding performance degradation (by ~2% on average) when SKIP and MERGE are not used, providing a low complexity alternative. The low-complexity SKIP/MERGE mode can be signaled by setting MaxNumMergeCand == 0.

Difference compared to I0314:?

Both proposals include a new operating point of zero candidates (skip/merge with zero MV value). This needs additional implementation at the decoder.

The proposed solution performs worse than the current maxNumMergeCand == 1. Is an operating point for low-complexity encoder which is likely to be less complex at the encoder still needed?

Conclusion: Fix the current bug (maxNumMergeCand == 1..5 and disallow 0), but no adoption of the two proposals.
JCTVC-I0293 Merge candidate refinement for uni-predictive block [T. Yamamoto, T. Ikai (Sharp)]

This contribution proposes alternative merge candidates for uni-predictive block which replace combined merge candidate in bi-predictive block. The proposed method aims to improve coding efficiency of P Slice without introducing additional worst case computation increase in B Slice. The experimental results show that the proposed method introduces coding efficiency improvement of 0.3 % and 0.3 % for LP Main and LP HE10 cases respectively.
Gain of 1% for Kimono.

No support, no action.
JCTVC-I0074 Cross-check report for Sharp's merge candidate refinement for uni-predictive block (JCTVC-I0293) [T. Chujoh (Toshiba)]
Change is small (adds 27 lines of code).
JCTVC-I0298 Simplification of spatial motion vector scaling process [S. Fukushima (JVC Kenwood), I.-K Kim (Samsung)]

In the HM6.0 and the CD, there is a process for AMVP scaling for the group B (Above). AMVP candidate derivation for the group B needs to check whether the group A has at least one inter coded PU or not.

In this proposal, AMVP scaling candidate derivation of the group A is removed. The scaling candidate is never derived from the group A. The simulation results report that the proposed modification provides average 0.0% coding loss.

JCTVC-H0243 was very similar (above group was restricted, now left group is restricted).

Benefit not obvious (would be better to remove scaling totally).

No action.
JCTVC-I0092 Crosscheck report for JCTVC-I0298 [Hendry, B. Jeon (LG)] [late]
JCTVC-I0314 Default values for skip/merge and AMVP [H. Nakamura, S. Fukushima, H. Takehara (JVC Kenwood)]

Merge indices and MVP indices are coded within maximum number for robustness. However, all indices cannot be always selected because some indices sometimes have invalid value.

Those invalid values may cause decoding error in terms of conformance.

This contribution recommends that invalid candidates are replaced by the default candidates in merge and mvp candidate lists.

In addition, when MaxNumMergeCand is equal to 0, skip_flag and merge_flag cannot be set equal to 1 in current HEVC spec.

This contribution recommends that skip and merge mode can be enabled by default inter prediction value without constructing merge candidate list when MaxNumMergeCand is equal to 0.

1st part same as JCTVC-I0134.

2nd part related to re-defining the decoder operation for MaxNumMergeCand = 0 with an “MPEG-2 style skip” and similar merge mode where the MV associated to skip/merge is zero.
This would apply to the case of low-complexity encoders only.

Note: Currently a ticket (#354) is open related to MaxNumMergeCand = 0 (inconsistent semantics “five-minus”, case 0 undefined), software crashes when it is set to zero. This is different from the original intention of JCTVC-G0091. This should first be fixed before taking action

Similar method is proposed in JCTVC-I0256 (see further conclusions there).
JCTVC-I0437 Cross-check report of Default value for skip/merge and AMVP (JCTVC-I0314) [T. Sugio (Panasonic)] [late]
JCTVC-I0350 Splitting contexts for MVD coding [V. Seregin, J. Chen, X. Wang, M. Karczewicz (Qualcomm)]

In HM6.0, the first two binarized bins of motion vector difference (MVD) are coded with adaptive context and the remaining bins are coded with bypass mode; and there is no MVD signaling for list L1 if mvd_l1_zero_flag is signaled as true. Contexts for the first two bins are shared for all blocks regardless of their associated inter prediction direction or reference lists. However, MVD from different directions may have very different statistical properties, in which case context sharing may not be suitable. That is true especially if motion estimation is unbalanced at encoder side, for example some MVDs are set to zero for a particular list. This contribution proposes assigning a separate context to the first MVD bin with respect to uni-predicted, bi-predicted list L0 and bi-predicted list L1 MVD.
The same idea was proposed in previous meeting

There seemed to be practically no gain – the assertion of benefit was questioned. Adds encoder flexibility, but no real benefit was apparent.

No action.


JCTVC-I0554 Cross-verification of JCTVC-I0350 [P. Chen, W. Wan (Broadcom)] [late] 
JCTVC-I0414 Removal of the restriction on the number of combined merge candidates [O. Bici, K. Ugur, J. Lainema (Nokia)]

In HM6, the number of combined merge candidates is restricted to 5. When this limit on the maximum number of combined candidates was introduced, the design was such that each additional candidate would have a redundancy check with the previous candidates. Therefore, the motivation of the limiting was to limit the worst case redundancy checks. However, in the current design, there is no redundancy check for the additional candidates after the adoption of JCTVC-G397. Therefore, as this limit is obsolete and the number of combined candidates used can never reach 5, it is proposed to remove the aforementioned restriction as a clean-up for the design. Experimental results with common test conditions indicate no coding efficiency difference.

Decision: Adopt. Also trace the draft text for occurences of CombCount which could be removed elsewhere as well.
JCTVC-I0522 Cross-check report for JCTVC-I0414 [S. Esenlik (Panasonic)] [late]
JCTVC-I0490 Combination of JCTVC-I0084 and JCTVC-I0298 on simplified MV scaling process for spatial AMVP derivation [Y. Lin, L. Liu (HiSilicon)] [late]
No need to present, as both proposals were not adopted.
JCTVC-I0548 Cross-verification of simplified MV scaling process for spatial AMVP derivation (JCTVC-I0490) [S. Sakazume, S. Fukushima (JVC Kenwood)] [late] 
5.12 High-level syntax and slice structure
5.12.1 Adaptation parameter sets and parameter set referencing [done]
JCTVC-I0465 Signalling of quantization matrices in SPS and PPS [M. Zhou (TI)] [late]
There is a concern over potential loss of QM data.

Two alternatives to the current APS scheme were

· Just as in AVC (optional presence in SPS with optional over-ride in PPS – i.e. just remove them from the APS)

· Some partial update mechanism for PPS

It was discussed whether there is a need for frequent update of QMs.

Decision: Take QMs out of APS and put into SPS/PPS as in AVC.

Suggestion: Also remove DF control parameters from APS. Put them in PPS with optional override in SH (and a flag in the PPS to indicate whether the override is possible in the SH). Decision: Agreed.

At the moment, it does not appear that there is a need for APS partial update.
JCTVC-I0046 APS partial update through conditional replacement [S. Wenger, J. Boyce (Vidyo)]

Specific to APS partial update.
JCTVC-I0061 Simplified APS partial update through referencing [M. Li, P. Wu (ZTE), S. Wenger, J. Boyce (Vidyo), D. Flynn (BBC)]

Specific to APS partial update.

JCTVC-I0081 APS partial update – APS update with one or multiple references [Hendry, B. Jeon (LG)]

Specific to APS partial update.
JCTVC-I0083 Error resilience improvements for APS partial updates [Hendry, B. Jeon (LG)]

Specific to APS partial update.

JCTVC-I0082 APS partial update – APS buffer management [Hendry, B. Jeon (LG)]

Mostly about APS partial update. However, it was suggested that the proposal could apply without partial update.

The contribution proposes an alternative to the current method of constraining the ID value in order to constrain the PS storage capacity for the decoder. In the proposed scheme, there is a model of a limited decoder buffer capacity and a some rule for establishing which subset of the PSs are stored.

The proposal is essentially to provide a form of loss detection.
JCTVC-I0189 On APS referring and updating [N. Ouedraogo, E. Francois (Canon)]
On APS partial update, a priority flag for APS, and random access for APSs.
Closely related to I0082, with a signalling of the validity of the APS in terms of the number of pictures.
Also proposes a priority flag to indicate "droppable" APS, such that when nal_ref_flag = 0 for an APS, it could only be referred to by non-reference pictures.
Alternatively, it was suggested that temporal_id could be used for this, which would be easier for a "middle-box" to use as an association of APSs (or PPSs to) with layers. It was remarked that such a concept was also proposed in I0330. This seemed like the desired behaviour to the group. This provides a better solution than the proposed one.
JCTVC-I0069 APS error resilience and partial updating [M. M. Hannuksela, S. M. Gopalakrishna (Nokia)]

On APS partial update and loss resilience for APSs.
This proposal has a similar concept of loss detection and buffering of APSs as in I0082 and I0189. It was remarked that this is analogous to the maximum POC difference constraint.

It was remarked that such a scheme would have a problem for splicing, as the range in which the APS IDs would fall after the splice point is not under the control of the encoder.

An alternative loss detection suggestion was to send a PS checksum in an SEI message. This would not have the splicing issue. It was remarked that this checksum idea had actually been previously proposed for AVC, but in that case it was thought that since the PSs are relatively small, it did not seem necessary, as they could be repeated. This argument would not be valid for APSs.
Definition of an SEI message could even be done later, and we could define one for AVC SPSs and PPSs as well. That idea seems worth further study.

JCTVC-I0572 Crosscheck for APS Error Resilience and Partial Updating (JCTVC-I0069) [S. Deshpande (Sharp)] [late]
JCTVC-I0338 On parameter sets [Y.-K. Wang, Y. Chen, G. Van der Auwera (Qualcomm), P. Wu (ZTE)]

Proposes "GPS" concept for parameter set cross-referencing for APS partial update and other purposes.
The GPS would contain the GPS ID, the APS ID, the PPS ID, and the SPS ID. The SH would contain only the GPS ID.

The other purposes are:
· Enabling sharing of PPSs with different SPSs (to reduce the number of necessary PPSs)

· Reduce the number of bits in the SH.

It was remarked that loss of a GPS would be a problem, and that the content of the GPS might need to change frequently (which would make out-of-band signalling undesirable).

For further study.

JCTVC-I0067 On APS reference restriction for random access [A. Minezawa, K. Sugimoto, S. Sekiguchi (Mitsubishi)] [late]
The issue is if APS data is sent before a CRA is sent and then used after that, and suggests that this should be prohibited.
Decision (Ed.): Just put an informative note in the text to point out the issue (Y.-K. Wang and G. J. Sullivan volunteered to provide the text).

5.12.2 Random access [first pass done]
See also the recovery point SEI message proposal I0044, HRD for CRA pictures I0277 and APS reference restriction for CRA pictures I0067.
JCTVC-I0133 POC signalling for CRA picture [B. Choi, J. Kim, J. Park (Samsung)]

(Review chaired by Y.-K. Wang.)

Proposes to signal POC MSB for CRA pictures, in the slice header.
It is sufficient to have relative POC relationship in the decoding process.
The usefulness depends on discussion of proposals for signalling of LTRPs in the SPS (I0076 and I0340).
Revisit after decision on those proposals.
JCTVC-I0275 On Leading Pictures [S. Deshpande, A. Segall (Sharp)]

(Review chaired by Y.-K. Wang.)

This document proposes explicit signaling of leading pictures that follow a CRA picture in decoding order and precede it in output order. A NAL unit type is proposed for slices of leading pictures that follow a CRA picture (LFC). It is asserted that this LFC NAL Unit type can allow a server / network node to easily discard leading pictures when sending a bitstream starting at the corresponding CRA picture. The proposed LFC NAL unit type does not require changes to the decoding process of pictures.
Currently, bitstreams are conforming when the leading pictures are present. However, bitstream may not be conforming when the leading pictures are not present, as the CPB may overflow.
A use case mentioned was seeking in either streaming or local playback, wherein it is easier to check whether a NAL unit belongs to a leading picture of the CRA picture at the new starting point.
The ISO base media file format (ISOBMFF) includes signaling of CRA picture type of random access points and the associated leading pictures. But there may be streaming contents not based on ISOBMFF.

Decision: Adopted.
JCTVC-I0278 Signalling of CRA Pictures [S. Deshpande, L. Kerofsky, A. Segall (Sharp)]

(Review chaired by Y.-K. Wang.)

Proposes using a new NAL unit type (or a flag in the slice header) to indicate whether leading pictures associated with a CRA picture is present.
The use case seems depending on the decision on I0277.

Revisit after discussion of I0277.

JCTVC-I0404 CRA pictures with broken links [G. J. Sullivan (Microsoft)]
(Review chaired by Y.-K. Wang.)

Main idea: :Proposes an indication of a so-called "broken-link" CRA (BLC) picture, even when it is in the middle of the bitstream, the decoding process for leading pictures associated with the starting CRA picture is applied for decoding of the leading pictures for the BLC picture in the bitstream.
Comment: Why not discard the leading pictures when splicing? For "lazy" splicing (
1) To signal the indication use a new NAL unit type for the BLC picture.
Decision: Adopt the above proposal piece(s).

2) A restriction that any particular picture can be a leading picture (or a non-decodable picture) associated with at most one CRA picture.

Decision: Adopt
3) And a BLC picture can activate a new SPS (consequently can change spatial resolution), and other details like inclusion of output_prior_pics_flag – text available?
4) To relax the constraints of IDR picture – such that it can behave like a BLC picture, then we still use the IDR term but with the proposed BLC behavior. no text available on this.
5) To decouple the POC relationship from the decodability for pictures that follow CRA picture and BLC in decoding order and to indicate the decodability of a picture
Revisit (check text).
JCTVC-I0236 TLA picture restriction [R. Sjöberg, J. Samuelsson (Ericsson)]

(Review chaired by Y.-K. Wang.)

Proposes to add a restriction: When the current picture is a TLA picture, there shall be no reference picture included in the reference picture set with temproal_id greater than or equal to the temporal_id of the current picture.
Decision (Ed.): Adopted (this is a text bug fix, not a change of design intent – it corrects the specification of the intended behavior of TLA pictures).
5.12.3 Hypothetical reference decoder [first pass done]
JCTVC-I0277 HRD Buffering for Bitstreams Starting with CRA Picture [S. Deshpande, A. Segall (Sharp)]
This document proposes modification to the buffering period SEI message and to HRD for bitstreams starting with CRA pictures when leading pictures may be present. It is asserted that the proposed HRD modification can reduce the initial buffering latency when starting playback at CRA picture. Additionally it was reported that with the proposed modification HRD will not underflow when leading pictures after CRA are discarded.
In the discussion, there seemed to be some terminology confusion between the definition of "overflow" and "underflow".
There was also some confusion over whether removal of data can cause a problem in the VBR case.

The proponent asserted that the removal of some data from the bitstream can cause both overflow and underflow. Whether this was actually the case or not was also not clear to all in the discussion.

However, aside from this, there was agreement that an issue can exist, at least in some modes of HRD operation.

One suggestion was to make it the responsibility of the system that drops the data to ensure that the HRD will operate properly (e.g. by not dropping the data or by adjusting the initial_cpb_removal_delay and initial_cpb_removal_delay_offset).
The proposal was to send additional initial_cpb_removal_delay and initial_cpb_removal_delay_offset parameters in the BP SEI message that are specifically for that case.

Editorially it would be important to strictly obey the decoder perspective (e.g. not presume the existence of some larger set of data from which some non-present data was removed).
It was remarked that, with such a scheme, it would be necessary to have some indication of whether the decoder needs to use to initialize the HRD. I0278 would provide such an indication. Another suggest was to put a flag into the BP SEI message itself.
If there is an indication that leading pictures are not present, it seems that there is no way to fully test the values of the initialization parameters. Some specification language might be needed for this case, such as saying that the values must be something that could be hypothetically conforming if some leading pictures were present.

It was asserted that this initialization would, at least ordinarily, reduce the start-up latency of the bitstream buffering.

A participant remarked that in VBR mode it might not be necessary to have such data, because tai,earliest might prevent the problem.

A suggestion was to put the parameters into a different SEI message, and have the discarding system element be responsible for using that data to replace the data of the BP SEI message.

It was agreed that, in principle this proposal was supported for adoption together with having some indication of which initialization to use, subject to appropriately-drafted text.

For the indication, it seems likely that we would want to use the NUH.

Revisit for text review.

JCTVC-I0333 AHG11: Proposed text for sub-picture based CPB operation [K. Kazui, J. Koyama, S. Shimada, A. Nakagawa (Fujitsu)]

This contribution proposes text for the sub-picture based CPB operation in JCTVC-H0215.
It was asked how it is determined which bits are removed from the CPB in each removal operation.

It was remarked that if the coded data uses a certain type of partitioning, that might provide a way.

Another suggestion was for it to be specified that the bits removed from the CPB are removed in units of NAL units until that NAL units containing a certain needed number of CTBs (specified by a syntax element num_ctbs_in_subpicture_minus1 + 1) have been removed.

The proposed text does not say which data (called "decoding unit") is removed from the CPB at each point.

It was asked how the data flows into the CPB – an arrival time was proposed to be specified for each decoding unit.

The proponent indicated that decoder conformance would not be affected by this – only bitstream conformance.
JCTVC-I0349 Sub-picture-level low-delay CPB behavior [Y. -K. Wang, Y. Chen (Qualcomm)]

This proposal is similar to I0333. It has a definition of a decoding unit that is a NAL unit.
Several participants indicated that it was desirable not to attempt to fetch decoding units that are smaller than NAL units.

For discussion of both proposals:

It was suggested that if such a scheme is specified, the associated parameters would be provided in addition to the conventional parameters. This view seemed generally supported.
Aspects to work out:

· decoding units that may be multiple VCL NAL units

· making this scheme be something that is defined to operate in addition to the existing scheme

It was suggested for the proposed text to be studied and for these aspects to be worked on, and then to revisit the discussion.
JCTVC-I0588 Sub-picture based CPB operation [Y.-K. Wang, Y. Chen (Qualcomm), K. Kazui, J. Koyama, S. Shimada, A. Nakagawa (Fujitsu)] [late]
TBR.
5.12.4 Profile signalling [done]
JCTVC-I0499 HEVC Profile Signalling D. Singer (Apple) [late]

TBA
3 bits, profile_space (reserved 0 initially); What are these for? Non-backward-compatible things? Assume this.
5 bits profile_idc, meaning contextual on profile space;

16 bits, reserved indicator flags (required to be 0 in conforming bitstreams and ignored by the decoder);

8 bits, level_idc; (make sure we have gaps between the values we define)
32 bits, profile compatibility, meaning contextual on profile space

Decision: Adopt as shown above.

5.12.5 Picture order count [done]
JCTVC-I0345 Temporally adaptive POC coding [R. L. Joshi, Y. Chen, Y.-K. Wang, A. K. Ramasubramonian (Qualcomm)]

In this proposal, a change in the definition of previous reference picture (prevRefPic) in the calculation of picture order count (POC) value of a picture is suggested. In addition, an adaptive POC signaling scheme is also proposed. Unlike the current HEVC design, which signals a fixed number of Least Significant Bits (LSB) of the POC, it is proposed that pictures having different temporal_id values may use different number of bits for signaling the POC LSBs.

For GOP sizes of 8 and 16, average bit-savings for the POC signalling subset of the bitstream were reported as 31.25% and 42.5%, respectively, assuming no robustness to picture loss. For one picture loss, the average bit-saving are 27.5% and 36.46%, respectively.
The contributor had previously submitted a similar proposal.

More LBSs would be sent for lower temporal layers.

The motivation is to save some bits for POC LSBs in higher temporal layers.
It was remarked that as a percentage of the total bitstream size, the savings might not be so significant.

The proposal suggested to reduce the minimum number of bits used for POC LSBs.
A participant expressed concern over whether this could potentially have unforeseen adverse consequences.

Another participant suggested that the change makes the specification more complicated and difficult to understand, for a coding efficiency benefit that seems very limited. We are generally not seeking minor benefits in coding efficiency unless motivated by such factors as simplification, logical design, etc.

Decision: Define the prevRefPic to be the previous reference picture with the same or lower temporal ID.

No other action taken.
JCTVC-I0045 Cyclic POC [J. Koyama, K. Kazui, S. Shimada, A. Nakagawa (Fujitsu)]

This contribution again proposes to change the definition of picture order count (POC) to a cyclic pattern. The range of POC value remains 32-bit and no syntax change is required.

The proposed modification to the HM6 text is attached.
Previous document H0257, this time with text.

The expressed concern is the need to insert IDR (e.g., once per year).

In AVC, it was possible to avoid this by using MMCO = 5.

The suggestion is to apply a wrapping rule, as is done with POC LSBs.

It was remarked that it would not be necessary to modify the range of values of POC. If specified this way, it would have no effect on "normal" relatively-short bitstreams.

It was remarked that it might be difficult to test whether a decoder is doing this correctly.

It was remarked that there were some editorial problems in the provided text.

It was suggested that we could just entirely remove the POC range constraint.

Suggested structure of scheme:

· A suggested simpler alternative was to just increase the range to 64 bits (knowing that a decoder doesn't actually need to do it that way).
· A limit on the value of the signalled POC difference relative to an LTRP needs to be specified. Specify that the total POC difference of a long-term ref picture relative to the current picture shall be less than 224−1.
Decision (BF): Adopt the two modifications described above.
5.12.6 SEI messages [some deferred]
JCTVC-I0218 Changes to the hash SEI calculation for improved usability [T. Hellman, W. Wan (Broadcom)]

Reviewed in HLS BoG (chaired by J. Boyce).

This contribution claims that the two hash SEI messages, as presently defined, are difficult for a real-time encoder or decoder to use. It states that three independent post-decode memory passes are necessary to compute the hashes. It recommends two changes: computing separate MD5 hashes for luma and chroma, rather than just one, and replacing the second hash type (CRC) with a checksum. It claims that the first change allows real-time decoders to compute the MD5 at display time, and the second allows real-time computation of the hash at both encode time and decode time.

It was suggested that the size of the MD5sum could be reduced, and that 16 bytes is stronger than needed.

Replacing CRC with checksum allows order independent processing, but offers less protection. It was noted that H.271 uses CRC32.

It was noted that checksum or CRC may be useful for error detection of parameter sets.

A suggestion was made to use a checksum method as a 3rd method, not removing the CRC. 
A suggestion was made to clarify operation if calculation overflows 32 bits.

The BoG recommended to add support for the additional hash type described as solution 2 of I0218 (an order-independent scheme) for the checksum method, in addition to the CRC and MD5sum schemes. Also always send 3 checksums/hashes – one per color component. Decision: Adopt (both aspects described within this paragraph).
JCTVC-I0245 LCU based Input order scanning for hash SEI Message [R. R. Srinivasan, M. Mody, C. Ghone (TI)]
Reviewed in HLS BoG (chaired by J. Boyce).

Hash SEI messages are defined to provide checksum of the decoded picture in the current access unit. With the current definition, computation of these checksum can be done only as an end of frame operation, as there is a sequential dependency between different color components and within in a color component, lines taken in raster scan order are input to checksum engine. This proposal suggests breaking dependency between different color components and also proposes a way to do this checksum calculation during LCU decoding process immediately after in-loop filtering process. There by making the checksum calculation as a LCU based operation, instead of a line-based operation. This reduces frame-end computation complexity and reduces memory bandwidth.
Propose to send 3 separate MD5sum values, one for each color component.

Not aligned with LCU grid because of post-filtering.

The interaction with slices and tiles was questioned. The coding order of the SEI message w.r.t. the coded picture should be considered. Perhaps a POC in the SEI message. There is a restriction now that SEI messages must precede the VCL NAL units of an access unit, and perhaps this should be relaxed.

First issue: 1 vs. 2 vs. 3 MD5sums. It was remarked that having 3 could help identify which color component had a problem.

Recommend to have 3 MD5sums, one per color component. If we keep the CRC, it should also have 3.

It was remarked that if the checksum were used, individual LCU operation and offset aligment is unnecessary. 
See notes relating to I0218.
JCTVC-I0044 Modification of recovery point SEI message [K. Kazui, J. Koyama, S. Shimada, A. Nakagawa (Fujitsu)]

TBR.
JCTVC-I0057 Frame packing arrangement SEI extension for HEVC [O. Nakagami, T. Suzuki (Sony)]
Reviewed in HLS BoG (chaired by J. Boyce).

In the current draft, frame packing arrangement SEI is defined as the same as SEI defined in AVC (Rec. ITU-T H.264 | ISO/IEC 14496-10). This contribution proposes to modify the frame packing arrangement SEI for HEVC to support coding tools in HEVC.

Two extensions to the frame packing arrangement SEI were proposed. The proposed extension links the view information and coding structure. One is an extension for frame sequential coding using temporal_id. The other is an extension for frame packing coding using tile.

The proposed extensions were suggested to enable represent view information with fewer bits. Furthermore, it was asserted that decoders can output only the base view without entire decoding process since the additional view is independent of the base view in the coding structure point of view.

There was a suggested use case using temporal_id.
Another use case was described using tiles. A change was proposed to the SEI message syntax, such that the frame packing SEI message would use tile parameters from the PPS. It was noted that the proposed syntax has a parsing issue, as the proposed SEI message uses PPS parameters that may not be activated until the SH is parsed.

The semantics for the temporal_id aspects were not clearly described.
The BoG recommended no action.
JCTVC-I0058 On stereo 3D coding using frame packing arrangement SEI [O. Nakagami, T. Suzuki (Sony)]

Reviewed in HLS BoG (chaired by J. Boyce).

Frame packing stereo 3D coding using frame packing arrangement SEI is supported in the current draft. However, one issue is compatibility among decoders since decoding SEI messages is not a mandatory process. This contribution proposes three alternative methods to realize the 2D compatibility among the decoders.

Has 3 options. Add a 1-bit flag in VUI to indicate the existence of the SEI message.b

Uses “should” wording which isn’t done in the spec.

If some conditions in SEI message are met, normative decoding cropping process is changed.

It was mentioned that DVB uses this method for AVC frame packing.

IT NB comment to fix such schemes in HEVC.

The BoG recommended further review.

TBR.
JCTVC-I0072 Usage of cropping rectangle and sample aspect ratio to support 2D-compatible services in “Frame compatible Plano-Stereoscopic 3DTV” within the HEVC specification [M. Arena, P. Sunna (RAI)]
TBR.
JCTVC-I0062 Comments on field indication SEI message [M. Li, P. Wu (ZTE), C. Fogg (Harmonic)]

TBR.
JCTVC-I0393 How to use the field sequence SEI [C. Fogg (Harmonic), A. Wells (Ambarella)]

TBR.
JCTVC-I0502 On Chroma considerations for Interlaced material coding [J. Vieron, J.-M. Thiesse (Ateme)] [late]

TBR (presenter requests Monday 7th morning).
5.12.7 Slices [done]
JCTVC-I0313 Restricting Slice Boundaries to LCU Granularity [T. Hellman, W. Wan (Broadcom)]

Proposes to remove the support of finer-than-CTB spatial granularity of slices (E024) from the specification. This feature is not in a currently-specified profile. It was agreed that this document would be re-reviewed if and when we consider specifying support for this feature in a profile.
It was remarked that the specification of support for this feature may not be complete and correct in the current draft text. The feature is (at least basically) supported in the software.

Our plan is to consider the correctness of the specification of this feature to be a relatively low priority, and, if the feature is still not planned for inclusion in a profile in another meeting cycle or two, we will remove it from the specification (along with removing other unused features, unless they are at least planned for use in some future profile).

JCTVC-I0394 AHG11: Copy Slice Type [S. Deshpande, A. Segall (Sharp)]

Currently, we have a skip flag at the CTB level, and copying would use approximately two coded bins per LCU.
This contribution requests adding a new slice type to copy an area from another picture. The number of LCUs to be copied would be inferred from the slice address of the next slice.
Some concern was expressed about the dependency of the slice size on the content of data in some other slice.

It was also commented that this seems like duplicate functionality, since it is possible to use the current syntax to produce the same effect reasonably efficiently.

No action taken.
JCTVC-I0500 AHG11: Definition of slice types [K. Suehring (HHI)] [late]

Current text uses ue(v) coding of slice_type with ordering 0=P, 1=B, 2=I (save as AVC).
The software has 0=I, 1=P, 2=B. It was remarked that CABAC initialization in the text corresponds to this.
Proposal suggests 0=B, 1=P, 2=I (first two switched from AVC).

Decision: Adopted (also fix the CABAC initialization in the text to correspond with this). [Notes cleanup: Here we should just refer to the related action regarding entropy slice type indication.] 
5.12.8 High-level syntax cleanup
JCTVC-I0266 Modifications on signalling collocated picture [Y. Yu, J. Lou, L. Wang (Motorola Mobility)]
Reviewed in Track B.

In the current HEVC committee draft, collocated_from_l0_flag and collocated_ref_idx at slice header are used to specify the collocated picture. Another flag enable_temporal_mvp_flag at PPS is used to control whether temporal motion vector is used or not. This document proposes some modifications on signalling collocated picture. When enable_temporal_mvp_flag is 0, both collocated_from_l0_flag and collocated_ref_idx are no longer necessary.

Proposes to not send syntax in the slice header to identify the collocated picture for temporal MVP when the temporal MVP is disabled at the PPS level. Text impact is miniscule – just a small change in the syntax table.
Decision: Adopted (editorially it would seem preferable to nest the existing "if" statements within a new "if( enable_temporal_mvp_flag )" check).
JCTVC-I0037 Removal of Syntax Redundancies [Y. Morigami, K. Sato (Sony)]

Reviewed in HLS BoG (chaired by Y.-K. Wang).

Abstract: In HEVC CD text specification, SPS (sequence parameter set) contains syntax element “chroma_format_idc”. Chroma_format_idc = 0 means that input video is in monochrome format. At the 8th JCT-VC meeting in San Jose, it was proposed by JCTVC-H0457 to remove monochrome format support from HEVC specification, and meeting note says: “We will have some profile that does not support monochrome, and an indicator flag in VUI”. Main profile currently does not support monochrome input, but HEVC syntax itself still supports monochrome. There would be profiles that support monochrome format either in version 1 or 2 of HEVC.
If input is monochrome, syntax elements related to Cb/Cr are redundant. In fact such redundancy is excluded on weighted prediction in the current HEVC specification, but not on other syntax elements as:

· chroma_pred_from_luma_flag

· bit_depth_chroma

· cb_qp_offset and cr_qp_offset

· sao_cb_enable_flag and sao_cr_enable_flag

· alf_cb_enable_flag and alf_cr_enable_flag

· intra_chroma_pred_mode

· pcm_sample_chroma

· scaling list

This document proposes to remove such redundancies from HEVC syntax so long as there exists profiles that support monochrome either in version 1 or 2 of HEVC. Otherwise, syntax redundancy removal on weighted prediction would not be necessary.

Comments:
The proposed syntax introduces a parsing dependency of PPS on SPS.

If we don't anything now, in a potential new profile in the future that supports 4:0:0, we can still add a condition in a way that is backwards compatible. In such a potential new profile, it should be useful to do this.
The BoG recommended no action.
JCTVC-I0127 Syntax cleanup [T. Lee, J. Park (Samsung)]

Reviewed in HLS BoG (chaired by Y.-K. Wang).

Document abstract: There are syntaxes having dependency each other. To clarify the dependency and reduce redundant bits, the conditional coding or differential coding of the information related temporal motion predictor, dQP signalling unit and entropy slice are proposed.

1) Makes the current signaling of collocated_from_l0_flag and collocated_ref_idx further conditioned on enable_temporal_mvp_flag

Resolved by decision of I0266.

2) To fix a bug in the semantics of max_cu_qp_delta_depth, and further proposes a syntax cleanup for bits saving.

Recommend adoption. (remember to put a value range when integrating). Decision: Adopted.
3) Makes entropy_slice_flag conditional on !first_slice_in_pic_flag, and also all SH syntax elements and syntax structures from five_minus_max_num_merge_cand conditional on !entropy_slice_flag.

The BoG recommended adoption. Decision: Adopted.
JCTVC-I0165 On Signalling of Several Syntax Elements in Slice Header [J. An, X. Guo, C.-W. Hsu, Y.-W. Huang, S. Lei (MediaTek)]
Reviewed in HLS BoG (chaired by Y.-K. Wang).

In this contribution, some conditions and constraints were proposed to be added on the signaling of two syntax elements in slice header, aps_id and inherit_dbl_params_from_aps_flag. It is reported that the proposed method can save some redundant bits, as well as avoid the potential contradictory between related syntax elements.

This was no longer relevant due to APS related decisions at this meeting.
JCTVC-I0144 Removal of input picture size constraint and picture cropping offset parameters in sequence parameter set [I.-K Kim, Y. Park, J. H. Kim, J. H. Park (Samsung)]

Reviewed in HLS BoG (chaired by Y.-K. Wang).

In this contribution, removal of a constraint on picture width and height (picture width and height shall be integer multiple of minimum CU size) is proposed. Based on the proposal, it is also suggested to move the position of picture cropping offset parameters from sequence parameter set (SPS) to supplemental enhancement information (SEI). By this modification, general cropping functionality is kept as optional and only mandatory cropping process is kept in the decoding process.

The BoG recommended no action.
JCTVC-I0420 High-level Syntax: Proposed fix on signalling of TMVP disabling flag [C. S. Lim, S. Mon Thet Naing (Panasonic), J. Xu (Microsoft), B. Li(USTC)]
Reviewed in HLS BoG (chaired by Y.-K. Wang).

IThis contribution proposes to explicitly signal the enable_temporal_mvp_flag at every P and B slice header. It is purported that the benefit includes cleaner design for TMVP disabling process.

1) To remove the marking process and normatively constrain the bitstream such that any pictures that follow the current picture in both decoding order and output order shall not use temporal motion vector prediction from any picture that precedes the current picture either in decoding order or output order.
The BoG recommended to adopt. Decision: Adopt.
2) Explicitly signalling the flag in the slice header

Suggestion: To have a flag in the SPS, if that flag is equal to 1, then no flag in the slice header, otherwise the slice header flag is sent.
Suggestion: The enable_temporal_mvp_flag in the slice header shall be the same for all slices in a picture.

The BoG recommended to adopt the above suggestions. Decision: Adopt.
3) Encoder constraint to enable the refresh point (no functionality change)

The BoG recommended no action.
JCTVC-I0170 Parsing robustness issue for deblocking filter syntax [S. Esenlik, M. Narroschke, T. Wedi (Panasonic)]

Was reviewed in Track B.

According to the current HM6.0 the deblocking control parameters can be signalled either in the Adaptation Parameter Set (APS) syntax structure or in the slice header. It is noted in the proposal that when the deblocking control parameters are sent in the APS, the parsing of the syntax element slice_loop_filter_across_slices_enabled_flag in the slice header depends on the DB control parameters that are sent in the APS. This results in a parsing issue for the slice data, since the APS is expected to be subject to packet losses in the communication network. The contribution provides a solution for the parsing problem with a small change in the slice header syntax. With the help of the proposal the slice data can be parsed independently from the APS.

No longer relevant due to APS related decisions at this meeting.
5.12.9 High-level syntax for weighted prediction [open]
Revisit: The following 5 documents are related to HL syntax and should be discussed in Track B. Only I0421 had some aspects that are directly related to prediction and was shortly presented in track A.

JCTVC-I0260 On Weighted Prediction Parameter Signalling [Yong He, Jie Dong, Yan Ye, Eun S. Ryu (InterDigital)]

Open?

JCTVC-I0279 Revised text of explicit weighted prediction [A. Tanizawa, T. Chujoh, T. Yamakage (Toshiba)]

Open?

JCTVC-I0335 On weighted prediction signalling [Y. Chen, M. Coban, Y.-K. Wang, W.-J. Chien (Qualcomm)]

Open?

JCTVC-I0421 High-level Syntax: Improvements to weighted prediction for B slices [C. S. Lim, S. Mon Thet Naing (Panasonic)]

This was shortly discussed in the track A session: No evidence is given that the additional weighting parameters for uni-pred case give benefit.

JCTVC-I0439 On Explicit Weighted Prediction Signalling [Hendry, S. Park, Y. Jeon, B. Jeon (LG)]

Open?
5.12.10 Multi-topic contributions
JCTVC-I0143 High level syntax modifications [B. Li, H. Li (USTC), H. Yang (Huawei)]
Reviewed in HLS BoG (chaired by J. Boyce).
This document presents several modifications of the high level syntax of the current HEVC. The proposed modifications include: (1) the nal_ref_flag restriction of CRA picture; (2) differentially signaling of per-temporal layer information; (3) the position of signaling per-temporal information in SPS; (4) the derivation of POC when num_reorder_pics is 0, (5) a proposed change to the motion merging.

Consideration of each item in the summary above is noted as follows:

1) CRA restriction on nal_ref_flag: nal_ref_flag shall be equal to 1 for CRA pictures.

The BoG recommended to adopt. Decision: Adopt (this is just an editorial clarification of the existing intent).
2) To introduce a variable. Save some bits in the SPS. Relevant SW NB comment to disallow smaller values. The BoG recommended to note the restriction recommended in the NB comment.

3) It was commented that the picture resolution should be earlier than these parameters. The BoG recommended no action.

4) The BoG recommended no action.

5) See the notes relating to JCTVC-I0414.
JCTVC-I0330 Comments on HEVC text spec draft 6 [Y.-K. Wang, M. Coban, Y. Chen, R. L. Joshi, J. Chon, A. K. Ramasubramonian (Qualcomm)]

Reviewed in HLS BoG (chaired by J. Boyce).
The contribution proposes to remove the constraint on maxPicOrderCnt – minPicOrderCnt.

It was asked whether, in the current specification, the picture corresponding to prefRefPic needs to be in the RPS. A participant indicated that there is currently no expressed requirement in this regard.

It was suggested that if we keep the constraint, the prefRefPic picture should be in included the set of pictures over which the difference constraint applies. Open. [Didn't we agree to this?]
Many parts, identified as follows:

· temporal_id semantics, distinguish between VCL and non-VCL NAL units. Define temporal_id of an access unit. May want to add to definition section also. Revisit after language of NOTE revised. The relationship with TLA was questioned.

· Tile syntax in SPS and PPS – see notes relating to JCTVC-I0113.

· picture size signalling in multiples of 8. It was noted that other standards referring to the specification may benefit from referring directly to a syntax element. No action.

· slice header byte alignment. In the text, the slice header may or may not be an integer number of bytes. The HM always has slice headers aligned. It is noted that ALF and SAO no longer use slice header signaling. Decision: At the end of the slice header, add a 1 bit followed by the number of 0 bits necessary to achieve byte alignment (regardless of whether tiles or wavefronts or neither are in use).
· Editorial, new VLC code. Editors can consider. No action.

· Entropy slices. Revisit.
· coding of slice address in the slice header. See notes relating to JCTVC-I0113.

· Applicability of inter-RPS prediction. It was suggested to further change the inter-RPS to add a parameter to indicate whether it is being called by the SPS or the slice header. Further study encouraged.
· Relationship between TLA and temporal_id_nesting_flag. It was suggested to always mark as TLA (when not an IDR or CRA). Decision: When temporal_id_nesting_flag is equal to 1 and temporal_id > 0, nal_unit_type shall be equal to 3.
· POC constraint. For further study.
· Replace rbsp_trailing_bits( ) with byte_alignment( ) in slice_data. For further study. Decision: As an editorial refinement, replace rbsp_trailing_bits( ) with the equivalent syntax of a 1 bit followed by the number of 0 bits necessary to achieve byte alignment in any such cases that do not end an RBSP.
· Change num_reorder_pics[ i ] semantics. Decision: Just an editorial correction – fix.
· Semantics of list_modification_present_flag. Just an editorial issue – to be addressed by the editors (there is also a Sweden NB comment on this about integration problem on H0412). There is already a ticket #512 to track this in the bug tracking system.
· Editorial comments. Editors can consider. No action. We should add ticket(s) to track this in the bug tracking system.
JCTVC-I0600 On semantics of temporal_id and related [Y.-K. Wang (Qualcomm), J. Boyce (Vidyo)] [late] [miss]
TBR.
5.12.11 High-level parallelism
JCTVC-I0056 Bitstream restriction flag to enable tile split [O. Nakagami, T. Suzuki (Sony)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

The contribution proposes to add 1-bit flag in VUI as tile_splittable_flag. The proposed flag represents bitstream restriction when tile coding is used. The flag enables decoders to decode tiles independently not only in picture level but also in bitstream level. When the flag is set to true, it is possible to extract any tile from the bitstream without entire decoding process. It was asserted that such flag enhances usability of tile coding in some application field. Eg. Frame packing stereo encoding, TV-conference systems etc.

Comment: Proposal disables inter-view prediction. Concern expressed on coding efficiency impact.

Clarification that this is an encoder choice

Question: Why not just code two separate sequences or handle this at a higher level?

Concern over parsing dependencies by placing tile information in VUI

Question: Should this be located in an SEI message?

Concern expressed over use case size

The BoG recommended no action.
JCTVC-I0070 Nested hierarchy of tiles and slices through slice header prediction [M. M. Hannuksela, A. Hallapuro (Nokia)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

It is observed in this document that the primary difference between a tile-shaped slice and a tile included in a slice (as one of many tiles included in the same slice) is the presence or absence of the slice header. In the HEVC CD, a tile may contain one or many complete slices, or a slice may contain one or many complete tiles.
This contribution proposes the following items:

1. A picture delimiter NAL unit may carry a slice header, which may be used for decoding of more than one slice of the picture.

2. A slice header beyond the slice address need not be provided for any slice.

3. A slice header may be selectably predicted from the previous slice in scan order or from a slice header carried within the picture delimiter NAL unit.

4. The tile marker is proposed to be removed from the slice_data( ) syntax. For similar purposes as a tile marker was earlier used, a slice (typically with a short header) can be used.

Revision 1 of the contribution includes source code that implements the proposed changes and provides simulation results. When a slice size of about 36 LCUs of size 64x64 was used, the proposed slice header prediction provided about 1.5% BD-rate reduction on average in low-delay B main configuration when compared to HM6.0. When compared to HM6.0 with one slice per picture and a tile size about 6x6 LCUs of size 64x64, the proposal provided about 0.6% BD-rate increase on average in low-delay B main configuration.

Revision 2 attempts to clarify the relation of the proposal to tiles and tile markers. The proposed changes in slice_data( ) were updated.

Proposal – picture delimiter NAL unit may carry a slice header may be used for decoding of more than one slice of the picture

Proposal – slice header beyond the slice address need not be provided for any slice

Results show approximately 1.5% reduction (5% for LD, Class E)

Proposal – slice header may be selectively predicted from previous slice

Proposal – tile marker removed (not discussed in detail because of previous recommendation)

Results show that use of short headers compared to tile markers provides a coding efficiency loss of 0.6% on average for LDB.

Recommendation: Review in larger group.

Further discussion of item 1 was held in Track B.
A flag was proposed to identify whether a slice header is the same as in the AUD or not.

A view expressed was to not use the AUD (which can only be in one place and cannot be repeated) in this way, and rather use some kind of parameter set (i.e. APS). This parameter set suggestion seemed promising, but since it is not fully worked out yet, the subject was postponed for further study in AHG.
JCTVC-I0077 AHG4: Correcting description of bitstream pointer for decoding WPP substreams [Hendry, B. Jeon (LG)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[clean up abstract]

Proposal assumes interleaved sub-streams. No longer needed due to recommendation to adopt JCTVC-I0360.
JCTVC-I0078 AHG4: Single-core decoder friendly WPP [Hendry, B. Jeon (LG)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

It is assessed that the current ordering of coding tree in the bitstream when WPP is used might not be friendly for single-core decoder since it has to jump forth and back within the bitstream to the correct location for parsing. One way to avoid this problem is to force the number of WPP substream to be maximum, that is, one LCU line is one WPP substream, so that the order of coding tree is in the normal picture raster scan order. However, such hard constraint to always force using maximum number of substream might not be always desired as it is further assessed that the current coding tree order is useful if the bitstream is really intended for multi-core decoder.

This contribution proposes to add a flag either in SPS or PPS to indicate whether or not coding tree is reordered when WPP is used. It is suggested by proponent that the flag gives flexibility to encoder to determine to which side the coded bitstream will be friendlier to, that is, if the flag is set, then the coded bitstream is friendlier to multi-core decoder, else then the coded bitstream is friendlier to single-core decoder.

Proponent: Prefers not to mandate one row of LCUs per sub-stream to address single core performance

Comment: Bit-stream jumping may not be a significant issue for implementation. 
Comment: Requires an encoder to have knowledge of decoder architecture (i.e., if a bit-stream jump is difficult) and also parallelization factor of that decoder

Comment: Other proposals mandate one row of LCUs per sub-stream

The BoG recommended no action.
JCTVC-I0079 AHG4: Simplified CABAC Initialization for WPP [Hendry, B. Jeon (LG)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

Currently when WPP is used, CABAC probability table of the first LCU, starting from the second LCU rows, is initialized from that of the 2nd LCU of the previous LCU row. It is assessed that this initialization mechanism requires a buffer for storing the states of CABAC probability table before it is used. This contribution reports a study on possibility to reset CABAC probability table of the 1st LCU of every LCU row when WPP is used in order to avoid the need to provide buffer for storing the states of CABAC probability table. It is reported that resetting CABAC probability table at every first LCU causes luma loss at average 0.1% for AI-MAIN, 0.1%Y for AI-HE10, 0.2% for RA-MAIN, 0.2% for RA-HE10, 0.7% for LB-MAIN, and 0.7% for LB-HE10.

It is suggested by the proponent that the idea proposed in this contribution can be combined with the idea proposed in I0078 – AHG4: Single-core decoder friendly WPP, that is, reset CABAC probability table of the 1st LCU of every LCU row when the proposed ctb_reordering_flag is not set so that the coded bitstream is even friendlier for parsing and decoding with single-core decoder. Further, the proponent would support the inclusion of this version of WPP (i.e., reset CABAC probability table of the 1st LCU of every LCU row and mandate that ctb_reordering_flag is not set) to the main profile of HEVC.

Comment: Current CABAC initialization is trained for test set. Additional information is in JCTVC-I0463 that shows performance CABAC syncro on different sequences. Results are AI: 0.2-0.8%; RA: 0.3-1.0%; LDB: 0.3-1.7% loss for sequences outside of test set when disabling the CABAC syncro.

Comment: Additional overhead is also incurred for WPP by other parts of the system.

Comment: Size of CABAC buffer may be smaller in actual implementation. (Some context models in HM are not used.)

The BoG recommended no action.
JCTVC-I0463 Crosscheck of AHG4: Simplified CABAC Initialization for WPP (JCTVC-I0079) [G. Clare, F. Henry (Orange Labs)] [late]
JCTVC-I0080 AHG4: Unified marker for Tiles’ and WPP’s entry points [Hendry, B. Jeon (LG)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

Currently, entry points of tiles and WPP substreams can be signalled in the same way by using offset in slice header. In addition to that, entry points to tiles can also be signalled by using special byte pattern as marker within slice data.

This contribution proposes:

1. to allow marker to be also used for signalling entry points of WPP substreams.

2. to constrain signalling entry point in one location only, either in slice header or in slice data, by adding ‘entry_points_location_flag’ in SPS. The proponent sees no benefit of using both mechanisms at the same time.

3. to add offset information after entry point marker.
Proposal 1: Allow WPP to use markers to indicate entry points

Comment: This is already allowed in the text

Not necessary due to other recommendation

Proposal 2: Signal in PPS if markers or entry points are used

Question: Should we allow not signaling any entry information? Makes it difficult for single core decoder.

Comment: Should we allow signaling both entry point information? This might useful hypothetically.

Not necessary due to other recommendation

Proponent: Want encoder to not mix entry_point information, for example send entry_point_offsets for some tiles/partitions and markers for other tiles/partitions

Proposal 3: Add offset after marker

Comment: It would be possible to have the offset without the marker and this might be more efficient.

Comment: Markers provide enhancement for error resilience

Comment: Not sure if this is needed.

Comment: Concern about hybrid approach of sending offsets in the bitstream

Not necessary due to other actions taken.
JCTVC-I0514 Cross-check of JCTVC-I0080 on parallel NxN merge mode [J. Jung (Orange Labs)] [late]
JCTVC-I0118 AHG4: Enable parallel decoding with tiles [M. Zhou (TI)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

Real-time UHD decoding can exceed the capability of a single core decoder. To enable parallel decoding on multi-core platforms, it is proposed to mandate evenly divided sub-pictures for high levels to guarantee pixel-rate balancing among cores when sub-pictures are processed in parallel. The key points of proposal are: 1) A picture is divided into a number of sub-pictures of equal size (in units of LCUs); 2) Sub-pictures are independent, only in-loop filters can be allowed cross the sub-picture boundaries; 3) Tiles, slices, entropy slices and WPP are contained in sub-pictures and cannot cross sub-picture boundaries; 4) The sub-picture partitioning information is signaled with tile syntax. If sub-pictures are mandated, tiles have to be uniformly spaced in vertical direction. 5) Sub-picture entries in bitstream are signaled in APS; 6) Sub-picture ID is signaled in slice header for low-latency applications. Finally, the limits for number of sub-pictures are also specified. The specification allows building a multi-core decoder by simply replicating the single core decoder without need of increasing the line buffer size.
Proposal: Mandate number of sub-pictures. Here, a sub-picture is independent from another sub-pictures except that loop filtering between sub-pictures is allowed

Motivation: Minimize cross-core communication

Multiplexing is at higher layer

Question: What is effect on picture quality by dividing image into independent regions?

Question: Can slices be used instead with a maximum number of CTBs?
Response: Memory requirement is higher for slice solution.

Suggestion: Should we have separate levels with mandated sub-pictures/tiles and without mandated sub-pictures/tiles? This would allow applications to select a higher level that does not contain sub-tiles.

Comment: Without mandating sub-pictures, a decoder cannot depend on parallelization

Comment: CANNB has a comment to not mandate partitioning of a picture

Clarification: Motion compensation allowed across sub-pictures

Comment: Wavefront is not supported completely in sub-picture in syntax.
Comment: Could this be done with constraints on tiles?

Comment: Recognition of implementation issue

Intention is to not allow slices to cross sub-picture boundaries.

Comment: Prefer approach that is general and not for a specific architecture

Comment: Sub-picture comment is asserted to be a general concept and not specific to an architecture

Comment: One expert commented that within a sub-picture other parallelization tools could be used. Note that currently WPP are not allowed together, but this could be changed with sufficient evidence.

Consensus: General support for the concept. The group likes the concept of uniformly spaced (like tiles) sub-pictures given that we impose no additional constraints beyond the sub-picture locations. This can be possibly achieved with existing syntax and appropriate constraints.

The BoG recommended to discuss the profile/level issues (above – adding additional levels without subpictures/tiles) in a larger group.
JCTVC-I0138 Syntax on entropy slice information [S. Jeong, T. Lee, C. Kim, J. Kim, J. Park (Samsung)]
Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

In current HEVC design, the usage of Tile and WPP is signaled by the index named by “tiles_or_entropy_coding_sync_idc” in Sequence Parameter Set (SPS). However, in the case of Entropy Slice, decoder knows the usage of Entropy Slice only after parsing the syntax “entropy_slice_flag” in Slice Header. It is proposed that the syntax “tiles_or_entropy_coding_sync_idc” has to indicate the case of Entropy Slice as other parallel processing support tools like Tile and WPP. This syntax design is also effective to write syntax bits related to Entropy Slice information in Slice Header.

Comment: This is addressed in the text.
Comment: Propose to change name of syntax element (editorial).
At the last meeting, we decided that the syntax should not be able to enable any combination of tile, wavefronts, and entropy slices. However, this was not reflected properly in the text.

The BoG recommended to adopt this (text may need improvement; consult with editors). Decision: Adopt (not a change of intent, just correcting the text to reflect an earlier decision).
JCTVC-I0139 Syntax on wavefront information [S. Jeong, T. Lee, C. Kim, J. Kim, J. Park (Samsung)]
Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

The current syntax design for Tile and WPP supporting parallel processing is not unified in the location of sending the detailed information and it is not efficient. It is proposed to signal WPP information as the same level of parameter set as Tiles, which is SPS level having overriding flag in PPS level.

Comment: Tiles information recommended to be removed from SPS.

The BoG recommended no action.
JCTVC-I0141 Intra mode prediction at entropy slice boundary [B. Li, H. Li (USTC), H. Yang (Huawei)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

Entropy slice is a light-weight parallel mechanism which breaks the entropy decoding status. The intra sample prediction and motion prediction can cross the entropy slice boundary. This contribution discusses the possibility of also making the intra mode prediction across the entropy slice boundary.

Comment: Possible that there is still parsing dependencies for intra-mode

Comment: This is a logical approach as long as parsing dependency is not present

The BoG recommended to check whether there is an actual parsing dependency in the current specification. After discussion, it was concluded that there is a parsing dependency, so no action should be taken on this.
JCTVC-I0147 AHG4: Parallel Processing Entry Point Indication For Low Delay Applications [S. Worrall (Aspex)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

To permit parallel decoding of tile or wavefront substreams it is necessary to include indicators in the bitstream, so that the decoder is able to access these substreams. Two approaches currently exist in the Committee Draft [1]: an entry point offset table in the slice header, and tile markers. The entry point offset table approach in general requires fewer bits, but incurs delay. Tile markers allow low delay encoding, but require a 24 bit marker code to be inserted before each substream. This proposal introduces a technique that claims to have lower delay than the entry point table scheme, and requires less overhead than the marker code scheme. The technique is compatible with both tiles and wavefront parallel processing, and it is recommended that this technique is used to replace the two separate schemes that currently exist in the CD.
Proposal: Provide entry point marker for second substream, Followed by offsets interleaved in the bit-stream

+ Replace ue(v) with fixed length offset bit indicator.
Results compare existing method to proposal. 0.0% for AI, 0.2% for RA and 0.4% for LDB (1.1% for Class E)

Comment: This may be similar to JCTVC-I0080

Comment: The fixed length offset bit indicator does not result in a multiple of 8-bits
Concern: This may create an issue when number of cores of encoder or decoder are not matched.  The amount of computations is larger and also dependent on how the bit-stream is constructed.

Concern: Mixing RBSP and NAL referencing may make this difficult for architectures that handle emulation prevention and decoding as independent stages. This would require interaction between these operations.

Concern: Reduces latency at encoder only when all sub-streams finish at the same time.

Concern: There are stalls with this method even for single core.
Closely related to I0159 and I0080.

See notes relating to I0159.

JCTVC-I0579 Cross-check of JCTVC-I0147 -- Parallel Processing Entry Point Indication [D. Flynn (BBC)] [late]
Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

Crosscheck reports there is a 1 or 2 byte per frame penalty for I0147. Additionally there is a 1 byte per frame penalty required to signal last offset in slice.
Report that I0159 may be more efficient than I0147. Using coding scheme of I0159 in I0147 reported to provide better coding efficiency
JCTVC-I0154 AHG4: Syntax to disable tile markers [C.-W. Hsu, C.-Y. Tsai, Y.-W. Huang, S. Lei (MediaTek)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

In HEVC CD, two methods are provided to locate tile start points in the bitstream. One is tile entry point offset in the slice header. The other is tile entry point maker within the slice data. Tile entry point offset in slice header can be easily disabled by setting num_entry_point_offsets to zero, while tile entry point markers are always sent as long as the number of tiles is greater than 1. In this contribution, we propose a syntax design that can disable tile markers if not necessary.

Similar to JCTVC-I0357, JCTVC-I0080

Propose a flag to disable signaling of tile markers in the PPS

Proponent: Allow signaling entry points and markers at the same time

Spirit to adopt this kind of functionality (I0154, I0357, I0080)

No longer necessary due to other actions taken.
JCTVC-I0158 Picture Raster Scan Decoding in the presence of multiple tiles [G. Clare, F. Henry, S. Pateux (Orange Labs)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

Picture raster scan single core decoding of frames encoded with multiple tiles is desirable in order to avoid the buffering of most of the picture before a single line of LCUs can be output. In the current design of HEVC, picture raster scan decoding requires bitstream jumping and CABAC state memorization/restore. The current contribution proposes to flush CABAC at the end of each LCU line inside a tile, so that CABAC state operations can be avoided and buffers can be eliminated. The impact on rate-distortion performance is +0.1% (Intra), +0.6% (Random Access), +1.5% (Low Delay) compared to current design when a large number of tiles is used (JCTVC-F335 tile configuration).

Impact: 40 bytes for Main profile

Question: Is this mandatory? Yes.

Comment: Encoder is responsible for delay already.

Coding efficiency: 4.9% loss for low delay B, Class E

Comment: Proposal focuses on low delay and results show larger impact for this class of sequences

Comment: Bit-rate variation and buffering also affect decoder delay

The BoG recommended no action.
JCTVC-I0229 Dependent Slices [T. Schierl, V. George, A. Henkel, D. Marpe (HHI)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

Wavefront parallel processing (WPP) structures the picture into substreams, which have dependencies to each other. Those substreams, e.g., if applied as one substream per row, may be contained in a single slice per picture. In order to allow an immediate transport after encoding such a substream, each substream would need to be in its own slice. The concept of dependent slices, as proposed in this contribution, allows for information exchange between slices for both the parsing and reconstruction process. This enables low delay coding and transmission with a minimum bit rate overhead for WPP.

Motivation: Allow for parsing and reconstruction to cross slice boundaries

Additionally, allows for implicit entry point signaling for WPP. Asserted to allow handling sub-stream entry points at a higher level due to NAL unit header.

Compared to one substream per row, the increase is asserted to be about .8%. However, the comparison is approximate due to different HM versions.

Comment: Seems more generic than application to parallel tools. May be useful for reducing latency.

Question: What are gains compared to using “regular” slices? Proponents results show gains of about 13-15% coding efficiency improvements compared to “regular” slices.

Comment: Support for both proposal and use case

Question: What is complexity and resource increase? No increase compared to WPP.

Question: Can we use fragmentation at the packetization layer? Asserted that proposal provides lower latency.

Comment: Lower delay from proposal comes at ~10% bit-rate cost for Class E.

Comment: Lower delay is worth bit-rate cost; support expressed for proposal

Question: How does this effect slice rate? Does it increase the rate?

Comment: Concern expressed about decoder implementation

Maybe related to I427, I159.

Notes about cross-check in I0501:

· The results that were provide agreed with those of the proponent.

· This used a wavefront implementation only (no tiles).

· The software and document agreed with each other. It was noted that the document only described the case with dependent slice per CTB row.

· A later revision of I0229 was uploaded that may have resolved the concerns expressed by the cross-checker.

The BoG recommended for this to be discussed in a larger group. Revisit.
JCTVC-I0501 Crosscheck of Dependent Slices (JCTVC-I0229) [G. Clare, F. Henry (Orange Labs)] [late]

JCTVC-I0233 AHG4: Enabling decoder parallelism with tiles [R. Sjöberg, J. Samuelsson, J. Enhorn (Ericsson)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

This contribution identifies a number of problems regarding tiles: There is currently no mechanism for an encoder to guarantee that a coded video sequence can be decoded in parallel, the tile syntax is replicated in both SPS and PPS, there is no semantics for the PPS tile syntax, there is a dependency between SPS and PPS, no tile index is signaled when entry point offsets are used for tiles, the semantics for tile_idx_minus_1 is incomplete, and the tile parameter derivation text is currently in the tile semantics section. A revision 1 (r1) version of this document was uploaded late. The r1 changes consist of changes to the abstract and editorial corrections to the proposed WD semantics for use_tile_info_from_pps_flag.

This proposal claims to address these tile problems by proposing the following changes:

1) To make a separate tile_info syntax table that is shared between SPS and PPS

2) To merge the two PPS flags, tile_info_present_flag and tile_control_present_flag into one flag: tile_info_present_in_pps_flag

3) To add a flag in the slice header, use_tile_info_from_pps_flag, to control whether the tile info from the SPS or the PPS shall be used. The flag is only present if there is both SPS and PPS tile info.

4) To add an SPS flag, tiles_fixed_structure_flag, to indicate that the tile info from the SPS is always used. If set to one, we do not parse use_tile_info_from_pps_flag.

5) To add two SPS flags to indicate that all tiles do have entry point offsets or entry point markers and to include tile id with entry point offsets and markers only if the corresponding flag is set equal to 0.

6) To only send tile_idx_minus_1 for entry point markers if tiles are used (not send them in case of WPP) and change its name to tile_id_marker_minus1

7) To specify the length and value of tile_idx_minus_1
8) To add a tile id syntax element, tile_id_offset_minus1, for every tile entry point offset

9) To move tile parameters derivation text, currently in the semantics section, to a new subclause in the decoding process

10) To clarify the semantics for entry_point_offset

NOTES:

1) To make a separate tile_info syntax table that is shared between SPS and PPS

2) To merge the two PPS flags, tile_info_present_flag and tile_control_present_flag into one flag: tile_info_present_in_pps_flag

3) To add a flag in the slice header, use_tile_info_from_pps_flag, to control whether the tile info from the SPS or the PPS shall be used. The flag is only present if there is both SPS and PPS tile info.

Comment: Tile information is no longer in SPS and PPS with adoption of JCTVC-I0113.

4) To add an SPS flag, tiles_fixed_structure_flag, to indicate that the tile info from the SPS is always used. If set to one, we do not parse use_tile_info_from_pps_flag.

Proposal: Signal tiles_fixed_structure_flag in VUI (given other recommendation to signal tiles syntax in PPS.) Inferred to be 0 if not present.

The BoG recommended to adopt this. Decision: Agreed.

5) To add two SPS flags to indicate that all tiles do have entry point offsets or entry point markers and to include tile id with entry point offsets and markers only if the corresponding flag is set equal to 0.

Proponent: It is OK if group mandates entry points for all tiles.

This was resolved as recorded elsewhere. (Entry points were mandated for all tiles.)
6) To only send tile_idx_minus_1 for entry point markers if tiles are used (not send them in case of WPP) and change its name to tile_id_marker_minus1

This was resolved as recorded elsewhere. (Markers were removed in another recommendation.)
7) To specify the length and value of tile_idx_minus_1
Note: Confirm with software

This was resolved as recorded elsewhere. (Markers were removed in another recommendation.)
8) To add a tile id syntax element, tile_id_offset_minus1, for every tile entry point offset

Proponent: Mandate for all entry points is OK

This was resolved as recorded elsewhere. (Entry points were mandated for all tiles in another recommendation.)
9) To move tile parameters derivation text, currently in the semantics section, to a new subclause in the decoding process

The BoG recommended to adopt this (remove [X] to reflect recommendations above). Decision (Ed.): Agreed.
10) To clarify the semantics for entry_point_offset

The BoG recommended to consult with the editors and request improvement of the wording, but maintain the meaning. Decision (Ed.): Agreed (just editorial).
JCTVC-I0237 Specifying entry points to facilitate different decoder implementations [W. Wan, P. Chen (Broadcom)]
Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

This proposal recommends mandating the entry point of every tile and every wavefront substream be signaled instead of the definition in the present draft of the standard which allows an encoder to selectively choose which entry points to transmit. It claims that different decoder implementations may expect or require the entry points of every tile or wavefront substream to facilitate efficient decoding in their architecture. An example is given where a single core decoder performing raster scan decoding of tiles would need every entry point to facilitate efficient decoding. Another example is provided where a multi-core decoder may have difficulties decoding a stream generated with a number of entry points that is not well matched to the number of cores it has available for decoding. Changes to the text are provided to mandate transmission of every entry point as well as general cleanup of tile processing syntax and semantics.

Proposal 1: Mandate entry point of every tile/wavefront substream in a bitstream be explicitly signaled.

Multiple participants voiced support for mandating entry points.
Comment: Concern about coding efficiency impact.
Comment: Mandate is OK if offset information is in slice header.
The BoG recommended adoption (i.e., location information must be signalled for every tile or wavefront entry point in a bistream). Decision: Adopt.
Editorial action item in entry_point_offset[k-1] and general cleanup.
Proposal 2: Location of entry points in the bitstream (for example at the beginning of a slice or beginning of a picture). Example given to include in first slice header.

Proposal 2 was withdrawn due to other recommendations.
JCTVC-I0356 Support of independent sub-pictures [M. Coban, Y. -K. Wang, M. Karczewicz (Qualcomm)]
Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

This contribution presents the the concept of supporting sub-pictures in HEVC. Currently tiles provide encoder and decoder side parallelism without restrictions on loop filtering across tiles and referencing of pixel and motion information from outside the tile boundaries. In order provide more flexible parallelism for UHD video decoding the concept of independent sub-pictures within HEVC framework is proposed. Sub-pictures prohibit referencing from outside of sub-picture boundaries and disables loop-filtering across sub-picture boundaries.

Comment: Similar to JCTVC-I0056

The BoG recommended no action.
JCTVC-I0357 Tile entry point signalling [M. Coban, Y. -K. Wang, M. Karczewicz (Qualcomm)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

In the current HEVC specification, tile entry points can be signalled by two different methods. First one being the NAL structure entry offsets signalled in the slice header, the other one being tile start code markers before a tile. This proposal addresses issues with the existing scheme and proposes methods to address the issues in signalling and parsing of tile entry points.

Proposal:
+ Entry points signaled in the slice header should be RBSP offsets that are relative from the previous tile entry point, starting from the end of the slice header, and data should be in RBSP

Comment: Addresses circular issue in determining offset locations

Comment: Previous implementations also included this approach

The BoG recommended to specify that offsets are relative to end of slice header. Decision: Agreed.

The BoG recommended to discuss RBSP offsets in larger group and after off-line discussion.
In later discussion, it was suggested to move the emulation prevention byte syntax from the NAL unit syntax to the byte stream encapsulation (i.e. to Annex B).
It was remarked that the value of this suggestion depends on whether we expect much use of the byte stream format in important applications.

These issues were recommended for further study.

+ If entry points are signalled then TileID should be present for every tile with entry points

Comment: May not be necessary if entry points for all tiles are mandated

Not necessary due to other recommendation

+ If tile entry markers (0x00002) are used they should be present for every tile

Comment: Signaling all the entry points may be helpful for multiple applications

Not necessary due to other recommendation

+ Presence of entry point offsets in the slice header or tile start code markers are signaled in SPS (PPS because of other recommendation)

Not necessary due to other actions taken.
Comment: TileID may provide improved error resilience.
JCTVC-I0360 Wavefront parallel processing simplification [Y.-K. Wang, M. Coban (Qualcomm), F. Henry (Orange Labs)]
Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

This document proposes to simply the wavefront parallel processing (WPP) design by mandating one substream per LCU line, in order to preserve bitstream causality and providing maximum level of parallelism capability. Simulation results comparing to the current design without this simplification are provided in the attachment of this document.

Comment: This may simplify decoder use of WPP, since the encoder does not have to target a specific decoder parallelization.

Comment: Provides maximum parallelization to WPP decoder

Concern: Coding efficiency loss may be significant for larger picture sizes

Comment: Functionality outweighs the coding efficiency loss.

The BoG recommended to adopt this restriction. Decision: Adopt.
JCTVC-I0361 Restriction on coexistence of WPP and slices [M. Coban, Y.-K. Wang (Qualcomm)]
Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

This document proposes to limit the co-existence of WPP and slices similarly as the co-existence of tiles and slices.

Proposal: Use same restriction for slices-wpp as slices-tiles. This means multiple slices can be in a CTB row or multiple CTB rows can be in a slice. Other combinations are not allowed.

Comment: May be related to JCTVC-I0229.

Revisited after JCTVC-I0229.

Two proposals – proposal 1 and proposal 2 in presentation.

Comment: MTU size matching may be less efficient with the proposed method

Comment: WPP coding efficiency improvements require multiple sub-streams per slice

Comment: Support that problem considered should be addressed

Comment: Should not bound smallest size of possible slice

The BoG recommended to adopt "solution 2" (if a slice start in the middle of an CTB row, it must end no later than at the end of that CTB row) in the presentation (subject to review of text).

Decision: Agreed.
JCTVC-I0362 Virtual line buffer model and restriction on asymmetric tile configuration [S. Kumar, G. Van der Auwera, M. Coban, Y.-K. Wang, M. Karczewicz (Qualcomm)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

It is proposed to restrict asymmetry of tile configurations in order to reduce loop filtering (Deblocking, Sample Adaptive Offset, Adaptive Loop Filter) line buffer requirement based on a proposed Virtual loop filter line buffer model.

Proposal: Encoder constraint on the width or height of tiles

Currently have a restriction of 384 pixels for tile width

Proposes to have a "total virtual line buffer size" bound. For a 4k-by-2k picture, line buffer savings are more than 6KB.

Question: Are there examples for the restriction? Yes.

Question: Is there a case where a system could not use a specific number (or larger) of tiles? Possibly.

Question: Is it possible to divide picture into N column tiles?

For vertical tiles, restriction is on tile width

Restriction is on number of LCUs

Comment: May need additional study. General support for motivation to reduce implementation cost.

Comment: Needs additional information and support to make the concept clear

Recommendation: Further study encouraged.
JCTVC-I0387 Cross verification of Picture Raster Scan Decoding in the presence of multiple tiles (JCTVC-I0158) [M. Coban (Qualcomm)] [late]
JCTVC-I0427 AHG4: Category-prefixed data batching for tiles and wavefronts [S. Kanumuri, G. J. Sullivan, Y. Wu, J. Xu (Microsoft)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

This contribution proposes a modification to the formatting of entropy-coded bitstream data in HEVC for use with the tile and wavefront coding features, as originally proposed in JCTVC-G815. The same concept could also apply to PIPE/V2V/V2F entropy coding or other such schemes that include the need to convey different categories of data. In the current HEVC draft design that uses a single method of entry point signalling for tiles and wavefronts (JCTVC-H0556), an index table is used in the slice header to identify the location of the starting point of the data for each entry point. The use of these indices increases the delay and memory capacity requirements at the encoder (to batch up all of the data before output of the index table and the subsequent sub-streams) and at the decoder (to batch up all of the input data in every prior sub-stream category while waiting for the data to arrive in some other category).

This contribution proposes, rather than using the current index table approach, for the different categories of data to be chopped up into batches, and for each batch to be prefixed with a batch type identifier and a batch size indicator. The different categories of data can then be interleaved with each other in relatively-small batches instead of being buffered up for serialized storage into the bitstream data. Since the encoder can emit these batches of data as they are generated, and parallelized decoders can potentially consume them as they arrive, the delay and buffering requirements are asserted to be reduced. It is also asserted that the decoder can skip scanning for start codes within the batch which reduces complexity. Furthermore, if the decoder is not interested in consuming a particular category of data, it is asserted that the decoder can skip the removal of emulation prevention bytes in data corresponding to that category. The contribution also reports a bug in HM 6.1 and proposes that it be fixed as recommended on the HEVC issue tracker.

The average BD bit rate impact, comparing the proposal to HM 6.1 as the reference, is asserted to be 0.0% for a representative All-Intra configuration, 0.1% for a representative Random Access configuration and 0.2% for a representative Low Delay configuration.

Proposal: inter-leave the data from multiple tiles/sub-streams within the bit-stream. Categories represent one or more tiles (or one or more substreams).

This proposal was previously proposed as JCTVC-G0815.

Bit-rate comparison:
For Tiles: 0.0% for AI, .2% for RA, .3% for LDB, .3% for LP compared to current method (slice header)

For WPP: 0.0/0.1% for AI, 0.2% for RA, .3% for LDB and LP

Compared to tile markers: 0.0% change for all sequences (with bug fix 490)

Concern: How to deal with MTU size matching? Solution would require adding delay to address this situation and proposal may not improve latency in that situation.

Comment: This changes the bit-stream order of CTBs in the bit-stream. This may create issues for a single core decoder

Concern: This may not be useful for WPP processing. Asserted that a constraint could address the issue by ensuring CTBs are ordered in the bit-stream appropriately.

Comment: Number of batches is restricted. Possible to address this in a future proposal.

Comment (multiple): Is this better handled at the system layer? Asserted to be better to handle in the VCL for decoder parallelization.

Comment: Should only push functionality to a system layer that is specific to that system layer. If functionality is applicable to multiple system layer systems then it (the functionality) should be in the video coding specification.

Comment: Without slice size limits, the proposal is friendly for encoders. With slice size limits, the proposal does not provide additional functionality. (Asserted by proponent to not be true.) Discussion to continue off-line.

Comment: Relationship with ASO in H.264/AVC. Appears similar but ASO is in slice level. Might be good to have ASO capability in new specification.

Question: Are results available for 1 CTB or sub-stream?

Concern (multiple): This increases difficulties for a single core decoder. Proposal requires additional demuxer or stich/processing to reassemble data before sending to a CABAC engine.

Comment: Other proposals would be preferable

The BoG recommended no action.
JCTVC-I0456 Cross-check of AHG4: Category-prefixed data batching for tiles and wavefronts (JCTVC-I0427) [M. Horowitz, S. Xu (eBrisk) [late]
JCTVC-I0448 AHG4: Cross-verification of JCTVC-I0427 entitled category-prefixed data batching for tiles and wavefronts [M. Zhou (TI)] [late]
JCTVC-I0520 Parallel Scalability and Efficiency of WPP and Tiles [C. C. Chi, M. Alvarez-Mesa, B. Juurlink, V. George, T. Schierl] [late]
Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

This was an information document (no request for action).

This document presents a parallel scalability and efficiency analysis of the two main parallelization approaches being considered in HEVC, namely Tiles and Wavefront Parallel Processing (WPP). The two approaches have been implemented into HM4 and evaluated on an Intel Xeon/Westmere parallel machine with 12 cores running at 3.33 GHz. This document presents a comparison in terms of parallel scalability, processor usage efficiency and memory bandwidth.

Proponent updated loop filter of software to better match HM6

Boost library for high level parallelization functionality

Observation: For one slice per picture, RA, HE-profile both Tiles and WPP provide “significant” speedup for this implementation

CPU usage: Shows that tiles have higher CPU utilization for this experiment and implementation (higher CPU utilization is good)

Study of synchronization and memory access: For this implementation WPP has lower memory bandwidth compared to tiles.

Software can be made available

Comment: Loop filter is not implemented in same manner in WPP and tiles results reported here.

Comment: Deblocking tile by tile could have lower memory bandwidth

Comment: One participant reported implementing the loop filter for tiles in a different manner and observed different cache performance/locality and lower memory bandwidth.

Results here are very dependent on implementation

Discussion on performance saturation of the implementation and potential sources of serial bottlenecks. Load balancing strategy of implementation.

Comment: May want to investigate cache conflicts for smaller images

Architecture considered is one specific architecture. Different architectures may have significantly different performance.

Comment: For memory bandwidth results, participant observes higher memory bandwidth for single core point in results. Question if this suggests implementation issue.

The BoG recommended no action.
JCTVC-I0159 Proposals on entry points signalling [Gordon Clare, Félix Henry, Stéphane Pateux]

Reviewed in high-level parallelism BoG (chaired by A. Segall).

[cleanup abstract]

Currently, signalling of entry points for tiles and wavefront substreams are done with offsets or markers. Offsets can be used for tiles or wavefront entry points, and are written in the slice header. This contribution proposes that offsets are written at the start of each substream or tile instead. It is asserted that the proposed modifications reduce encoder delay for parallel and single core scenarios. This contribution also proposes that offsets are byte aligned. It is asserted that this byte alignment facilitates offset and substream concatenation. This contribution also proposes that TileID is written after a marker only when tiles_or_entropy_coding_sync_idc is equal to 1 since this syntax element is not used otherwise. Finally, this contribution proposes that one offset per tile is mandated. It is asserted that this modification is necessary to allow picture raster scan decoding of LCUs when multiple tiles are used. The proposed modification of offset entry points produce BD-rate modifications of 0.0%, 0.0%, +0.1% (using WPP) and 0.0%, 0.0%, 0.0% (using tiles) compared to anchor in Intra, Random Access and Low Delay configurations.

Three aspects, each of which is similar to other proposals

First point – do not send tileID when WPP is used

Third point – request for mandatory offsets for tiles to enable picture raster scan decoding

Second point – write the offset at the start of tile/substream and then offsets and the beginning of the following tiles/substreams. Additionally, the offsets are byte aligned

A difference between JCTVC-I0159 and JCTVC-I0147 is that the offset for the first tile is sent at the beginning.

Comment: Latency may be larger than JCTVC-I0147

Concern: Delay may not be improved for a parallel encoder (delay is already one sub-stream)

Comment: Similar to JCTVC-I0080. JCTVC-I0080 suggests uses u(v) and not byte aligning

Comment: The problem of encoder delay (motivated here) can also be addressed using markers at some potential expense of R-D performance

Results for WPP (one WPP per CTB line) is 0.0% to 0.1% and with tiles are 0.0% (max of 0.1% for one class)

Proponent: Coding efficiency loss in the results may increase because the size of last tile/substream is not provided in bit-stream. (This is necessary for the current design.)
NOTES below relate to discussion of inter-leaved signaling (something like JCTVC-I0159):

Comment: Need further description of use cases and latency needs

Comment: If we don’t know we need something better, keep the current design of transmitting all the offsets in a slice in the slice header

Comment: Useful to keep the offset information together (in the slice header).

Comment: May need a tile/sub-stream id for an entry point if all of the tile/sub-stream locations are not sent

Consensus in the BoG room is that the benefits of interleaved offsets require more study and better understanding of the application needs for latency reduction and benefits.

Comment: The need for reduced latency for this application is not well established given total system design (packetization, etc.)

Comment: Applications that need to be sub-slice and will use the parallelization tools is unclear

Comment: Packetization is slice based in the vast majority of applications

Comment: One participant has observed that extremely low latency applications do not run over a network that requires packetization (such as RTP)

Comment: At least one participant did not fully agree with the previous comment.

Comment: Rewriting the slice header does not hurt the latency of video transmission over RTP

Comment: If you have packetization, there is a delay due to packetization. This allows a system to put information in the slice header without additional delay.

Consensus in the BoG room is that any application needs for low latency (as currently addressed by entry point markers) should be dealt with at the slice level.

Note: Other proposals at this meeting address the problem in this slice level manner (JCTVC-0070, JCTVC-0229)

Recommendation: Remove entry point markers (specifically the technology signaled with 0x000002 in the CD) from the CD.

JCTVC-I0267 Crosscheck report for Orange's proposal I0159 [Hendry, B. Jeon (LG)] [late]

JCTVC-I0113 High level syntax parsing issues [K. Suehring (HHI)]

Reviewed in high-level parallelism BoG (chaired by A. Segall).
Two high level syntax parsing issues had reportedly been discovered after the last JCT-VC meeting and been discussed on the JCT-VC email reflector: 1) a parsing order issue in the slice header (bug tracker issue #391) and 2) a parsing dependency between SPS and PPS (bug tracker issue #428). This contribution discusses possible solutions. For issue 1) the author suggests reordering the syntax elements (solution B) and for issue 2) the author suggest removing the tile parameter overwrite mechanism (solution A).

Issue 1 – Support was voiced from multiple participants for solution B.

Issue 2 – Reason for having in both SPS/PPS discussed.
Question: Does proposal allow tiles and WPP to co-exist in a sequence (frame by frame)?

Comment: Use of PPS signalling better supports load balancing

Comment: For issue 2, mandate that tiles_or_entropy_coding_sync_idc must have the same value for all PPS

The BoG recommended adoption of B for issue 1. Decision: Agreed.
The BoG recommended adoption of solution A for issue 2 and require that tiles_or_entropy_coding_sync_idc must have the same value within a coded video sequence. Decision: Agreed.
5.12.12 Reference picture list construction
JCTVC-I0125 On Reference List Combination [T. Lee, J. Park (Samsung)]

Reference list combination combines List 0 and List 1 for uni-directional prediction in B-slice to eliminate duplicated pictures in both lists and the syntax for uni-directional prediction reference index is designed to be adequate to the encoder restriction on search. In this proposal, the syntax of reference list combination is modified to be consistent with syntaxes for bi-directional prediction as the conventional video codec while maintaining non-normative part of reference list combination and the combined list specified syntaxes are proposed to be removed. The experimental shows that 0.1% gain in random access and no loss in low delay B condition when the number of context models is maintained as the same and 0.1% gain in random access main, random access he10 and low delay B condition and no loss in main low delay B he10 condition when one additional context model is used.
The basic idea of the proposal is to not have a combined list – to basically use the AVC scheme.

Depending on the context model scheme, the impact is asserted to be neutral or a tiny improvement in coding efficiency.

It was remarked that the combined list scheme had been tested under other test conditions as well as the CTC. This proposal only reported the impact for the CTC.

It was asserted that there are problems with the current specification of the combined list.

It was remarked that D421 was essentially the proposal that created the combined list scheme (and that there were other similar schemes considered at the preceding meeting).

It was remarked that the text that was provided had problems.

Revisit after study of background justification and quality of text. Revisit.

JCTVC-I0489 Cross-check report for JCTVC-I0125 on reference list combination [T. Chujoh (Toshiba)] [late]
JCTVC-I0598 Cross-verification of On Reference List Combination (JCTVC-I0125) [M. Ueda, S. Fukushima (JVC Kenwood)] [late] [miss]
JCTVC-I0087 Comments on Reference Picture Lists Combination Syntax [Hendry, Y. Jeon, S. Park, B. Jeon (LG), Y. Chen, Y.-K. Wang, W. Chien (Qualcomm)]

It was reported that there are some redundancies on the reference picture list combination syntax in the current HEVC WD. More specifically, when the ref_pic_list_combination_flag is equal to 0, it indicates that two reference picture lists are identical, but both lists are still signalled separately. In this document, it is proposed that the location of this flag be moved to an earlier place of the slice header, such that the redundancy can be removed by not signalling the reference picture list 1 when ref_pic_list_comibination_flag is equal to 0. Furthermore, the name of this flag is proposed to be changed to avoid confusion.
I0125 should be presented first. TBR
JCTVC-I0483 Cross-verification of JCTVC-I0125 on reference list combination [V. Seregin, M. Coban (Qualcomm)] [late]
JCTVC-I0131 Syntax reordering of Reference List Modification and Combination [T. Lee, Y. Park, J. Park (Samsung)]

I0125 should be presented first. TBR
JCTVC-I0220 AHG15: Clarification of mapping process for reference picture lists combination in B slices [Y. He, Y. Ye, J. Dong (InterDigital)]

I0125 should be presented first. TBR.

JCTVC-I0416 On definition of ref_pic_list_combination_flag [M. Coban (Qualcomm)]

I0125 should be presented first. TBR.
JCTVC-I0526 AHG15: Crosscheck - On reference picture list modification [S. Deshpande, J. Zhao (Sharp)] [late]
JCTVC-I0348 On reference picture list modification [A. K. Ramasubramonian, Y. Chen, Y.-K. Wang (Qualcomm)]

In this proposal, alleged shortcomings of the reference picture list modification (RPLM) design in the latest HEVC draft spec (WD 6) are discussed. A changed RPLM design somewhat based on the one in HEVC WD 5 is proposed. It was reported by the proponents that, for test cases 2.8 and 3.5 in the common test conditions for reference picture marking and list construction proposals in JCTVC-H0725, 24% bit reduction of RPLM bits was achieved for the low-delay configuration compared to the RPLM method in HEVC WD 6, the performance is the same for the random access configuration. It is further that the proposed RPLM method, when applied to HEVC-based 3DV, outperforms the RPLM method in HEVC WD 6, when applied to 3DV, with 34% bit rate reduction on average of RPLM bits for non-base views under the 3DV common test conditions.
The asserted bit rate savings would be very small as a percentage of the total bitstream, and would depend on the particular usage scenario.
The group considered the simplicity of the current scheme and the desire for stability of the design to be important. No action taken.
5.12.13 Reference picture set specification
See also section 5.12.14.
JCTVC-I0135 AHG15: Modification on picture marking process [T. Sugio, T. Nishi, S. M. T. Naing, C. S. Lim (Panasonic)]
Related to I0342.
In this contribution, a mismatch on picture marking process between CD text and HM6.1 software was reported. It was remarked that the software may do things differently, but the functional effect is the same.

Currently the draft says that no reference picture can be both identified in both short-term and long-term reference picture set.

It was proposed to allow duplicated assignment of long term and short term reference by RPS syntax at the same time, but ignore short term picture assignment for a picture which is identified as both.

The proponent proposed to allow this to happen but assign a higher priority to the long-term identification such that the identification of the picture as a short-term reference picture would be ignored.

Moreover, it was proposed to change the parsing process on list_entry_lX parameters with the one which is independent from the variable NumPocTotalCurr. It was remarked that this apparent dependency is just an editorial phenomenon rather than a true out-of-order dependency of parsing.

No action taken.
JCTVC-I0538 AHG15: Crosscheck - On Modification on Picture Marking Process (JCTVC-I0135) [S. Deshpande, J. Zhao (Sharp)] [late] 
JCTVC-I0342 AHG15: On reference picture set derivation and LTRP signaling in slice header [Y.-K. Wang, A. K. Ramasubramonian, Y. Chen (Qualcomm)]

This document proposes a modified method for derivation of reference picture set (RPS) and signalling of long-term reference pictures (LTRPs) to be included in the RPS of a coded picture in the slice header. It is reported that the proposed signaling of LTRPs in the slice header provides an average bit-count reduction of 28% compared to the method in the latest HEVC draft spec (WD 6) for the test case 2.7 in JCTVC-H0725 and a test cases wherein the first picture of the test sequences was the only LTRP signalled.
Related to I0135.

There are two parts to the proposal.
The contribution asserts that the derivation of the reference picture set depends on marking of previous pictures in an undesirable way. It was remarked that some problem resulting from the scheme in the current text (e.g. as an example) should be shown before asserting that there is one.
For the other aspect was remarked that the proposed modification seemed to have a problem with POC MSB inference in the decoder.
Perhaps changing delta_poc_lsb_lt[i] being encoded as ue(v) to poc_lsb_lt[i] being encoded as u(v) might be worth consideration.
No action taken.
JCTVC-I0575 Cross-verification of JCTVC-I0342: AHG15: On reference picture set derivation and LTRP signaling in slice heade [Y. Ye (InterDigital)] [late]
JCTVC-I0344 On reference picture set definition and signalling [R. L. Joshi, A. K. Ramasubramonian, Y.-K. Wang, Y. Chen (Qualcomm)]
In the HEVC draft a reference picture set may contain pictures with higher temporal_id values than the current picture. This has the effect that if a bitstream corresponding to a lower temporal layer is extracted, the RPS of a picture in the extracted sub-bitstream may contain a picture belonging to a higher temporal layer thus not present in the sub-bitstream. A re-definition of the reference picture set (RPS) is proposed to exclude pictures that belong to a temporal layer higher than that of the current picture.
This proposal seemed closely related to part of the prior proposal JCTVC-G788.

It was remarked that with temporal layer down-switching, a picture of a higher temporal layer could get "locked" in the DPB and occupy a picture store and not be able to be removed.

It was remarked that proposal G0433 is somewhat related.

The contributor reported that in the current HM, there is a software bug that reference lists may contain pictures of higher temporal layers. This should be fixed.

In addition, a modified method to signal the long-term and the short-term reference picture set is proposed. It was asserted that this method is simpler and provides bit saving in most cases, particularly when all the pictures in the RPS are used for reference in the current picture.
For the syntax cleanup aspect, this does not seem suffiently high priority to consider at the moment.

For further study.
JCTVC-I0145 Delta parameter derivation for inter reference picture set prediction [I.-K Kim, Y. Park, J. H. Kim, J. H. Park (Samsung)]

TBR
JCTVC-I0511 Crosscheck report for JCTVC-I0342 [Hendry, B. Jeon (LG)] [late] 
JCTVC-I0347 On inter-RPS prediction [A. K. Ramasubramonian, Y. Chen, Y.-K. Wang (Qualcomm)]
TBR
JCTVC-I0388 AHG15: Parameterized RPS Models [J. Zhao, S. Deshpande, A. Segall (Sharp)]

TBR
5.12.14 Long-term reference pictures [open]
JCTVC-I0076 AHG15: Signalling Long-term Reference Picture Set [Hendry, B. Jeon (LG)]

TBR
JCTVC-I0555 AHG15: Cross-check of JCTVC-I0076 [A. K. Ramasubramonian (Qualcomm)] [late] 
JCTVC-I0112 Long-term picture signaling for error-free environments [K. Suehring, H. Schwarz, T. Wiegand (HHI)]

TBR
JCTVC-I0234 AHG15: Fix for an unhandled long-term picture case [R. Sjöberg, J. Samuelsson (Ericsson)]

TBR
JCTVC-I0340 Signalling of long-term reference pictures in the SPS [A. K. Ramasubramonian, Y. -K. Wang, Y. Chen (Qualcomm), C.S. Lim (Panasonic), S. Deshpande (Sharp)]

TBR
JCTVC-I0510 Crosscheck report for JCTVC-I0340 [Hendry, B. Jeon (LG)] [late]
JCTVC-I0422 MVP scaling issue for LTRPs [C. S. Lim, S. Mon Thet Naing (Panasonic)]

TBR
5.13 Quantization

5.13.1 QP prediction / delta QP coding
JCTVC-I0219 Changing cu_qp_delta parsing to enable CU-level processing [T. Hellman, W. Wan (Broadcom)]

This contribution claims that the existing syntax definition for cu_qp_delta, in which QP delta transmission is delayed until the first CU with coefficients, inhibits CU-level decode processing. It notes that a QP value is necessary for filtering operations, and therefore earlier CUs in the same CU quantization group cannot be filtered until cu_qp_delta is received. It claims that this is the only syntax element in the entire standard which has this property. It presents two possible solutions. The first recommends changing the parsing syntax such that cu_qp_delta is always sent in the first CU of a quantization group, unless that CU occupies the entire group and has no coefficients. The second changes the definition of QP within a quantization group.

Presentation not uploaded.
QP is needed for de-blocking but may be available late in the LCU parsing when many CUs contain zero coefficients.

First solution could make encoding more difficult, but that may be implementation dependent.

Decision: Adopt solution 2, according to draft text word doc v4.

Reference software needs change.
JCTVC-I0484 Cross-verification of JCTVC-I0219 on changing cu_qp_delta parsing [V. Seregin (Qualcomm)] [late]
JCTVC-I0265 Chroma QP extension and signalling enhancement [J. Xu (Sony), A. Tourapis (Magnum), A. Tabatabai, K. Sato (Sony)]

In HM6.0, Chroma QP can only take values in the range of [0, 39]. This proposal extends chroma QP to vary in the range of [0, 51] using as a basis the proposal made in JCTVC-H0400. Similar to the luma QP offset signaled at the slice level, a chroma QP offset that is also signaled at the slice level is proposed. This proposal can provide better flexibility at the encoder, potentially improve rate control, and objective/subjective video quality, as well as provide for better luma/chroma operating point tradeoffs. Finally, in order to satisfy the HM6.0 common test conditions a few non-normative encoder methods are also introduced. It is shown that the application of these methods can result in almost identical RD performance as the current HM6.0. More specifically, the impact of the proposed methods is within ~0.01% in terms of BD-rate while still providing the desired flexibility.

Even though solution 2 now also allows to retain the current balance between luma and chroma, it is questionable whether this additional flexibility is needed for the 4:2:0 case, and whether it is justified to impose necessity to implement it in any decoder.

No action.
JCTVC-I0561 Cross-verification of JCTVC-I0265 Chroma QP extension and signalling enhancement [L. Guo (Qualcomm)] [late] 
JCTVC-I0528 Cross-check of JCTVC-I0265 – Chroma QP extension and signalling enhancement [D. Hoang (Zenverge)] [late]
5.13.2 Quantization matrices
JCTVC-I0059 Improvement of scaling list [Y. Morigami, J. Tanaka, T. Suzuki (Sony)]
HEVC supports scaling list as AVC, proposed by JCTVC-G434. At the last meeting it was proposed by JCTVC-G0230 that 16x16- and 32x32- matrices are transmitted in the form of 8x8 matrices and in encoding/decoding process they are up-sampled with zero-order hold to store memory, and for 16x16- and 32x32- matrices DC components are separately transmitted. In addition, JCTVC-H0237 proposed to switch default matrix depending on the value of (0,0) component of the matrix. However, especially for default matrix coding, the following two problems can be observed.

· Complexity of default matrix coding is increased (by checking the status of (0,0))

· Minor bug in copying matrix from other matrices

In addition,, we observed coding efficiency reduced in DPCM coding for 16x16 and 32x32 matrices because the initial value of DPCM coding is set to 8.

In order to fix those problems, this document proposes the following two methods:

· Simplification of coding of default matrices,

· Improvement of DPCM coding for 16x16 and 32x32 matrices,
Presentation not uploaded.
One company (Canon) supports the change of DPCM initialization (Proposal 2), no other experts raise objection. Decision: Adopt.

About Proposal 1: Current method has a problem with undefined value RefMatrixID = -1, which would be resolved by the suggested method of default signaling (separate flag instead of zero for (0,0) coeff.). JCTVC-I0101 suggests the same (identical). Decision: adopt

JCTVC-I0101 Simplification on default quantization matrix signaling [S.-C. Lim, H. Y. Kim, J. Lee, J. S. Choi (ETRI)]
No need to be presented, was adopted as per adoption of JCTVC-I0059.
JCTVC-I0450 Crosscheck report of Simplification on default quantization matrix signalling (JCTVC-I0101) [M. Shima (Canon)] [late]
JCTVC-I0102 Diagonal scan for quantization matrix coefficients [S.-C. Lim, H. Y. Kim, J. Lee, J. S. Choi (ETRI)]

This contribution presents a usage of diagonal scan for quantization matrix coefficients. The proposed method replaces the zigzag scan with the diagonal scan, which is used in transform coefficient levels, so that the scans for transform coefficient levels and quantization matrix coefficients can be harmonized and the zigzag scan can be removed from HEVC. The experiments results reportedly show that the maximum 0.0047% BD-rate increase is observed, but it is reported that the proposed method increases an average coded bits for quantization matrices of 2.76% over three different kinds of quantization matrices.

Same as one of the methods by Canon (I0370)

No support by other experts – no action

Some concern is expressed whether this is really a simplification, and also increases number of bits
JCTVC-I0505 Cross-check of JCTVC-I0102 on diagonal scan for quantization matrix coefficients [V. Sze (TI)] [late] 
JCTVC-I0126 Newer Quantization Matrices for HEVC [S. Jeong, B. Jeon (LG Electronics)]

This contribution proposes new scaling matrices. The new QM’s are aimed at higher objective quality and at improving high frequency components in video, while maintaining key properties of using the current QM’s – quantizing low frequency components more than high frequency components.
One expert mentions that no change should be done without subjective viewing. The measure taken here may not be appropriate.

Note: The relevance of default matrices seems to be low. Informally, upon question by the chair, several experts expressed opinion that they may not be too beneficial, and in practice they may not be used too often.

Several concerns expressed, positive support only by crosschecker.

No action.
JCTVC-I0451 Cross-check on newer quantization matrices for HEVC (JCTVC-I0126) [I.-K Kim (Samsung)] [late]
JCTVC-I0129 Memory reduction of scaling lists using symmetry [S. Jeong, B. Jeon (LG Electronics)]

JCTVC-I0163 A joint JND model for quantization matrix in HEVC [J. Kim, M. Kim (KAIST)] [late]
In this contribution, a joint JND model based on luminance and frequency masking is proposed and integrated into the quantization tool in HM 6.1. The proposed joint JND model combines a luminance JND model and the quantization matrix of HM 6.1. The proposed joint JND model yields the average 6% and maximum 30% reductions in bitrates at similar subjective quality levels of HM 6.1.
Similar to JCTVC-H0477

JND model adapted at level of TUs or CUs? Not precisely known, could be CU

Rate control could be more difficult as the rate change by QP change becomes less predictable

Additional decoder complexity to derive the individual quant matrix values.
Further study.
JCTVC-I0257 On Intensity Dependent Quantization in the HEVC codec [M. Naccari, M. Mrak, D. Flynn, A. Gabriellini (BBC)]

This document illustrates the changes required by the intensity dependent quantisation in the HEVC working draft specification.
Adaptation done on level of TUs

Also provide results with similar intensity-based dQP adaptation. Compared to the rate benefit of the suggested method is in the order of magnitude of 2-3 % (measured in BD rate).

The explicit dQP signaling would however allow more degree of freedom and not prescribe a specific adaptation

Compared to flat quantization any of the two methods would lose.

Cross checker reports some subjective deviations (in case of two sequences)

Cross checker also points out that the method would introduce some undesirable dependencies.

Further study encouraged about the implications at the decoder (i.e. reduce dependencies), investigation of subjective problems reported by cross-checker, flexibility of the model.

JCTVC-I0482 Crosscheck of JCTVC_I0257 - On Intensity Dependent Quantization in the HEVC codec Rik Allen [late]
JCTVC-I0257 proposes a tool “Intensity Dependant Quantization” (IDQ) in which the quantization factor is modified according to a measure of local brightness to reduce bitrate in areas that the eye is less susceptible to. The supplied code, HM modifications and proposal were found to match, and for a subset of streams run to date, the objective figures match those supplied by the proponents.

In informal subjective viewing, many streams did appear not to have significant quality degradation as claimed in the proposal, but on some there were significant artefacts introduced by the IDQ.
JCTVC-I0495 Cross-check of Intensity Dependent Quantisation (JCTVC-I0257) [Glenn Van Wallendael, Sebastiaan Van Leuven, Jan De Cock, Rik Van de Walle (Ghent Univ.)] [late]
This contribution provides a cross verification of the Intensity Dependent Quantization (JCTVC-I0257). The code reflects the description and test results are conforming to the tests conducted by the proponents. Additionally, a subjective evaluation was conducted. The difference between HM and the proposed technique could only be detected by experts who had knowledge about the way IDQ works. Video experts without this knowledge could not observe any difference.
Performance was done with cases where the perceptual quantization had about <5% less bitrate.

JCTVC-I0268 Quantization matrices for 4x4 DSTs in HEVC [J. Lou, L. Wang]

In the current HEVC, 4x4 discrete sine transform (DST) is adopted for some Intra prediction modes. The human visual system based quantization matrix for the 4x4 DCT is used for the 4x4 DSTs also. This document proposes new default quantization matrices for the 4x4 DSTs in HEVC.
Presentation not uploaded.
Proposal to add three more matrices for intra: DCT/DST, DST/DCT, DST/DST.

JCTVC-I0419 Syntax for supporting 4x4 DST quantization matrices [R. Cohen (MERL)]

The current text specification draft includes two different transforms for use with 4x4 Intra Luma Transform Blocks. The same scaling list (quantization matrix), however, is associated with both of these transforms. The purpose of this document is to propose modifications to the draft text so that different scaling lists can be associated with these transforms. Two versions are provided, to support one additional and three additional scaling lists respectively.
Syntax identical with I0268 for the case of loadable matrix, no proposal on default.

In general this looks as making sense.

Problem could be that now a switching between matrices becomes necessary for each 4x4 block, whereas with identical matrices at least 4 blocks use the same matrix.

One no-proponent company supporting.

No action.

JCTVC-I0429 Cross-check of JCTVC-I0268: Quantization matrices for 4x4 DSTs in HEVC [X. Zhang, S. Liu (MediaTek)]
JCTVC-I0284 Quantization matrix entries as QP offsets [R. Joshi, J. Sole, M. Karczewicz (Qualcomm)]

In the HEVC committee draft, the quantization step-size is effectively scaled by quantization matrix entry normalized by 16. This approach is asymmetric as it offers a much higher granularity for increasing the base QP compared to decreasing the base QP. In this proposal, a different interpretation of the quantization matrix values is suggested. It is reported that with this method, the quantization matrix entry is utilized to change the base QP uniformly in either direction.

No support by other experts

No action

JCTVC-I0364 Investigate of sub-sampling representation methods for quantization matrices [J. Zheng (HiSilicon), J. Chen (UCLA)]

In the current HEVC design, 16x16 and 32x32 quantization matrices are stored in the separate downsampled 8x8 matrices to reduce the matrices bits needed for these large size quantization matrices. The subjective test in the last San Jose meeting shown some proofs that it is possible to apply sub-sampling methods to the larger quantization matrices and represent the larger matrices as smaller sub-sampled matrices. This proposal is to investigate several non-uniform sub-sampling representation methods for quantization matrices.

No evidence that this provides benefit in terms of subjective quality.

No support by other experts

No action.

JCTVC-I0369 Compact representation method for quantization matrices [J. Zheng (HiSilicon), J. Chen (UCLA)]
The subjective test in the last San Jose meeting shown some proofs that it is possible to apply sub-sampling methods to the larger quantization matrices and represent the larger matrices as smaller sub-sampled matrices. Current HEVC design use a downsampled 8x8 matrix to hold the sub-sampled values of 16x16 or 32x32 matrix. Sub-sampling according to the important of frequency band is considered in this proposal, and a further simple compact representation method for quantization matrices is proposed. Quantization matrix is spitted into one smaller size of values and a simple frequency pattern. This method is further reduce the larger size quantization matrices bits but with small reconstructed error. It can further reduce the APS data sets.

No evidence that this provides benefit in terms of subjective quality.

No support by other experts

No action.

JCTVC-I0370 Removal of zigzag scan from quantization matrices coding M. Shima (Canon)

This contribution reports the experimental results of quantization matrices coding using existing non-zigzag scans. Using the test matrices used in former CE4, the simulation results shows that replacing zigzag scan with raster scan led to about 26.7% quantization matrices coding bit increase. In contrast, replacing zigzag scan with diagonal scan (with 4x4 sub-block partitions) led to about 1.1% quantization matrices coding bit increase, and the diagonal scan (including 8x8) led to about 0.6% quantization matrices coding bit reduction.

Second method identical to I0102.

First method increases BR for quant matrices

Third method reduces BR for quant matrices by 0.6%, but requires various changes to specification (including a replacement – not just a removal – of zigzag scan by another scan). The benefit is not really obvious.

No action.

JCTVC-I0435 Cross-verification report on removal of zigzag scan from quantization matrices coding (JCTVC-I0370) [S.-C. Lim, H. Y. Kim, J. Lee (ETRI)] [late]

JCTVC-I0518 HVS-based Generalized Quantization Matrices [S. Jeong, Hendry, B. Jeon, J. Kim (LGE)] [late]
This contribution proposes a new method of generating scaling matrices or quantization matrices (QM’s), based on a generalized version of an HVS model. When decoder receives parameters from encoder, the decoder can generate a QM having key characteristics of an HVS model – having lower QM values in lower frequency components than those in higher frequencies.
Extension of JCTVC-I0126 but the encoder can send the alpha parameter, purpose is encoding/approximation of matrices. No results yet.

No action.

Further study? Is this restricting the usage of quant matrices, giving up degrees of freedom?

JCTVC-I0592 DST quantization matrix for DST in intra prediction [J. Lou, Y. Yu, W.-Y. Kung, K. Panusopone, L. Wang (Motorola Mobility)] [late] [miss]
(not reviewed yet)
5.13.3 Other
JCTVC-I0254 Clarifying the of the range of coeff_abs_level_remaining syntax element [T. Hellman, Y. Yu, W. Wan (Broadcom)]

This is a subset of I0285, similar to method 2 of I0285.
JCTVC-I0285 Elimination of clipping before dequantization [R. Joshi, J. Sole, X. Li, M. Karczewicz (Qualcomm)]

In the 8th JCTVC meeting in San Jose, USA, a clipping was introduced before dequantization step to avoid 32-bit overflow in internal calculations. The clipping range is 16 bits or less depending on whether quantizer matrices are being used and the transform size. In this document, two methods to eliminate the need for clipping are proposed. In the first method, instead of normalizing the quantizer matrix entries by 16, normalization by 32 is proposed. This means that quantization matrix entry t effectively scales the quantizer step-size by a factor of (t/32) instead of (t/16). In the 2nd method, it is proposed to restrict the amount of left shift in the dequantization step when quantizer matrices are being used. Furthermore, modification to the decoding process for scaled transform coefficients is proposed to make the decoding process with or without quantization matrices similar.

Last meeting adopted decoder-side clipping as provisional solution saying

· "no doubt that there is a problem to be solved"

· "could be achieved by encoder restriction (similar discussion in previous meetings)"

· "Adopt (text in H0312) as a placeholder to solve the problem, further study whether this is the ultimate solution in quantization AHG."

Decision: Adopt solution of I0254.

Additional rationale: Encoder restriction prevents occurrence of unreasonable bitstreams in decoder conformance fulfillment. This change is also requested by USNB comment #49.

Further study necessary on the suggestion from I0285 about removal of one additional clipping operation.

5.14 Entropy coding
JCTVC-I0065 Modification on CABAC initialization [K. Sugimoto, A. Minezawa, S. Sekiguchi, T. Murakami (Mitsubishi)]

This contribution proposes a modification on initialization table selection for CABAC context. The proposed method uses two initialization tables instead of three tables as in HM6. In P-slices and B-slices, initializationType=0 and 1 can be selected instead of 1 and 2 in HM6, while initializationType=0 is used for I-slices same as in HM6. To verify the performance, sequences with frequent scene changes are used with applying initializationType=0 in slices just after scene change. Simulation results reportedly show that performance gain is 0.1%, 0.1%, 0.1%, 0.1%, 0.1%, and 0.1% for RA-main, LB-main, LP-main, RA-HE10, LB-HE10 and LP-HE10 settings respectively using HM-6.0 in multiple 1500 byte slice mode with QP = 12, 17, 22 and 27. It is reported that the BD BR gain with QP = 32, 37, 42 and 47 is 0.1%, 0.2%, 0.1%, 0.1%, 0.1%, and 0.2% respectively.
One motivation is to allow a P or B slice at a scene change to use the intra-oriented table. The gain would bigger in that case.

Sequences outside the test set seemed potentially valuable to test.

The conditions under which this was tested seemed a bit irregular.

It was also suggested to check whether alternative values for the P and B slice init tables would provide some benefit.

Testing on small slices, perhaps with the encoding rule to carry over the selection from the best fit for the preceding slice, might be beneficial. Testing like this had been done historically for AVC.

The intra tables don't include initialization values for some syntax elements. In such cases, the contributor just copied the initialization values from another table that had them.

At the moment we do not seem confident of what we currently have for the initialization, and believe that further study (AHG or CE) is needed.

JCTVC-I0204 Reduction in context coded bins for ref_idx and cu_qp_delta [V. Sze, M. Budagavi (TI)]
To improve the throughput of the CABAC, it was asserted that the number of context coded bins should be reduced. Hardware is designed for the worst case, thus it is also important to reduce the worst case number of context coded bins. In HM-6.0, ref_idx and cu_qp_delta reportedly account for 28% of the context coded bins in the worst case. This is due to the fact that they are binarized with truncated unary and all the bins are context coded. This contribution proposes using a combination of truncated unary and Exp-Golomb coding (TUEGk), similar to what is used for motion vector difference. Only the truncated unary portion is context coded, and the Exp-Golomb portion is bypass coded. This was implemented in HM-6.0 for various combinations of cMax and EGk. With TU cMax=4 and EG0, no coding loss was observed under common conditions and the worst case number of context coded bins is reduced by over 20%. Since cu_qp_delta is not signalled under common conditions, it was testedin HM-6.1 under the conditions specified by CE4 on Quantization. There is reportedly negligible coding efficiency impact for cMax=4 and EG0 (between -0.02 to 0.03).
Although the binarization was changed, the initialization was not.

It was noted that the severity of the impact of the worst case could be limited by profile constraints on the spatial granularity of QP changes.

It was remarked that the threshold of where to stop using context coding in the binarization might depend on the way the scheme was tested.
Curiosity was also expressed regarding the worst case for syntax elements of SAO and ALF.

Uses bypass coding after the 4th bin.

The reference index part is closely related to I0352.

For further study (CE or AHG), including potential issues for SAO and ALF??
Revisit I0204 and I0352.
JCTVC-I0544 Cross-check of Reduction in context coded bins for ref_idx and cu_qp_delta (JCTVC-I0204) [J. Wang, X. Yu, D. He (RIM)] [late] 
JCTVC-I0395 Cross check of JCTVC-I0204 on reduction in context coded bins for ref_idx and cu_qp_delta [J. Xu, C. Auyeung (Sony)] [late]
JCTVC-I0352 Bypass bins for reference index coding [V. Seregin, X. Wang, J. Chen, M. Karczewicz (Qualcomm)]

Addressing essentially the same problem as the reference index part of I0204, but in a somewhat different way. Does not change binarization, but switches to bypass coding after the 2nd bin. 8% of the reference index bins in the common conditions then used bypass coding. No significant coding efficiency impact was reported.

JCTVC-I0446 Crosscheck of bypass bins for reference index coding in JCTVC-I0352 [Y.-W. Chen, Y.-W. Huang (MediaTek)] [late]
JCTVC-I0276 Updated design of the probability estimator and the coding engine of the M Coder [J. Stegemann, H. Kirchhoffer, D. Marpe, T. Wiegand (Fraunhofer HHI)]

This contribution proposes a set of modifications to the current design of the probability estimator and the entropy coding engine of HEVC. The state-based probability estimator is extended from 63 states to 112 states and the table for the interval subdivision of the arithmetic coding engine is adjusted to conform with the internal state of the probability models. While each probability model requires 1 additional bit of memory the average gains in coding efficiency reportedly range from 0.3 to 0.5%.
Currently we have the same probability estimator for HEVC as for AVC.

This seems to be primarily a coding efficiency proposal.

Some tables are made larger, and some smaller (range table).

There were some significant differences between the first version of the proposal and the second version uploaded 10 days later.

It was remarked that consistency with AVC may have value, and significant effort has been put into CABAC over the past decade.

The stability of the design is also important.

However, it may be valuable to encourage study of the implications of the proposed modification.

For further study.

JCTVC-I0509 Cross-check of Updated design of the probability estimator and the coding engine of the M Coder in JCTVC-I0276 [?? (??)] [late] 
JCTVC-I0299 Experimental results for Multi-Parameter Probability Update in HM6.0 [A. Alshin, E. Alshina, J.-H. Park (Samsung)] [late]

Multi-parameter probability update method is an alternative probability estimation method based on combination of multiple estimations by different models. Experimental results for HM6.0 are presented in this proposal. The proposed technique reportedly shows 0.6% Luma BD-rate gain (and 0.2% Chroma BD-rate gain). It was reported that the proposed technique can be effectively realized in integer arithmetic.
No text or software was provided, and no cross-check was available. It was remarked that it has a substantial memory capacity requirement.
This did not appear adequately mature for action, aside from concerns regarding stability.

No action taken on this.
JCTVC-I0594 Bypass bins for reference index and delta QP coding [V. Seregin, X. Wang, W.-J. Chien, J. Chen, M. Karczewicz (Qualcomm), V. Sze, M. Budagavi (TI)] [late]
(not reviewed yet)
5.15 Transform coefficient coding
JCTVC-I0205 AHG5: A throughput study of transform coefficient coding proposals [V. Sze, M. Budagavi (TI)]

Resolved by adoption of I0296 variant 2.
5.15.1 Significance map coding
JCTVC-I0031 AHG5: Coefficient coding – significance map clean-up [G. Korodi, D. He, G. Martin-Cocher (RIM)]

Resolved by adoption of I0373.
JCTVC-I0060 AHG5: Unified neighbour-based context selection [C. Rosewarne, M. Maeda (Canon)]

Resolved by adoption of I0296 variant 2.
JCTVC-I0468 Cross-check report for Canon's unified neighbour-based context selection proposal (JCTVC-I0060) [K. Panusopone, V. Kung, L. Wang (Motorola Mobility)] [late] 
JCTVC-I0114 Non-CE3: Sub-block base CABAC context selection of coefficient coding [K. Terada, H. Sasai, T. Nishi (Panasonic)]

Resolved by adoption of I0296 variant 2.
JCTVC-I0329 Non-CE3: Cross-check of Panasonic sub-block context selection of coefficient coding (JCTVC-I0114) [J. Sole (Qualcomm)] [late]

JCTVC-I0155 AHG5: Unified context selection for significance map coding of 4x4 and 8x8 TUs [C.-W. Hsu, T.-D. Chuang, Y.-W. Huang, S. Lei (MediaTek)]

Resolved by adoption of I0373.
JCTVC-I0545 AHG5: Cross-verification for Method 1 of Unified context selection for significance map coding of 4x4 and 8x8 TUs (JCTVC-I0155) [G. Korodi, D. He (RIM)] [late]

JCTVC-I0368 AHG5: Cross-check on Method 2 of Unified context selection for significance map coding of 4x4 and 8x8 TUs (JCTVC-I0155) [T. Tsukuba (Sharp)]

JCTVC-I0271 Harmonization and complexity reduction of context selection of 4x4 and 8x8 significant_coeff_flag [C. Auyeung (Sony)]

Resolved by adoption of I0373.
JCTVC-I0208 Non-CE3: Cross-check of JCTVC-I0271 on harmonization and complexity reduction of context selection of 4x4 and 8x8 significant_coeff_flag [V. Sze (TI)] [late]
JCTVC-I0434 Non-CE3: Cross-check result for I0271 [Y. Piao, E. Alshina, J. H. Park (Samsung)] [late]

JCTVC-I0273 A proposal to remove redundancy in the context selection of significant_coeff_flag [C. Auyeung (Sony)]
Resolved by adoption of I0296 variant 2.
JCTVC-I0209 Non-CE3: Cross-check of JCTVC-I0273 on removing redundancy in the context selection of significant_coeff_flag [V. Sze (TI)] [late]
JCTVC-I0274 A proposal to reduce data dependency in the context selection of significant_coeff_flag [C. Auyeung (Sony)]
Resolved by adoption of I0296 variant 2.
JCTVC-I0503 Non-CE3: Cross-check of JCTVC-I0274 on reducing data dependency in the context selection of significant_coeff_flag [V. Sze (TI)] [late]

JCTVC-I0294 AHG5: Unified 4x4 and 8x8 significance map coding using one logic [T. Tsukuba, T. Ikai (Sharp)]

Resolved by adoption of I0373.
JCTVC-I0201 AHG5: Crosscheck of Sharp's unified 4x4 and 8x8 significance map coding using one logic in JCTVC-I0294 [C.-W. Hsu, Y.-W. Huang (MediaTek)] [late]

JCTVC-I0296 Non-CE3: Simplified context derivation for significance map [T. Kumakura, S. Fukushima (JVC Kenwood)]
Two variations were described in this. The differing element was whether to disable the use of a single context for high-frequency coefficients, as this aspect (adopted from H0095 at the last meeting) was adopted to mitigate an issue that would no longer exist in the position-based approach, and was suggested to be slightly harmful to coding efficiency.
Decision: Adopt this second variation of I0296.

JCTVC-I0367 Non-CE3: Cross-check of Simplified context derivation for significance map (JCTVC-I0296) [T. Ikai (Sharp)] [late]
JCTVC-I0304 Context Reduction for Significance Map Coding and Level Coding (H0228) [Y. Yu, K. Panusopone, L. Wang (Motorola Mobility)]

Resolved by adoption of I0296 variant 2.
JCTVC-I0532 Cross-check of I0304 [T.Nguyen (FhG-HHI)] [late] 
JCTVC-I0325 AHG5: Modified thresholds for NSQT significance map [J. Sole, W.-J. Chien, J. Chen, M. Karczewicz (Qualcomm)]

Resolved by adoption of I0296 variant 2.
JCTVC-I0477 AHG5: Cross check of Qualcomm’s proposal JCTVC-I0325 [J. Kim (LGE)] [late]

JCTVC-I0354 CE3: Three and four bins parallel calculation for significance map contexts [V. Seregin, J. Sole, M. Karczewicz (Qualcomm)]

JCTVC-I0523 CE3 subtest 1.4: crosscheck on method 1 of three and four bins parallel calculation for significance map contexts (JCTVC-I0354) [A. Minezawa, K. Sugimoto, S. Sekiguchi (Mitsubishi)] [late]
JCTVC-I0372 Zone Partition for Significance Map Coding of Large TU [V. Kung, K. Panusopone, L. Wang (Motorola Mobility)]
Resolved by adoption of I0296 variant 2.
JCTVC-I0457 Cross-check results for Zone Partition for Significance Map Coding of Large TU in I0372 [H. Sasai, K. Terada (Panasonic)] [late]
JCTVC-I0373 AHG5: Context derivation clean-up for significance map [J. Chen, J. Sole, W.-J. Chien, V. Seregin, M. Karczewicz (Qualcomm)]
Source code had been provided (on time w.r.t. the contribution deadline). Was reportedly the best performing. Low QP results had been tested (which was not the case for some other proposals).
DC handling was discussed. This proposal shares DC across TU sizes.

Decision: Adopted.

It was commented that there may be a bug in the RDOQ. Off-line study of that issue was suggested.

JCTVC-I0541 AHG5: Cross-verification of Context derivation clean-up for significance map (JCTVC-I0373) [G. Korodi, D. He (RIM)] [late]

JCTVC-I0374 Four bin parallel scheme for significance map coding and level coding (H0228) [V. Kung, K. Panusopone, L. Wang (Motorola Mobility)]
Resolved by adoption of I0296 variant 2.
JCTVC-I0533 Cross-check of I0374 [T. Nguyen (FhG-HHI)] [late] 
JCTVC-I0375 Simplification of Significance Map Coding Process for Small TU [V. Kung, K. Panusopone, L. Wang (Motorola Mobility)]
Resolved by adoption of I0296 variant 2.
JCTVC-I0376 Sub-block Based Zoning for Significance Map Coding and Level Coding (H0228) [V. Kung, K. Panusopone, L. Wang (Motorola Mobility)]

Resolved by adoption of I0296 variant 2.
JCTVC-I0534 Cross-check of I0376 [T. Nguyen (FhG-HHI)] [late] 
JCTVC-I0383 Template-based context modeling for coefficient coding [W. -J. Chien, J. Chen, J. Sole, M. Karczewicz (Qualcomm)]

Resolved by adoption of I0296 variant 2.
JCTVC-I0447 Crosscheck of template-based modeling for coefficient coding in JCTVC-I0383 [T.-D. Chuang, Y.-W. Huang (MediaTek)] [late]
5.15.2 Last position coding
JCTVC-I0177 Table size reduction and CABAC context reduction for last significant position coding [F. Zou, O. C. Au, J. Dai, X. Zhang, C. Pang (HKUST)]
In this contribution, a method to reduce the table size and CABAC context models for last position coding is proposed. First, a context mapping table of size 28 is reduced to a table of size 24 by removing 4 unused entries. It is reported that the proposed approach provides no change over the HM6.0 in all common test coding conditions. Second, more than 2 bins (with CABAC context) for TU32x32 were proposed to share the same CABAC context, thus reducing the CABAC contexts. Simulation results show that there is 0.01%, 0.02%, 0.03%, 0.05%, 0.01% and 0.05% Y-BD rate change for Intra Main, Intra HE10bit, RA Main, RA HE10bit, LD-B Main and LD-B HE10bit respectively under the common test condition.
The contributor noted that there are 4 unused entries in a table that is found in the text and software. Whether these are present or not seems to be just an editorial matter. The editors of the text and software can consider whether eliminating these unused entries would make the specification more clear and comprehensible.
6 additional contexts were proposed to be removed (3 for horizontal, 3 for vertical), with a small (essentially negligible) loss in coding efficiency.
No test results were provided in the original submission. Test results were provided in a revision submitted on the 23rd.
It was remarked that the number of contexts has already been reduced to be substantially fewer than in AVC, and it doesn't seem necessary to keep trying to reduce the number further.
The potential benefit from this did not seem adequate to justify the modification (and there was a minor loss in coding efficiency), so no action was taken on this.

JCTVC-I0423 Cross-verification of JCTVC-I0177: Table size reduction and CABAC context reduction for last significant position coding [J. Dong, Y. Ye (InterDigital)] [late]

JCTVC-I0331 Table removal in contexts assignment of last significant position (LAST) coding [L. Guo, M. Karczewicz, W.-J. Chien (Qualcomm)]
The context mapping table is proposed to be replaced by a formula. Context derivations for Luma and Chroma are made more consistent.
If a real implementation would use the formula, there would be a benefit for having the modification. If the implementation would use a LUT, it would not matter what the LUT was based on.

There is also a difference between the context derivation for luma and chroma that seems undesirable from a "clean design" perspective.

Setting A was suggested as the better of the variants in the proposal:

ctx_idx = m+ (bin_idx>>n)
m = 3* k + ((k+1)>>2)

n = (k+3)>>2

where k= log2TUSizeMinus2.

The coding efficiency impact seems negligible.

The proposal would seem to interact with I0371.
Decision: Adopted.

JCTVC-I0474 Non-CE3: Cross-check result for I0331 [Y. Piao, E. Alshina, J. H. Park (Samsung)] [late]
JCTVC-I0531 Non-CE3: Cross-check of Improved high throughput coding method based on last position information (JCTVC-I0337) [J. Stegemann (Fraunhofer HHI)] [late]
JCTVC-I0339 Non-CE3: Reduced contexts for last position coding [S. H. Kim, L. Kerofsky, A. Segall (Sharp)]

In this contribution, a method to reduce the contexts for last position coding is proposed. Specifically, contexts are proposed to be shared between last_position_X and last_position_Y for the bins from large block sizes. It is reported that the proposed approach provides Y-BD-bitrate changes over the HM6.0 in main/HE10 profile configurations by 0.04 % (AI_Main), 0.06 % (RA_Main), 0.08 % (LB_Main), 0.04 % (AI_HE10), 0.06 % (RA_HE10), and 0.02 % (LB_HE10) in common test coding condition. Some coding gain, -0.06% (LB_HE10), has been observed in Class F sequences. In low QP test condition, it is reported that the proposed method provides 0.0% BD-bitrate changes over the HM6.0.
Reduces the number of contexts by 5, with some (very small) coding efficiency loss. The tradeoff here seems to not be as good as for some other proposals, and this would introduce a difference between the handling of different block sizes. No action taken on this.
JCTVC-I0508 Cross-check of Reduced Contexts for Last Position Coding in JCTVC-I0339 [Woo-Shik Kim (TI)] [late] 
JCTVC-I0371 Luma Context reduction for Last Coefficient Position Coding in HEVC [X. Fang, K. Panusopone, L. Wang (Motorola Mobility)]

This document describes a proposal related to the luma context reduction for last coefficient position coding. Several context index assignments are proposed. The first version uses same contexts for 16x16 and 32x32 Luma TUs. The total number of contexts for Luma (X,Y) is reduced from 30 to 20 with 0.01% Y-BD rate change. On the top of the first version, the second version further reduces the number of contexts for Luma (X,Y) from 30 to less than 18 by sharing some contexts for TUs of 4x4 and 8x8 with the similar Y-BD rate change. Cross-Check will be provided by Qualcomm’s JCTVC-I0486.
Three variants were in the proposal. The proponent suggested to focus on "proposal 2A", which reduces the number of contexts by 12. The coding efficiency impact was asserted to be negligible.
Conflicting with I0331 and does not have a harmonization rationale w.r.t. luma/chroma differences.

It was remarked that, if we want to make a change in this area, I0331 seemed preferable. No action on this.

JCTVC-I0486 Cross-verification of JCTVC-I0371 Luma Context Reduction for LAST coding [L. Guo (Qualcomm)] [late]
JCTVC-I0574 Unified context derivation with CABAC context reduction for last position coding [F. Zou, O. C. Au, J. Dai, X. Zhang (??)] [late]
(not reviewed yet)
JCTVC-I0597 Crosscheck Report of Unified Context Derivation with CABAC Context Reduction for Last Position Coding in JCTVC-I0574 [X. Guo (MediaTek)] [late]
5.15.3 Coefficient level coding [Open]
JCTVC-I0049 Non-CE3: Context reduction for coeff_abs_level_greater2_flag [C. Rosewarne, M. Maeda (Canon)]

This contribution proposed to remove 2 contexts and make the luma and chroma more consistent for the coding of the coeff_abs_level_greater2_flag .

Two variants were proposed.

"Method 1" was suggested to be the better to focus on.

May interact with 281.
The context set selection logic is currently the same for the greater-than-one flag and the greater-than-two flag. This would change only one of those
There did not seem to be a sufficient benefit as proposed. No action taken on this.

JCTVC-I0543 Cross-check of Non-CE3: Context reduction for coeff_abs_level_greater2_flag (JCTVC-I0049) [J. Wang, X. Yu, D. He (RIM)] [late]
JCTVC-I0269 High Throughput Level Coding with Context Reduction [X. Yu, J. Wang, D. He, G. Martin-Cocher]

The first scheme in this contribution proposes to use EP models (bypass) for coding Gr1-bins from after the first Gr1=1 coefficient to the second Gr1=1 coefficient up to 8 NNZs and to use Rice codes for coding remaining coefficients. It saves 6 contexts out of the 24 for coding Gr1-bins. Experimental results reportedly showed average 6.0%, 5.3% 3.6% and 2.4% saving for context coded bins for QP = 22, 27, 32, 37 respectively, with 0.0%, 0.0%, 0.1%, 0.1%, 0.0%, 0.1% BD rate impact for AI-HE10, AI-Main, RA-HE10, RA-Main, LD-HE10, and LD-Main, respectively. For lowQP (QP = 1, 5, 9, 13) tests, the average context-coded bin saving is 16.9%, 13.6%, 10.6% and 8.3%, with -0.1%, 0.0%, 0.2%, 0.4%, 0.3%, 0.5% BD rate impact for AI-HE10, AI-Main, RA-HE10, RA-Main, LD-HE10, and LD-Main, respectively.
In the scheme 2, only Gr1-bins with odd ctxSet will be switched to EP models, and thus 3 context models are saved. The scheme 2 reportedly achieves average 3.7%, 3.2%, 1.8%, 1.1% reduction in the number of context coded bins for QP = 22, 27, 32, 37 respectively, with 0.0% 0.0%, 0.0% 0.0%, 0.0% 0.0% BD rate for AI-HE10, AI-Main, RA-HE10, RA-Main, LD-HE10, and LD-Main, respectively. For lowQP (QP = 1, 5, 9, 13) tests, the average context-coded bin saving for scheme-2 is 13.5%, 10.0%, 7.4% and 5.6% reduction in the number of context coded bins, with -0.2%, -0.1%, 0.0%, 0.1%, 0.1%, 0.2% BD rate for AI-HE10, AI-Main, RA-HE10, RA-Main, LD-HE10, and LD-Main, respectively.
The purpose of the contribution was to reduce the number of context-coded bins, and also to reduce the number of contexts.
This does not affect the worst-case number of coded bins.

The proposal interleaves the bypass bin encodings with non-bypass bins.

It was remarked that the second scheme complicates the design.
It was remarked that this has a dependency on the previous coded bin about when to switch between context-coded and bypass-coded bins, and that this is undesirable, and that the worst case is not benefitting. It was, however, commented that a similar dependency can occur with the current design. There did not seem to be full agreement on this.
No action was taken on this.
JCTVC-I0504 Non-CE3: Cross-check of JCTVC-I0269 on High Throughput Level Coding with Context Reduction [V. Sze (TI)] [late] 
JCTVC-I0281 Adaptive Thresholds for Greater-than-1 and Greater-than-2 Flags [N. Nguyen, T. Ji, D. He, G. Martin-Cocher (RIM)]

This contribution proposes using information from neighbouring adjacent coefficient groups to adaptively set the maximum number of coeff_abs_level_greater1_flags and coeff_abs_level_greater2_flags to (de)code in a given coefficient group. The contribution considers two variants of the proposed scheme. In the common test conditions, both methods reportedly show no loss in terms of BD-rate in all configurations except RA (where the loss is within 0.1%), and throughput improvement is asserted by reducing the number of context-coded bins per pixel by up to 2.6% (Method A) and 2.0% (Method B). In low QP settings, Method A reportedly provides around 6% savings of context-coded bins per pixel with about 0.3% degradation of BD-rate and Method B reportedly provides up to 5% savings of context-coded bins per pixel at a cost of about 0.2% BD-rate. Both methods reportedly perform better for larger format sequences.

The goal is to reduce the average number of context coded bins. This is done by replacing a constant threshold by some variable threshold. It was asked whether just changing the threshold while keeping the threshold value fixed might be a better approach. It was remarked that I0359 has an approach like this.
I0359 addresses the worst case, while this approach does not.

No action taken.

JCTVC-I0562 Cross-check of JCTVC-I0281 on Adaptive Thresholds for Greater-than-1 and Greater-than-2 Flags [W. -J. Chien (Qualcomm)] [late]
JCTVC-I0359 TU level threshold for Greater-than-1 Flags [W. -J. Chien, J. Chen, J. Sole, M. Karczewicz (Qualcomm)]

The method 1 in the proposal was the suggested focus, which was to change a threshold value from 8 to 6. This would reduce the worst case number of context coded bins, and also reduce the average number, without increasing the complexity of the logic.

Coding efficiency loss was reportedly negligible for common conditions. For low QP, there was reportedly −0.1/0.2/0.3% BD bit rate impact for AI/RA/LD.
No action taken.

JCTVC-I0560 Cross-check of Code Efficiency and Context Coded Bin Saving of JCTVC-I0359 [T. Ji, N. Nguyen, D. He, G. Martin-Cocher (RIM)] [late]
JCTVC-I0337 Non-CE3: Improved high throughput coding method based on last position information [S. H. Kim, A. Segall (Sharp)]

Somewhat similar to I0359 and, to some degree, I0281. No action taken.

JCTVC-I0176 Non-CE3: Modified method for coding transform coefficient level [S.-T. Hsiang, S. Lei (MediaTek)]
Reduces the number of context coded bins and number of total bins by about 2-5%. This is done by introducing a new syntax element. It was remarked that this increases the severity of the worst case.
0.1 to 0.2 bit rate loss was reported.
No action was taken on this.

JCTVC-I0050 Non-CE3: Rice parameter initialization and update modifications [C. Rosewarne, V. Kolesnikov, M. Maeda (Canon)]

A method of initialisation of the rice parameter K for the Golomb-Rice coding the coeff_abs_level_remaining values of a sub-set was presented. The method reportedly shows a coding gain under the common conditions while using low-QP conditions of -0.3%, -0.3% and -0.3% in AI-main and -0.1%, -0.1% and -0.1% in RA-main. In normal QP conditions, the measured coding impact 0.0%, 0.0% and 0.0% in AI-main and 0.0%, -0.1% and 0.1% in RA-main. A method of encoding coeff_abs_level_remaining data for a TU is presented. The method is asserted to enable hardware implementations to realise improved throughput of TU processing by avoiding data dependencies between individual coeff_abs_level_remaining values. The coding impact results under common conditions are. 0.0%, 0.0% and 0.0% in AI-main and 0.0%, 0.0% and 0.0% in RA-main.
The first part is a coding efficiency improvement proposal.

The second part is a throughput increase proposal.

It was remarked that since the proposal focuses only on large blocks (16x16 and 32x32) it does not help the worst case. It was remarked that having a special mode that introduces additional logic for these block sizes would be an unnecessary introduction of additional variations, and it would be better to try to maintain the design in a consistent way.
No action was taken on this.
JCTVC-I0458 Cross-check on Non-CE3: Rice parameter initialization and update modifications (JCTVC-I0050) [C. Kim (Samsung)] [late]
JCTVC-I0124 Simplification of Golomb-Rice Parameter Update [C. Kim, J. Kim, J. H. Park (Samsung)]

An asserted simplification of Golomb Rice parameter update is presented in this proposal. The required table is reduced from "g_aauiGoRiceUpdate[5][24]" to "g_auiUpTbl[5]" in the software. The BD bit rate impact negligible in common condition in Normal QP. -0.1 AI, 0.0 RA, 0.0 LB is obtained in low QP condition (QP 12, 17, 22, 27). More gain (-0.2%) is reported for Class F-sequences.
It was remarked that this makes the adaptation rule more like it was in CAVLC in AVC.

It was remarked that it may be desirable to slightly modify the values in the proposed LUT to enable removal of the table entirely, by conversion to a formula. And it was noted that AVC had such a formula, and could be used here. Instead of values 3, 5, 12, 23, the suggested values were 3, 6, 12, 24 (doubling in each increment).

Revisit after checking this.

JCTVC-I0566 Cross-check of Samsung proposal Simplification of Golomb-Rice Parameter Update (I0124) [C. Rosewarne (Canon), M. Maeda (Canon)] [late]
JCTVC-I0343 Non-CE3: Simplified absolute-3 coding method [S.-H. Kim, L. Kerofsky, A. Segall (Sharp)]

In the current CABAC, the combination of adaptive truncated Golomb-Rice (G-R) code (with parameter 0, 1, 2, and 3) and 0-th order Exponential Golomb (EG0) code is employed to encode syntax coeff_abs_level_minus3, which represents the absolute value of a quantized transform coefficient level minus 3 (ABS-3). This document proposes to simplify the ABS-3 coding structure by employing 4-th order Exponential Golomb code when Rice parameter is larger than 3. It is asserted that this simplifies the current coding structure, which employs truncated G-R coding and EG0, and reduces the memory required for storing Golomb-Rice tables by 44.2% for the case that a lookup table is used for G-R coding implementation. It is reported that the proposed approach provides BD-bitrate changes over the HM6.0 from -0.3% to 0.04% for low QP conditions (QP = 1, 5, 9, and 13). In addition, about -0.8% of BD-bitrate changes has been observed in Class F sequence.
Some benefit was shown for low QP Class F.

It was remarked that some of the logic that seems to be used with the current design is actually not necessary in an optimized implementation (as some logic can be avoided by some simple math operations), and that this introduces an extra branching in the flow diagram.

No action taken.
JCTVC-I0467 Cross-check report for Sharp's simplified absolute-3 coding method (JCTVC-I0343) [J. Lou, L. Wang (Motorola Mobility)] [late]
JCTVC-I0358 Non-CE3: Truncated EG0 coding method [S.-H. Kim, L. Kerofsky, A. Segall (Sharp)]
In the current CABAC of HEVC, the combination of adaptive truncated Rice code (with parameter 0, 1, 2, and 3) and 0-th order Exponential Golomb (EG0) code is used to represent the absolute value of a quantized transform coefficient level minus 3 (called syntax coeff_abs_level_minus3). This document proposes to simplify the EG0 with Truncated EG0 (T-EG0), so that the length of worst case codeword for EG0 can be reduced from 29 bits to 24 bits and also reduce computational complexity required for generating ‘prefix’ code in EG0. It is reported that the proposed approach provides BD-bitrate changes over the HM6.0 by 0.0% for all configurations in low QP conditions (QP=1, 5, 9, and 13).
The proposal is to limit the worst case codeword length of an EG0 codeword (reducing from 29 bins to 24 bins maximum).
It was remarked that some additional logic seems to be needed with the modified scheme, and that the worst case throughput benefit for this may not be compelling.

No action taken.

JCTVC-I0530 Non-CE3: Cross-check of Truncated EG0 coding (JCTVC-I0358) [J. Stegemann (Fraunhofer HHI)] [late] 
JCTVC-I0403 Context derivation by using capped coefficients level [J. Chen, W.-J. Chien, J. Sole, M. Karczewicz (Qualcomm)]

Resolved by adoption of I0296 variant 2.
JCTVC-I0494 Non-CE3: Cross-check result for I0403 [Y. Piao, E. Alshina, J. H. Park (Samsung)] [late]
JCTVC-I0487 On coefficient level remaining coding [W.-J. Chien, M. Karczewicz, J. Chen (Qualcomm)] [late]
In the current coefficient level remaining coding of HEVC, an adaptive truncated Rice code (with parameter 0, 1, 2, 3, and 4) and a 0-th order Exponential Golomb Code is used to represent the remaining of the absolute value of a quantized transform coefficient level. This contribution modified the binarization scheme by a unary code and a variable length code. The length of the variable length code depends on the unary code and a parameter (ranged also from 0 to 4). The simulation results reportedly showed no coding performance impact caused by the modifications.
The proposal re-used part of the level coding scheme of the prior LCEC.

The motivation is to simplify the determination of the suffix length.
It was remarked that this would be a simplification of the logic relative to our current scheme.
It was remarked that there could be an interaction between this and H0124, which remains under consideration.
No action taken.
JCTVC-I0519 Cross-check results for On coefficient level remaining coding (I0487) [H. Sasai, K. Terada (Panasonic)] [late]
5.15.4 Scans
JCTVC-I0103 Non-CE3: On scanIdxC derivation for chroma [H. Y. Kim (ETRI), K. Y. Kim, G. H. Park (KHU), S.-C. Lim, J. Lee, J. S. Choi (ETRI)]

Only affects LM chroma. Applies mode-dependent scanning for LM mode in the 4x4 case.

Basically a coding efficiency improvement of LM.

No results were provided in the original contribution except for AI HE10.
The cross-checker had provided more results (albeit late, in I0327).

The reported improvement seemed negligible.

JCTVC-I0327 Non-CE3: Cross-check of scanIdxC derivation for chroma (JCTVC-I0103) [J. Sole (Qualcomm)] [late]

April 20 upload.

JCTVC-I0264 AHG5: Harmonized diagonal scans for coefficient coding [J. Xu, A. Tabatabai (Sony)]
This contribution proposed to change diagonal scans for 32x32 and 8x8 TUs in HM6.0.
It was remarked that this approach adds dependencies and somewhat complicates the design in an optimized implementation (although this might appear otherwise in the non-optimized HM implementation).

No action was taken on this.

JCTVC-I0328 AHG5: Cross-check of Sony harmonized diagonal scans for coefficient coding (JCTVC-I0264) [J. Sole (Qualcomm)] [late]

JCTVC-I0397 AHG5: Unified coefficient scan for JCTVC-H0228 [H. Kirchhoffer, M. Siekmann, C. Bartnik, D. Marpe, T. Nguyen, T. Wiegand (Fraunhofer HHI)]

Resolved by adoption of I0296 variant 2.
JCTVC-I0559 AHG5: Cross check of JCTVC-I0397 [S.H. Kim, A. Segall (Sharp)] [late] [miss]

5.15.5 Sign data hiding
JCTVC-I0156 Simplification for multiple sign bit hiding [X. Yu, J. Wang, D. He, G. Martin-Cocher (RIM)]
In the current sign bit hiding scheme, there is a variable threshold value sent by the encoder that is proposed in this contribution to be replaced by a fixed value. Various values were considered, and the value 4 is suggested. Essentially no coding efficiency impact was reportedly observed.
Decision: Adopted.

JCTVC-I0286 Cross-verification of Simplification of Multiple Sign Bit Hiding (JCTVC-I0156) [Y. Yu, W. Wan (Broadcom Corp)]

JCTVC-I0291 Simplified decision for sign hiding [T. Ikai (Sharp)]

Proposes to change the hiding criterion to be the number of significant coefficients. The modified criterion has a (very) small loss in coding efficiency.
Further study of I0291 and I0326 was suggested.

JCTVC-I0301 Cross-verification of Sharp's proposal on sign data hiding (JCTVC-I0291) [T. Kumakura, S. Fukushima (JVC Kenwood)] [late]

JCTVC-I0326 Sign data hiding simplification and enhancement [J. Sole, J. Chen, W.-J. Chien, M. Karczewicz (Qualcomm)]

Two modifications proposed.
· A simplified hiding criterion (last position, rather than last position minus first position)
· Changing which coefficient has the "hidden" sign bit.

In the discussion, it was commented that the second proposed change seems more difficult for a decoder, as it would need to go back and modify a prior coefficient value rather than having the sign bit affect the last coefficient value in decoding order.
The simplified criterion has no loss. (In fact it has some small gain.) This aspect has some conflict with I0291.

Results were provided for RDOQ off for this contribution, whereas such results were not provided for I0291.
Further study of I0291 and I0326 was suggested.

JCTVC-I0466 Cross-check of Sign data hiding simplification and enhancement (JCTVC-I0326) [J. Xu (Sony)] [late]
5.15.6 CBF
JCTVC-I0152 CBF coding without derivation process [J. Kim, B. Jeon (LG)]

Proposes to remove condition checking on when CBF is sent for the last TU in a lower depth level, as a simplification.
For non-intra CUs, there is a no_residual_data_flag that affects both luma and chroma.

The overall coding efficiency impact is small – a small loss was noted in low-delay B.

Decision: Adopted.
JCTVC-I0479 Crosscheck of CBF coding without derivation process in JCTVC-I0152 [C.-W. Hsu, Y.-W. Huang (MediaTek)] [late]
The cross-checker reported that the text and software modifications matched, as well as the test results.

JCTVC-I0332 Unified CBFU and CBFV Coding in RQT [L. Guo, X. Wang, M. Karczewicz (Qualcomm)]

Currently, we have implicit splitting for CBF encoding for U and V when the CU size is larger than the maximum TU size. This proposes to send explicit CBF flags instead.
The coding efficiency impact seemed to be essentially neutral – with small loss in luma and small gain in chroma.

It was remarked that it might be beneficial to check operation with a relatively small max TU size and a relatively large CTB size. This case was discussed, and it did not seem to be that important, and was remarked that this might actually help in such a case (as it provides a signalling hierarchy that could be useful).

Decision: Adopted.

JCTVC-I0471 Crosscheck Report for Unified CBFU and CBFV Coding in JCTVC-I0332 [X. Guo (MediaTek)] [late] 
JCTVC-I0334 Proposed Fix on CBFY Inference at Minimum TU Size [L. Guo, M. Karczewicz (Qualcomm)]

Proposed an extra case where inference of CBF can be applied. No significant gain was reported. Resolved by adoption of I0152.

JCTVC-I0516 Cross-check of JCTVC-I0334 [J. Xu (Microsoft)] [late]
5.16 Intra prediction and intra mode coding

5.16.1 General

JCTVC-I0186 On Intra mode coding [E. Francois, S. Pautet (Canon)]
This contribution proposes two independent proposals related to intra prediction mode coding. The first proposal consists in making the first MPM (MPM0) only dependent on left neighboring CU. It is reported that the proposal 1 has no impact on the coding efficiency (in PSNR terms).

The motivation is to make the logic easier for determining the MPM0.

It was asked whether this might cause visual artefacts. The proponent indicated that they had not observed such a problem, and it was noted that DC and planar are often used.

It was noted that we previous removed a line buffer for cross-CTB intra prediction mode dependency. It was remarked that the lack of this line buffer might have something to do with the minimal impact of this proposal.

The second proposal consists in setting the third MPM (MPM2) to planar mode. These modifications are reported to simplify the intra mode coding process, by reducing the number of checks when MPM0 (2 to 3 less checks), MPM2 (6 to 8 less checks) or remaining mode (worst case, 4 less checks) is signaled. With the proposal 2, it is reported an average BD-Rate gain of 0.1% for AI-Main and AI-HE10 cases and no difference for inter cases.
The proposal forces MPM2 to always be the planar mode.
The worst case decoding decision tree depth for the remaining mode when not using an MPM is reduced and there is overall less checking to be done for this.

It was remarked that fewer checks should be needed in an optimized implementation. Another participant indicated that the complexity of this part of the design is not so significant.

It was remarked that forcing planar to always be an MPM would introduce some directional asymmetry in the MPM directionality – biasing the selection of directions.

Some non-normative encoding rule change was also applied. If this had not been done, there would have been a small loss in coding efficiency.

Generally, the group seemed more interested in maintaining stability in this part of the processing than in the potential improvement from these changes. Some members of the group expressed an interest in the first aspect of the proposal.
JCTVC-I0440 Cross-verification of JCTVC-I0186 on intra mode coding [K. Chono (NEC)] [late]

The result was confirmed, including software and text.
JCTVC-I0227 Prediction modes and mode coding for large size Intra block [X. Zhang, S. Liu, S. Lei (MediaTek)]

This contribution proposes two methods for intra mode coding for large size Intra PU (64x64 and above). In method 1, four prediction modes are proposed to be used for intra prediction for large size Intra PU without using probable modes (MPMs). The four modes are represented by fixed length code words. By integrating method 1 in HM6.0, experimental results report average 6% encoding complexity reduction with negligible BD-rate variation for All Intra HE10 and average 7% encoding complexity reduction with negligible BD-rate variation for All Intra Main. In method 2, one prediction mode is used for intra prediction for large size Intra PU. As a result, the entropy coding for large size Intra PU prediction mode is skipped. By integrating method 2 in HM6.0, experimental results report average 9% and 10% encoding complexity reduction with very small average BD-rate variation for All Intra HE10 and All Intra Main.
It was commented that there is a desire to treat all block sizes the same way. This proposal would treat certain block sizes differently. Moreover, the stressful case for the decoder is the small block size case, not the large block size case. Regarding the encoder perspective, encoders do not necessarily need to check all modes – a normative change does not seem necessary.

No action taken.
JCTVC-I0270 Cross-check report for MediaTek's prediction modes and mode coding for large size Intra block [J. Lou, L. Wang] [late]

JCTVC-I0302 Intra mode coding for INTRA_NxN [W. -J. Chien, J. Chen, M. Coban, M. Karczewicz (Qualcomm)]

There is an inconsistency between HM6.0 and the current specification text [1] on the signaling of the syntax element intra_chroma_pred_mode, which indicates the intra prediction mode of chroma component for the current CU. In HM6.0, an intra chroma prediction mode is signaled after all intra luma prediction modes; however, in the current specification text, one intra chroma prediction mode is signaled after each intra luma prediction mode. In other words, there are four intra chroma prediction modes are signaled if the current CU is INTRA_NxN. In this proposal, the inconsistency is removed by changing the specification text to match HM6.0.
Decision (Ed.): Fix the text to match the software (which is what we believe was actually intended).

In the HM6.0 intra luma prediction mode for each PU is coded as the syntax element prev_intra_luma_pred_flag, which is an arithmetically-coded bin, and this is followed by the syntax element mpm_idx or rem_intra_luma_pred_mode, that are bypass-coded bins. Whether signalling mpm_idx or rem_intra_luma_pred_mode depends on the value of prev_intra_luma_pred_flag. For the case of INTRA_NxN in the current design, arithmetically-coded bin and arithmetically-coded bins are signaled interleavely. It is known that the throughput of entropy coder can be improved if more bypass bins are signal consecutively. Therefore, in this proposal, all the arithmetically-coded bins of luma intra modes (prev_intra_luma_pred_flag) are signalled first and then followed by all the bypass-coded bins (mpm_idx/rem_intra_luma_pred_mode) to improve throughput of the entropy coder for the case of NTRA_NxN.It was reported that there is a discrepancy between the text and software. The text would seem to sometimes create 2x2 intra prediction blocks for chroma (with associated prediction overhead).

It was remarked that other places have an approach similar to this one (last significant position and MVD).

Decision: Adopted.

JCTVC-I0430 Cross-check of JCTVC-I0302: Intra mode coding for INTRA_NxN [X. Zhang, S. Liu (MediaTek)] [late]
The software and text were checked and verified, and the cross-checker supported the proposed intra prediction mode coding change.
5.16.2 LM mode
JCTVC-I0085 On chroma intra prediction mode coding [Y. Lin, L. Liu (Hisilicon)]

This document proposed a modified chroma intra prediction mode coding when LM mode is enabled. Similar to luma intra prediction mode coding, both a derived mode (DM, in which the prediction direction is derived from the luma prediction direction) and LM modes are treated as MPMs and the other four remaining modes are bypass coded. It was asserted that the proposed method could unify the parsing procedure for luma and chroma mode coding. Simulation results reportedly show a coding efficiency impact of of 0.0%, -0.2% and -0.2% for both AI-HE10 and AI-main with LM enabled. It is recommended to adopt the proposal.
The purpose is to make the chroma intra prediction mode coding more like the luma prediction mode coding.
There was mixed opinion about the value of this. No action was taken on it.
JCTVC-I0179 Cross check of Hisilicon’s proposal JCTVC-I0085 [J. Kim (LG)]

JCTVC-I0148 LM Mode Clean-Up [L. Liu (HiSilicon), R. Allen (Altera), X. Zhang (HKUST), P. Kapsenberg (Intel), E. Francois (Canon)]

It was reported that there are several mismatches between WD and HM software for linear model (LM) mode. This contribution proposes the suggested corrections for these mismatches.
A substantial number of particular issues were noted, with suggested corrections.

Decision: Adopted.
JCTVC-I0194 Cross check of JCTVC-I0148 on LM clean-up [J. Kim (LG)]

JCTVC-I0151 LM mode with Uniform Bit-width Multipliers [Lingzhi Liu, Yongbing Lin (HiSilicon), Guichun Li (SCU)]

This proposal suggests unifying the bit-widths of the multipliers used in the chroma from luma intra prediction (LM mode) in HEVC standard. Instead of using multiple bit-width multipliers, the proposal method only use unified bit-width multipliers according to the InternalBitDepth. The complexity is reduced from the modification. The BD-Rate for this optimization is: AI-HE10: Y: 0.0%, U: 0.0%, V: 0.1%.
This type of cleanup seems necessary for a proper design.

Decision (BF): Adopted.
JCTVC-I0221 Crosscheck of LM mode with Uniform Bit-width Multipliers (JCTVC-I0151) [M. Budagavi (TI)] [late]

Software and text were confirmed.
JCTVC-I0320 Crosscheck of Uniform Bit-width Multipliers for LM mode (JCTVC-I0151) [Y. Chiu, W. Zhang, L. Xu, Y. Han (Intel)] [late]

JCTVC-I0166 Simplified Parameter Calculation for Chroma LM Mode [J. Hsu, M. Guo, X. Guo, S. Lei (MediaTek)]

In HM6.0, when a chroma prediction unit (PU) is coded with intra LM mode, some parameters are calculated with the neighboring pixels of the current chroma PU and the ones of the corresponding luma PU. The derivation of parameters requires a 16-bit multiplication and an online generated look-up table with 63 entries. This contribution proposes two methods to simplify the complexity of this process. Firstly, the depth of the multiplication is reduced from 16 to the internal bit depth. Secondly, the entries of the look-up table are reduced from 63 to 32, and the bits for each entry are reduced from 16 bits to 10 bits. It is reported that there is almost no BD bit rate and running time changes.
The first part of this is the same as the proposal I0151.

An additional aspect was also proposed – to further reduce the complexity by reducing the number of entries and the bit depth of the entries in a decoder-generated LUT (used to approximate a division operation – table called lmDiv).

Decision: Adopted this further aspect.
JCTVC-I0322 Crosscheck of Simplified Parameter Calculation for Chroma LM Mode (JCTVC-I0166) [Y. Chiu, W. Zhang, L. Xu, Y. Han (Intel)] [late]

JCTVC-I0175 Improved LM mode with template shift [X. Zhang (HKUST), O.C. Au, F. Zou, J. Dai, C. Pang]

This contribution proposes to change the chroma intra prediction mode LM mode. By changing the shape of the template in the LM mode, the outer border of the neighbouring pixels is suggested to also be considered. We propose four schemes of changing the shape of the template. All of the four schemes do not increase the computational complexity but provide a BD-rate up to -0.02%, -0.27% and -0.26% for Y, Cb and Cr components respectively under intra main configuration with LM on and intra HE 10bit configuration without Class F. No computational complexity is added.
This is basically a coding efficiency improvement proposal.
The "scheme 4" is the suggested approach, which only offsets the top row sample positions, not the left column sample positions.

No action taken.
JCTVC-I0402 Cross-check result for I0175 [Y. Piao, J. H. Park (Samsung)] [late]
JCTVC-I0178 Simplified alpha bit-depth restriction in chroma LM mode [X. Zhang (HKUST), O.C. Au, F. Zou, J. Dai, C. Pang]
This contribution proposes to change the process of restricting the bit-depth of alpha value to 7 bits in the LM mode. With the proposed operations, it is asserted that the "if-else" conditional judgement can be skipped. It was asserted that this would simplify both the HM software and WD. A small gain is reported for chroma components under intra main configuration (with LM on) and intra HE 10bit configuration.
Decision: Adopted this further aspect.
JCTVC-I0476 Cross-check of Simplified Alpha Bit-depth Restriction in Chroma LM Mode (JCTVC-I0178) [Y. Chiu, W. Zhang, L. Xu, Y. Han (Intel)] [late]
Software and text were checked. The cross-checker supported the proposal.
JCTVC-I0412 Cross-check of simplified alpha bit-depth restriction in chroma LM mode (JCTVC-I0178) [J. Xu (Microsoft)] [late]

JCTVC-I0187 Border subsampling for LM mode [C. Gisquet, E. Francois, S. Pautet (Canon)]
This contribution aims at simplifying the luma-based chroma (LM) prediction. In JCTVC-G129, in order to reduce the number of operations, it was proposed to downsampled by a factor of 2 the input luma and chroma signal for the OLS computation of the LM mode. However, applying this downsampling to 4x4 CUs (worst decoding case) was bringing coding efficiency loss. In the current proposal, in order to create more diversity, LM mode applies either to the even or odd samples (parity is signalled to the decoder). The technique reportedly brings 0.7% (U) and 0.8% (V) BDR gains in AI Main, 0.4% (U) and 0.6% (V) in AI HE10, 1% (U) and 0.9% (V) in RA Main, 0.8% (U) and 0.9% (V) in RAHE10, while enabling to save 22% of the multiplications in the worst decoding case.
The proposal suggested to have two LM modes rather than 1. One of these modes uses even-parity samples for prediction and the other uses odd-parity samples.

As tested, the encoder checks both modes and picks the best performing one.

The proposal removes the horizontal prediction mode.

No action taken.
JCTVC-I0309 Cross-check of Cannon proposal on Border subsampling (JCTVC-I0187) [X. Zheng (HiSilicon)]

The cross-checker checked the software and text.
JCTVC-I0188 Use of chroma phase in LM mode [E. Francois, C. Gisquet, S. Pautet (Canon)]

This proposal provides additional inputs related the chroma phase issue in the luma-based chroma prediction mode (LM mode), previously addressed in contribution JCTVC-H0177. The issue consists in a possible misalignment of interpolated luma samples with the chroma samples. It is proposed to signal the chroma phase parameters and to adapt the luma interpolation process based on this chroma phase information.

This proposal reports further experiments based on the HM6.0. One set of filters is recommended to handle the different considered cases. The evaluation has been made on different versions of 4:2:0 sequences, generated from 4:4:4 sequences, whose chroma components have been downsampled with specific chroma phases. Using these recommended filters, it is reported that average gains around 4% on chroma components can be observed.
The set of 4:4:4 sequences have been converted into several sets of 4:2:0 sequences with different chroma phases. One average BDR gain is measured for each set of 4:2:0 sequences.
The phase information is proposed to be sent at sequent or PPS level when the coding format is 4:2:0 or 4:2:2.

The proponent indicated that this is probably not needed in a "Main" profile, but might be worthy of study for some extended-capability profile – e.g. some "studio" or "professional" profile.
Further study in such a context was recommended.
5.17 Transforms

JCTVC-I0232 On secondary transforms for intra/inter prediction residual [A. Saxena, F. Fernandes]

It was previously shown by Han, Saxena & Rose in ICASSP 2010, that following intra prediction, the optimal transform is not DCT, but DST Type-7 with performance close to KLT, along the direction of prediction, for the horizontal and vertical modes. The 4x4 DST by Saxena & Fernandes: JCTVC-E125 was adopted in the HEVC Geneva meeting in March 2011. Secondary transforms for intra and inter residuals were previously proposed in JCTVC-H0125 and JCTVC-H0126. This contribution presents the experimental results for the secondary transform scheme for intra/inter prediction residues. The proposed 4x4 and 8x8 secondary transform scheme is applied following the DCT output for block sizes 8x8 and higher. No additional signaling information or R-D search is required during the encoding, and the algorithm works in a single-pass. The 4x4 secondary transform does not have any addition latency in the transform pipeline. Experimental results are provided with HM 6.0 as anchor for the test conditions as stipulated in common test conditions. Average BD Rate gains of up to 0.8 and 0.5 % respectively are obtained for the 8x8 and 4x4 secondary transform schemes respectively with almost negligible run-time increase in encoder or decoder run-times.

The secondary transform proposal was similar what was presented at the last meeting.

New: The DCT and secondary transform for 8x8 case combined give an advantage of 0.5% BR reduction. This is justifying the additional complexity (both in software and hardware).

No action was taken on this.
JCTVC-I0088 Cross check of mode-dependent secondary transform by Samsung [A. Ichigaya (NHK)]

JCTVC-I0568 Cross-verification of JCTVC-I0232 on secondary transform [V. Seregin, R. Joshi (Qualcomm)] [late] 
JCTVC-I0415 Mode-dependent DCT/DST for chroma [H. Y. Kim (ETRI), K. Y. Kim, G. H. Park (KHU), S.-C. Lim, J. Lee, J. S. Choi (ETRI)]

In this contribution, mode-dependent DCT/DST selection schemes for 4x4 chroma transform blocks are presented. In the first method, the mode-dependent DCT/DST concept for luma is applied for the explicitly signaled chroma prediction modes (i.e., intra_chroma_pred_mode = 0, ..., 3). In the second method, the same concept is applied for chroma LM mode. In the last method, the first and the second method are combined. It is reported that the three variations of the proposal shows average BD-rate reduction in chroma in range of 1.3~ 1.5% for All-Intra Main and of 0.5~0.9% for All-Intra HE10 configurations. Combined experiment results with JCTVC-I0103 are also provided in this contribution, where some additive gain is observed reportedly. Allegedly, the best result comes from combination of the first proposal of this contribution with JCTVC-I0103.

Comments: This is not coming for free, as there is need to implement 2 transforms for chroma.

The actual benefit is low (0.5-1% BR reduction for chroma effectively is 0.1%) and only applies for All-Intra case

Some concerns were expressed about additional implementation needs versus benefit. No action was taken on this.
JCTVC-I0444 Cross-Check of JCTVC-I0415 [Ankur Saxena, Felix Fernandes (Samsung)] [late]
JCTVC-I0428 Fast forward and inverse DST [J. Lou, L. Wang (Motorola Mobility)]

In the current HEVC, 4x4 discrete sine transform (DST) is adopted for some Intra prediction modes. This document proposes fast algorithm for 4x4 forward and inverse DST in HEVC.

I0428 is an implementation issue, does not need inclusion in standard.

Decision: (editorial, not relating I0428) The DST in DIS should be described in the form of matrix multiply.
JCTVC-I0582 Performance evaluation of DST in intra prediction [K. Ugur, O. Bici (Nokia)] [late]
TBR.
5.18 Memory bandwidth reduction
JCTVC-I0075 AHG7: A restriction of motion vector for small PU size [T.Chujoh (Toshiba)]

An experimental result of restriction of motion vector for small PU size is reported. This is a technology to reduce memory bandwidth for motion compensation that does not change any current syntax, semantics and decoding process. The worst cases of memory bandwidth of interpolation process are two-dimensional interpolation positions for both luma and chroma of bi-prediction PU. Therefore, in order to reduce the worst case of memory bandwidth, for example, an encoding method that at least one motion vector of L0 or L1 is restricted to the integer position for both luma and chroma is introduced. As an experimental result, the loss of coding efficiency is an average of 0.44% and this value is smaller than the result of prohibition of both 4x8 and 8x4 bi-prediction. Their worst memory bandwidths are almost the same. The proponent suggested for this restriction to be applied to levels equal to or higher than 3.

No syntax change.

JCTVC-I0366 AHG07: Cross-check of a restriction of motion vector for small PU size (JCTVC-I0075) [T. Ikai (Sharp)]

JCTVC-I0351 AHG7: Motion vector rounding for the worst case bandwidth reduction [V. Seregin, X. Wang, J. Chen, M. Karczewicz (Qualcomm)]

In this contribution, MV rounding is studied for worst case bandwidth reduction. To address the worst case of 8x4 and 4x8 prediction blocks, vertical MV components of those blocks’ motion vector are rounded to integer-pel, which results in 33% reduction of worst case bandwidth. The impact on coding performance is about 0.1% loss under four common test configurations.
Additional loss when it is done without syntax change: approx. 1%

One expert mentions that the memory bandwidth advantage might be higher in case of horizontal restriction (due to typical hardware arrangements)

Subjective quality impact? Said to be not appearing

JCTVC-I0432 Cross verification of Motion vector rounding for the worst case bandwidth reduction (JCTVC-I0351) [T. Lee, J. Park (Samsung)] [late]

JCTVC-I0567 Cross-Check of JCTVC-I0351 [A. Saxena, F. Fernandes (Samsung)] [late] 
JCTVC-I0107 AHG7: Modification of merge candidate derivation to reduce MC memory bandwidth [K. Kondo, T. Suzuki (Sony), T. Yamamoto (Sharp)]

This contribution proposes to replace the bi-prediction of merge candidates to uni-prediction when block size is small (e.g. 4x4, 4x8, 8x4 and 8x8). This technique aims to avoid the coding efficiency loss by restricted bi-prediction for small block. To restrict bi-prediction and small block is simple way to limit maximum memory bandwidth. When a bi-prediction for small block is restricted by level, the encoder cannot choose merge candidates for bi-prediction. It makes it difficult to use merge and skip mode, and introduces coding efficiency loss. This proposal makes possible to use merge and skip mode by replacing the prediction direction from bi-pred to L0 uni-pred. For restriction (4x4, bi-pred 4x8, 8x4 and 8x8) case, without proposed method the BD% is 1.5, 1.2, 2.1 and 1.7% for RA-Main, RA-HE10, LB-Main and LB-HE10. With proposed method, the BD% is 1.0, 0.8, 1.1 and 0.9%. It was observed that the coding efficiency can be recovered by this proposal.

Flag sent in SPS, derivation process of bi-pred merge candidates changed in case of small PUs. Change of merge derivation for specific PU size is not nice. The cross-checker (proponent of JCTVC-I0425) mentions that it would be rather desirable to put the replacement to the end of the derivation process.
JCTVC-I0121 AHG7: Cross-verification of SONY and Sharp proposal JCTVC-I0107 on “Modification of merge candidate derivation to reduce MC memory bandwidth” [M. Zhou (TI)]

JCTVC-I0216 AHG7: Reducing HEVC worst-case memory bandwidth by restricting bi-directional 4x8 and 8x4 prediction units [T. Hellman, W. Wan (Broadcom)]

This proposal recommends adding a profile & level-independent limit on the types of motion compensation prediction units to alleviate worst-case motion compensation bandwidth. It claims that the present draft of the standard results in worst-case bandwidth that is too high for practical implementations. It notes that the AVC standard has a level limit on the number of motion vectors per MB pair, but the proposal claims that restricting 4x8 and 8x4 PUs to uni-prediction all pictures would be a preferred method to address the same concerns for HEVC. The proposal claims luma losses of 0.2 – 0.4% for class A and class B sequences, and 0.2 to 0.8% overall.

suggestion to remove 4x4 enable flag respectively replacing it by a flag that enables the suggested mode:

· restrict 4x8/8x4 to uni prediction

· disable merge mode for 8x4 and 4x8

JCTVC-I0120 AHG7: Cross-verification of Broadcom proposal JCTVC-I0216 on “Reducing HEVC worst-case memory bandwidth by restricting bi-directional 4x8 and 8x4 prediction units” [M. Zhou (TI)]
JCTVC-I0425 AHG7: A combined study on JCTVC-I0216 and JCTVC-I0107 [M. Zhou (TI)]

This contribution reports results of a combined study on JCTVC-I0216 and JCTVC-I0107. It is proposed to combine both solutions for further coding loss reduction. In the proposed combination, 4x4 inter PUs are permanently disabled (as proposed in JCTVC-I0216), 8x4 and 4x8 inter PUs are restricted to have either unidirectional merge mode (as proposed in JCTVC-I0107) or unidirectional predictive mode (as proposed in JCTVC-I0216 and JCTVC-I0107). The inter prediction direction flag is not signaled for 4x8 and 8x4 inter PUs in B-slices (as proposed in JCTVC-I0216), the merge mode signaling remains the same as in HM6.0. The merging candidate list derivation is modified that the bi-predictive merging candidates are converted into list 0 uni-predictive candidates for 8x4 and 4x8 PUs (as proposed in JCTVC-I0107). However, the conversion is performed after the completion of the current HM6.0 merging candidate derivation process to minimize changes to the current design. Experimental results show that the coding loss of combined design is reduced to 0.3/0.2/0.3/0.3 (% in RA-Main/RA-HE10/LB-Main/LB-HE10) when compared to the loss of 0.4/0.3/0.6/0.4 in JCTVC-I0216 and 0.4/0.3/0.4/0.3 in JCTVC-I0107.
Changing syntax for inter_pred_flag gives an advantage of 0.1%

Proponents of I0107 and I0216 agree that this may be an interesting additional operational point for memory bandwidth advantage versus loss in compression.
Keeps the process more consistent than 107 over the different PU sizes.

Enabling flag for this mode may be desirable for the purpose of not imposing same restrictions in future profiles. If by default set on in main profile, decoders do only need to implement the restricted method.

JCTVC-I0438 AHG7: Cross-check report of A combined study on JCTVC-I0216 and JCTVC-I0107 (JCTVC-I0425) [T. Sugio (Panasonic)] [late]

JCTVC-I0297 AHG7: Bi-pred restriction for small PUs [S. Fukushima, M. Ueda, H. Takehara (JVC Kenwood)]

This contribution presents restriction method for bi-prediction motion compensation both on encoder and decoder explicitly to guarantee maximum memory bandwidth on decoder.

This contribution presents two methods of bi-prediction restriction with small changes to current HEVC specification. To restrict bi-prediction by the size of PU, bi-prediction motion information is restricted after derivation of motion information in proposal 1, and bi-prediction motion compensation is restricted on motion compensate process in proposal 2.

Simulation results report that both proposed methods provide average 0.3% BD-rate loss compared to the HM6.0 anchor under RA and LDB conditions in the case of bi-prediction restriction by 4x8/8x4 PU.

Solution 2 simpler to implement?

Similar to 425, but also AMVP
JCTVC-I0449 AHG7: Cross verification of “Bi-pred restriction for small PUs” (JCTVC-I0297) [K. Kondo, T. Suzuki (Sony)] [late]
JCTVC-I0106 AHG7: Level definition to limit memory bandwidth of MC [K. Kondo, T. Suzuki (Sony)]
This contribution proposes to limit maximum memory bandwidth of motion compensation (MC). The two simple solutions are introduced. One of the solutions is to restrict small PU block, another solution is to limit number of motion vectors in a LCU. This method is applied in H.264/AVC standard [1]. For small block restriction, the impact of coding efficiency is shown.
“Unfortunately, the restriction brings coding efficiency loss. However, it’s possible to reduce with other techniques such as JCTVC-I0107.”

Level-specific restriction seems to be affecting the compression (as here), or (if imposed by flag) causes decoder complexity increase (by necessity to implement both modes).

JCTVC-I0558 AHG7: High-level syntax for explicit memory bandwidth restriction [M. Ueda, S. Fukushima (JVC Kenwood), K. Kondo, T. Suzuki (Sony)] [late]
This contribution presents high-level syntax for memory bandwidth restriction and restriction method to limit maximum memory bandwidth explicitly.
Simulation results report that both proposed methods provide average 0.3% / 1.0% / 2.0% BD-rate loss compared to the HM6.0 anchor under RA and LDB conditions in the case of restricting 4x8 and 8x4 bi-prediction / 4x8, 8x4 and 8x8 bi-prediction / 4x8, 8x4 PU and 8x8 bi-prediction respectively.
JCTVC-I0577 AHG7: Cross-verification of JCTVC-I0558 on high-level syntax for explicit memory bandwidth restriction [M. Zhou (TI)] [late]
Conclusion on MB reduction:
Decision: Remove inter 4x4 disable flag and inter 4x4 mode

General agreement that restrictions for memory bandwidth reductions are desirable, and can be achieved for reasonable penalty.
BoG (T Suzuki) to further discuss the proposals and suggest one or two preferred solutions
See BoG Report JCTVC-I0584.
5.19 Alternative coding modes

5.19.1 I_PCM
JCTVC-I0300 Burst IPCM Coding Signalling [M. Coban, W.-J. Chien, J. Chon, M. Karczewicz (Qualcomm)]

Burst IPCM method provides sending of IPCM sample data of successive IPCM units without CABAC termination process in between IPCM blocks. Burst IPCM method sends the number of subsequent IPCM blocks that successively follow the first IPCM unit in the same layer of a CTB. An alternative low delay coding method that eliminates sending of number of subsequent IPCM ahead of PCM samples is proposed.

Q: Byte alignment before the PCM data is removed. Was it there by purpose?

One expert (proponent of original burst mode) mentions that with byte alignment more decoder friendliness would be achieved; each PCM block should be byte aligned. Otherwise, advantage of the proposed scheme would be advantageous for the encoder.

Further study.
JCTVC-I0537 Crosscheck of Burst IPCM Coding Signalling (JCTVC-I0300) [F. Henry, G. Clare (Orange Labs)] [late]
5.19.2 Transform skipping
JCTVC-I0408 Intra transform skipping [C. Lan (Xidian Univ.), J. Xu, G. J. Sullivan, F. Wu (Microsoft)]

In this document, a transform skipping modification for 4x4 intra TUs is presented. Except for adding one flag to indicate if a 4x4 intra TU uses transform skipping or not, there is no change to the prediction, de-quantization and scaling, in-loop filters and entropy coding modules. The modification has little influence on the coding efficiency for class A, B, C, D and E. But it brings the average coding gain for class F by 7.3%, 5.2% and 3.0% for AI_Main, RA_Main and LD_Main. The coding gains for HE10 configurations are similar. Visual comparison shows that the transform skipping modification can lead to less ringing artefacts, shaper edges and more details for decoded videos.

Encoding time increase is 14% in case of AI main

Scaling is >>2

It is mentioned that by doing this and setting QP=4, it would effectively implement trans_quant_bypass.

One expert mentions that it is negligible in hardware implementation

Several experts express this a desirable feature

In case of transform skipping, it would not be advisable to use quantization matrices. I0408 also suggests to change the default 4x4 quant matrix into flat when transform skipping is enabled. This is not desirable, as it can better be decided by the encoder

Decision: Adopt I0408 except for the suggested change of default quant matrix when transform skip enabled.
JCTVC-I0382 Crosscheck of Intra transform skipping (JCTVC-I0408) [M. Budagavi (TI)] [late]

JCTVC-I0417 Cross-verification of Intra Transform Skipping (JCTVC-I0408) [R. Cohen (MERL)] [late]

JCTVC-I0564 Complexity reduction for intra transform skipping proposal JCTVC-I0408 [M. Mrak, A. Gabriellini, D. Flynn, M. Naccari (BBC)] [late]
This contribution presents a method to reduce the complexity when the 2D transform is skipped in intra coded blocks. The transform skipping in intra coded blocks is proposed in document JCTVC-I0408 and involves a scaling operation for all the pixels belonging to the block whereby the transform is being skipped. The scaling in JCTVC-I0408 aims at bringing the pixels to same level as if transform would be performed. In this contribution the aforementioned scaling is avoided by modifying (compensating) thebit- shifting operation performed during quantization. Reported results demonstrate that this proposal does not introduce negative effects on BD-rate performance.
JCTVC-I0565 Cross-verification of Complexity reduction for intra transform skipping proposal JCTVC-I0408 (JCTVC-I0564) [R. Cohen (MERL)] [late] 
5.19.3 Lossless compression
JCTVC-I0464 AHG13: Suggested Bug Fix for Lossless Coding in HM6.1 and HEVC text specification (Ticket 410) [W. Gao, M. Jiang, H. Yu (Huawei)] [late]

JCT-VC HM Ticket #410 states:

"At the San Jose meeting, lossless coding mode (H0530) and sign bit hiding (H0481) are adopted. In the lossless coding mode, lowest QP value is used to switch to lossless mode for CU's. However, when lossless coding mode is enabled, current design does not anymore guarantees a lossless operation due to sign bit hiding technique.

This is because sign bit is not signaled but derived from the magnitude of the levels and some combinations of level and sign are not allowed.

Suggested fix: Disable sign bit hiding for the blocks where lossless coding mode is applied."

This contribution is to suggest a solution to close the ticket.

Initial solution suggested: Disabling sign data hiding in parsing – undesirable

Other solution: Add a note that an encoder must set sign data hiding off; argument against: Loss in performance in cases of mixed content.
JCTVC-I0529 AHG 13: Proposed bugfix for tickets 410 and 470 related to lossless coding [F. Henry, G. Clare (Orange Labs] [late]

This contribution proposes that lossless coding is modified in the following way: a slice level flag indicates whether lossless coding is enabled in the slice, and a CU level flag is used (only in slices were lossless coding is enabled) to indicate that the current CU is lossless. It is asserted that the proposed modification solves bug #470 and that it also provides a better fix to bug #410 compared to the current bugfix since QP derivation process is avoided.

This would solve both problems, separating the signaling of transquantbypass from QP signaling. Would also allow an encoder to decide about the strength of de-blocking at a boundary between lossless and lossy CU (by sending dQP for the lossless block that is ignored in encoding and only used for deblocking)

Decision: Adopt with following modifications:

How to encode the CU level flag? Current proposal uses bypass. It is suggested to use one context with 0.5 probability initialization. Agreed

Enabling flag to be put in PPS (not slice header).

(Other possible solution was discussed that would provide implicit lossless:

Implement transform skip with QP=4, disable sign data hiding dependent on TS on for block

This disables de-blocking (provided that neighboring QPs are low enough)

Disable SAO and ALF locally)

JCTVC-I0551 AHG13: Proposed Solutions to Ticket 470 Related to Lossless Coding [Wen Gao, Minqiang Jiang, Haoping Yu (??)] [late] 
JCT-VC HM Ticket #470 states:

"This is not really a bug but it is rather a possible shortcoming of lossless coding at CU level.

If a CU needs to be encoded losslessly, but the residue is zero, cu_qp_delta cannot be transmitted. One may force the encoder to use another prediction mode in order to get a non-zero residue (just for the sake of transmitting cu_qp_delta) but there may be no prediction mode with any residue. In that case the block cannot be treated as lossless (for instance because DBF will be active).

Conversely, if a block needs to be encoded in a lossy way, but the predicted QP is zero and there is no residue, it is not possible to indicate that lossy coding is active and that we want the block to be filtered.

One solution can be to enforce lossless coding at slice level only, or, if one wants CU lossless granularity, to have a slice level flag that allows lossless coding in the current slice, and then, if this flag is active, an extra CU level flag for lossless coding."

Disadvantage: Increases data rate by always sending delta QP

JCTVC-I0552 AHG13: Suggested Bug-fixes for Ticket 476 Related to Missing Text in HEVC Text Specification Draft 6 [Wen Gao, Minqiang Jiang, Haoping Yu (??)] [late] 
In this contribution, suggested bug-fixes for ticket 472 and ticket 476 related to lossless coding are provided.
472 is software bugfix (but software needs to be re-written anyway)

476 is missing text (which also tries harmonization IPCM and lossless)
Breakout (G. v. d. Auwera, M. Narroschke, K. Chono) – harmonize de-blocking operation in IPCM case with the solution suggested in I0529. Base text on JCTVC-I0030. Revisit.

JCTVC-I0117 AHG13: Sample-based angular intra prediction for HEVC lossless coding [M. Zhou (TI)]

Efficient lossless coding is required for real-world applications such as automotive vision, video conferencing and long-distance education. This contribution reports the test results of the sample-based angular intra prediction (SAP) in the HM6.0 environment. The proposed sample-based prediction is exactly same as the HM6.0 block-based angular prediction in terms of prediction angle signaling and sample interpolation, requires no syntax or semantics changes, but differs in decoding process in terms of reference sample selection for interpolation. In the proposed method a sample to be predicted uses its adjacent neighboring samples for better intra prediction accuracy. Compared to the HM6.0 lossless coding method which bypasses transform, quantization, de-blocking filter, SAO and ALF, the proposed method provides an average gain (w/o Class F) of 7.7% in AI-Main, 11.4% in AI-HE10, 1.9% in RA-Main, 1.9% in RA-HE10, 1.5% in LB-Main, 2.3% in LB-HE10, 1.9% in LP-Main and 2.5% in LP-HE10. For class F sequences only, the average gain is 12.2% in AI-Main, 19.6% in AI-HE10, 7.0% in RA-Main, 7.0 % in RA-HE10, 5.5% in LB-Main, 9.9% in LB-HE10, 5.6% in LP-Main and 10.0% in LP-HE10. The SAP is fully parallelized on the encoder side, and can be executed at a speed of one row or one column per cycle on the decoder side.
JCTVC-I0091 AHG13: Cross-verification report on TI's lossless coding tool [K. Chono (NEC)]

JCTVC-I0282 Lossless Coding and Deblocking Filter [G. Van der Auwera, X. Wang, M. Karczewicz (Qualcomm)]

No need to present – was resolved.
JCTVC-I0460 AHG06: Software inspection of JCTVC-I0282 on lossless coding and deblocking filter [K. Chono (NEC)] [late]

JCTVC-I0311 AHG13: Improved Binarization Scheme for Intra Luma Prediction Residuals in Lossless Coding [W. Gao, M. Jiang, H. Yu (Huawei)]

In this contribution, a modified CABAC binarization scheme is proposed for lossless coding mode. Specifically, the modified scheme utilizes Exponential-Golomb code of order 3 for the binarization of high-end values of intra Luma prediction residuals. Experiment results show that the modified CABAC binarization scheme can lead to an average compression gain of 0.1% to 1.3% without introducing any additional complexity.
For information.

One expert mentions that re-defining the entropy coder would be undesirable even in a potential future profile.
JCTVC-I0341 AHG13: Improved CABAC for lossless compression [S. H. Kim, A. Segall (Sharp)]
In this contribution, an efficient CABAC context reduction method is introduced considering the statistical difference of residual data between lossless compression and common lossy coding. It is asserted that the proposed method significantly reduced number of context models (about 90 %) under the lossless coding conditions. Moreover, it is reported that the proposed approach provides BD-bitrate changes over the HM6.0 lossless coding method by -0.2 % in lossless coding condition.

For information.
JCTVC-I0549 Cross-check of JCTVC-I0341 on Improved CABAC for lossless compression [Wen Gao, Minqiang Jiang, Haoping Yu (??)] [late] 
5.19.4 Texture coding

JCTVC-I0546 Polygon Texture Unit Visual Encoding [S.-H. Hong, B.-K. Yi (Centri Alliance)] [late]
(Reviewed in Track B on Tuesday a.m.)

This contribution presents a new video compression approach, which is based on a triangle (or arbitrary) shape polygon texture unit for reducing spatial and temporal redundancies. The proposed method partitions raw video frame data to polygon texture blocks first, and then predicts, transforms, quantizes and compresses the partitioned polygon textures. It was reported that performance evaluations have shown that the proposed method achieves approximately 20% bit-savings (on average) compared to HEVC low-delay configuration.
In this proposal, the triangle polygon unit is defined as the basic processing unit for calculating spatial and temporal redundancies, transformation to the frequency domain, quantization and entropy coding. Each such unit may have variable size.
Affine transformations were used for the inter-picture prediction.

The contributor indicated that the encoding runtime was similar to that of the HM.

The contributor said that the version of the JM that had been used was recent and that the HM that was used was HM 6.1 with the common LDB configuration and that the BD calculations used the common
The chroma used the same polygons as in luma, one quarter the size.

The contributor indicated that bitstreams had been successfully decoded and file sizes were used for the bit counts.

The coding efficiency improvement that was reported seemed very substantial. However, the contribution did not provide enough detailed information to enable confirmation of the design capabilities. Our participants would be very interested in studying this, if more information could be made available.
The contributor indicated that they would provide software to enable study of the approach, although the software was not yet in sufficient condition to be shared. The contributor estimated that they would release the source code in 1-2 months.
It was remarked that sharing executables would be interesting even if the source code was not in sufficient condition to enable sharing that.

It was remarked that it would be desirable to know the size of the executable files, memory bandwidth, memory capacity, etc.

Testing on more test configurations and test sequences would be highly desirable.

Having the software and/or executable as early as possible would be highly desirable.
5.20 Non-normative: Encoder optimization, post filtering, loss concealment [not done yet]
 JCTVC-I0055 Picture quality evaluation of non-local means post filtering by SSIM [M. Matsumura, S. Takamura, A. Shimizu (NTT)]

JCTVC-I0426 QP determination by lambda value [B. Li, D. Zhang, H. Li (USTC), J. Xu (Microsoft)]

JCTVC-I0573 Cross-check of QP Determination by Lambda Value (JCTVC-I0426) [Y. Chiu, W. Zhang (Intel)] [late] 
JCTVC-I0094 Improvement of the rate control based on pixel-based URQ model for HEVC [H. Choi, J. Nam, J. Yoo, D. Sim (KWU), I.V. Bajić (SFU)]

JCTVC-I0433 Adaptive Rate Control for HEVC [J. Si, S. Ma, W. Gao (Peking Univ.), M. Yang (Huawei)]
JCTVC-I0094 Improvement of the rate control based on pixel-based URQ model for HEVC [H. Choi, J. Nam, J. Yoo, D. Sim (KWU), I.V. Bajić (SFU)]

5.21 To be allocated










5.22 Withdrawn, unclear and missing contributions
JCTVC-I0052 [Withdrawn]
JCTVC-I0053 [Withdrawn]
JCTVC-I0104 [Withdrawn]
JCTVC-I0105 [Withdrawn]
JCTVC-I0129 [Withdrawn]


JCTVC-I0226 [Withdrawn]
JCTVC-I0239 [Withdrawn]
JCTVC-I0288 [Withdrawn]
JCTVC-I0380 [Withdrawn]

JCTVC-I0396 [Withdrawn]
JCTVC-I0473 [Withdrawn]
JCTVC-I0506 [Withdrawn]
JCTVC-I0553 [Withdrawn]

JCTVC-I0556 [Withdrawn]

JCTVC-I0578 [Withdrawn]

6 Plenary Discussions and BoG Reports

6.1 Project development

6.2 BoGs
JCTVC-I0576 BoG report on SAO [Y.-W. Huang]
Recommendations of BoG:
· Adopt the interleaving mode part of JCTVC-I0563 (RDO bug fix)
· Adopt from the interleaving mode part of JCTVC-I0066: SAO edge offset change binarization from unary to truncated unary (advantage: It prevents encoders from producing non-conformant streams, such that the corresponding note in the draft can be removed); apply the same for band offset after applying cleanup and changes from I0168, i.e. implement I0066 on top of I0168.
· Adopt JCTVC-I0168, same proposed as part of I0162, I0073 (coding for edge offset which was originally adapted in H0434 was not included in CD but in HM6 SW; new proposals that unify this with the coding of band offset, where the magnitude is now encoded the same way, sign in bypass mode)
· Adopt JCTVC-I0172 (no SAO merge at tile boundaries as suggested)

Decision: Adopt as stated in 4 bullets above – proponents are asked to provide a single text with integrated adopted SAO changes by Friday (Breakout: YW Huang) – this shall be provided with a detailed documentation which change came from which adoption, and if it is detected that further cleanup/correction is needed, it shall be reported.
Revisit to check the above-requested text. (In regard to I0066, it was later remarked offline that I0066 has some issues, including introducing an inconsistency between EO and BO coding, having a larger amount of changes than expected.)
Note: Further cleanup of SAO appears still necessary after the meeting.
· Six proposals, JCTVC-I0073, JCTVC-I0137, JCTVC-I0162, JCTVC-I0184, JCTVC-I0199, and JCTVC-I247, will be revisited later after visual testing.
a) study of blocking artifacts at LCU boundaries (137, 247) – no action if there is no problem, necessity for further study otherwise.

b) performance improvement by non-normative optimization (184): Difference decision on when to apply SAO – would be adopted when it shows no quality degradation, but must be assessed in relation with normative proposals under c).

c) performance improvement by normative changes (199) – if no visual degradation, 0199 would be the preferred solution as it is better investigated and provides 0.3% less bitrate for LCU 64x64

d) line memory reduction (0073, 0162) – no action if there is degradation, otherwise revisit.
Decision: (for SAO cleanup)

· Syntax element for band position offset is still sending LSB first which should be fixed

· The interleaving flag in the slice header should be removed in HM-7.0.
Two documents were presented in track A in conjunction with BoG report:

I0507 (presented before in BoG but presentation supported by 1 non-proponent)

In the HM6.0 process, the coding of the SAO merge left and merge up is performed for each color component. This contribution proposes to use the merge left flag to signal whether all color components are merge left, and to use the merge up flag to signal whether all color components are merge up. Otherwise, SAO offset parameters are signaled for each color component.

One concern expressed how this can be combined with RDO. RDO must be performed separate for the three components which makes it difficult to come to the optimum point.

Advantage is that no conditional parsing is necessary.

The proponent claims that the performance is equivalent to 0199, but for LCU=64 it is 0.3% worse than JCTVC-I0199.

Late contribution.

No action.

I0246 was discussed in AHG, but only co-authors (not original proponent) were present.

This document proposes a modification to SAO type coding. Only two types are considered: Edge Offset (EO), one Band Offset (BO). Therefore, a 1-bit flag is used to signal the SAO type. The SAO on/off switch is also coded using a 1-bit flag with a separate context. The rest of the side information is coded using Fixed Length (FL) codes and bypass mode in CABAC.

No draft standard text proposal had been available until 04-28 23:55; nobody has studied it.

The cross-checker supported the proposal, but had not been given the draft text before and could not confirm its quality.

The draft text presented in track A contained a substantial amount of changes.

No action, as this is a new proposal and stability of the standard has highest priority.

JCTVC-I0580 BoG report on review of non-CE ALF proposals [A. Norkin]

The proposals were sorted into categories several categories.

· Signaling/syntax
· Shapes and coefficient expressions

· RA/BA study
· Simplification of filter application

· Unification of in-loop filtering (signaling)

Recommendation of BoG:

· Adopt I0287 (reduction of bit-depth for filter coeff., zero loss); some concern is raised whether this reduces complexity too much. Further study (CE)

· Decision: Adopt I0346 proposal 1 (EG instead of G); proposal 2 (zero-gain filter) not to be adopted per follow-up discussion in track A as concern is raised about restriction it imposes.

· Adopt I0215 provided that BA would still be in the standard

· Revisit: I0363 to be presented Monday evening in track A

[Clarify above w.r.t. which are BoG rec. vs. JCT-VC actions (only the second bullet is a JCT-VC action).]
JCTVC-I0585 Report on subjective viewing of ALF [T. Yamakage (Toshiba)]
(insert abstract)
Report of ALF Viewing verbally given Monday evening 
About Tile boundary (I0167):

According to visual testing, no visual difference or proposal very slightly worse (BB drill QP37)

Conclusion: No action, Decision: Do virtual boundary processing also at picture boundary consistent with any other boundary
About general ALF quality: Out of 40 test cases, 6 showed difference as per confidence intervals above zero, in all except for one cases, ALF was judged better.

JCTVC-I0584 BoG report on memory bandwidth reduction [T. Suzuki]
(include abstract).

Grouping of proposals:

I0075, I0351 (MV restriction) – preferred solution is one where the decoding process implicitly imposes encoder constraints, which is fulfilled by I0351 case 1.1

I0107, I0297, I0425 (PU restriction) – solution is preferred where the change is applied after MV reconstruction. I0297 case 1 selected, which achieves this without syntax change.

I0351 has less BD rate loss, but more text changes.

0297 changes the merge part and MV reconstruction, 0351 the MV prediction and reconstruction.

Worst loss is for 1 sequence is 0.8/0.9%.
Wed. afternoon

Broadcom (TH) reports about a further analysis which unveiled that 297 achieves an effective worst case memory bandwidth reduction by 50%, whereas 351 stays around 35%; bi-prediction still requires more memory accesses even if reduced to full-pel in one direction.

Decision: Adopt JCTVC-I0297 case 1
This feature is always on, no flag at SPS

JCTVC-I0591 Report of BoG on high-level syntax [Y.-K. Wang (Qualcomm), J. Boyce (Vidyo)]
Notes for each topic reviewed in this BoG were integrated into the sections in this report on each of the reviewed contribution documents.
JCTVC-I0581 DRAFT: BoG report on high level parallelization [Andrew Segall]

Notes for each topic reviewed in this BoG were integrated into the sections in this report on each of the reviewed contribution documents.
[Rearrange notes of documents to more closely follow the order in the BoG report.]

JCTVC-I0586 BoG on I_PCM / lossless deblocking unification [K. Chono, G. Van der Auwera, M. Narroschke, B. Jeon, H. Nakamura, F. Henry] 
JCTVC-I0587 BoG report on SAO: Results of subjective and objective tests [Y.-W. Huang]
From previous discussion:
· Six proposals, JCTVC-I0073, JCTVC-I0137, JCTVC-I0162, JCTVC-I0184, JCTVC-I0199, and JCTVC-I247, will be revisited later after visual testing.

· Memory reduction: JCTVC-I0073, JCTVC-I0162

· These two proposals will be further discussed if there is no visual quality drop.
· Subjective quality improvement: JCTVC-I0137, JCTVC-I247

· These two proposals will be further studied for one more meeting cycle if the issue is confirmed to be serious.
· Objective coding efficiency improvement: JCTVC-I0184, JCTVC-I0199

· These two proposals will be further discussed if there is no visual quality drop.

Tests were conducted in a way that three sequences were shown, and then subjects were asked the “better-equal-worse” question for A versus B, and A versus C. Such a test would only make sense when A would be a common anchor. Test needs to be re-done. Revisit.
JCTVC-I0593 BoG Report: Extended Adaptability Range on Deblocking Filter [T. Suzuki]


There were proposals to strengthen deblocking filter. JCTVC-I0071 proposes to extend β, and JCTVC-I0258 proposes to modify tC table by setting higher values in the high QP region (outside the common conditions test range). This BoG was established to explore suggest a solution for extended adaptability range of deblocking, candidates being I0071 #1 (without additional syntax) and I0258.

Subjective tests were performed with 4 sequences (sequences outside common test set, where it was expected that deblocking would become more visible).
Combination of 0071 and 0258 was investigated:

From JCTVC-I0071: method 1 beta_k_log2=2 or 3
From JCTVC-I0258: Replace tc table by proposed tc in I0258

Test sequences and QP:

HM with default offset versus combination of 0071 and 0258, both cases beta_k_log2

Riverbed: QP32

ControlledBurn: QP27, QP37

WestWindEasy: QP32

ChinaSpeed: QP32

No visual improvement was found (some blocking artifact in anchor, but not significant, some more blurring in the alternative solution. Differences became more visible when the contrast of the display was increased (which may not be an appropriate way to compare).
Then, Riverbed was also tested with QP37. In this case, blocking of the anchor became more visible even without increasing the display offset. Following cases were tested:
· HM6 with no offset
· HM6 with max offset
· Combined proposal with beta_k_log2=2
· Combined proposal with beta_k_log2=3
One expert reports that most visible difference (less blocking, more blurring) appeared between the two HM6 cases, whereas the other two cases of combined proposals introduced some more blurring.
BoG recommends

· to support the capability to adjust strength of deblocking filter in wider range.

· to adopt the following solution in DIS: JCTVC-I0071 (beta_k_log2=2 + beta_offset extension(+-20)) + tc table from JCTVC-I0258
Further study (AHG): Investigate the necessity of extending the adaptibility range of the deblocking filter as initially investigated here with more test material, more cases in the high-QP range (up to 41). Investigate whether syntax change (variable beta_k_log2 value) is beneficial (JCTVC-I0071 method 3), as well as interaction with change in the tc table (JCTVC-I0258). Also investigate the approach of I0244 in this context. Note: The AHG should concentrate on the methods suggested here, other proposals made to the next meeting will haver lower priority to be considered.
7 Project planning
7.1 WD drafting and software
The following agreement was established: the editorial team has the discretion to not integrate recorded adoptions for which the available text is grossly inadequate (and cannot be fixed with a reasonable degree of effort), if such a situation hypothetically arises. In such an event, the text would record the decision of the committee without including a full integration of the available inadequate text.
7.2 Plans for improved efficiency and contribution consideration
The group considered it important to have the full design of proposals documented to enable proper study.

Adoptions need to be based on properly drafted working draft text (on normative elements) and HM encoder algorithm descriptions – relative to the existing drafts. Proposal contributions should also provide a software implementation (or at least such software should be made available for study and testing by other participants at the meeting, and software must be made available to cross-checkers in CEs).

Suggestions for future meetings included the following generally-supported principles:
· No review of normative contributions without WD text

· HM text strongly encouraged for non-normative contributions

· Early upload deadline to enable substantial study prior to the meeting
· Using a clock timer to ensure efficient proposal presentations (5 min) and discussions
The document upload deadline for the next meeting was planned to be XX Jul. 2012.
As general guidance, it was suggested to avoid usage of company names in document titles, software modules etc., and not to describe a technology by using a company name. Also, core experiment responsibility descriptions should name individuals, not companies. AHG reports and CE descriptions/summaries are considered to be the contributions of individuals, not companies.
7.3 General issues for CEs

Because a draft design and HEVC test model (referred to as the HM) have now been established, group coordinated experiments are now referred to as "core experiments" rather than "tool experiments".

A preliminary CE description is to be approved at the meeting at which the CE plan is established.

It is possible to define sub-experiments within particular CEs, for example designated as CEX.a, CEX.b, etc., for a CEX, where X is the basic CE number.

As a general rule, it was agreed that each CE should be run under the same testing conditions using one software codebase, which should be based on the HM software codebase. An experiment is not to be established as a CE unless there is access given to the participants in (any part of) the CE to the software used to perform the experiments.

The general agreed common conditions for experiments were described in the output document JCTVC-F900.

A deadline of three weeks after the meeting was established for organizations to express their interest in participating in a CE to the CE coordinators and for finalization of the CE descriptions by the CE coordinator with the assistance and consensus of the CE participants.

Any change in the scope of what technology will be tested in a CE, beyond what is recorded in the meeting notes, requires discussion on the general JCT-VC reflector.

As a general rule, all CEs are expected to include software available to all participants of the CE, with software to be provided within two (calendar) weeks after the release of the HM 5.0 software basis. Exceptions must be justified, discussed on the general JCT-VC reflector, and recorded in the abstract of the summary report.
Final CEs shall clearly describe specific tests to be performed, not describe vague activities. Activities of a less specific nature are delegated to Ad Hoc Groups rather than designated as CEs.

Experiment descriptions should be written in a way such that it is understood as a JCT-VC output document (written from an objective "third party perspective", not a company proponent perspective – e.g. referring to methods as "improved", "optimized" etc.). The experiment descriptions should generally not express opinions or suggest conclusions – rather, they should just describe what technology will be tested, how it will be tested, who will participate, etc. Responsibilities for contributions to CE work should identify individuals in addition to company names.

CE descriptions should not contain verbose descriptions of a technology (at least not unless the technology is not adequately documented elsewhere). Instead, the CE descriptions should refer to the relevant proposal contributions for any necessary further detail. However, the complete detail of what technology will be tested must be available – either in the CE description itself or in referenced documents that are also available in the JCT-VC document archive.

Those who proposed technology in the respective context (by this or the previous meeting) can propose a CE or CE sub-experiment. Harmonizations of multiple such proposals and minor refinements of proposed technology may also be considered. Other subjects would not be designated as CEs.

Any technology must have at least one cross-check partner to establish a CE – a single proponent is not enough. It is highly desirable have more than just one proponent and one cross-checker.

It is strongly recommended to plan resources carefully and not waste time on technology that may have little or no apparent benefit – it is also within the responsibility of the CE coordinator to take care of this.

A summary report written by the coordinator (with the assistance of the participants) is expected to be provided to the subsequent meeting. The review of the status of the work on the CE at the meeting is expected to rely heavily on the summary report, so it is important for that report to be well-prepared, thorough, and objective.
Non-final CE plan documents were reviewed and given tentative approval during the meeting (in some cases with guidance expressed to suggest modifications to be made in a subsequent revision).
The CE description for each planned CE is described in an associated output document JCTVC-F9xx for CExx, where "xx" is the CE number (xx = 01, 02, etc.). Final CE plans are recorded as revisions of these documents.

It must be understood that the JCT-VC is not obliged to consider the test methodology or outcome of a CE as being adequate. Good results from a CE do not impose an obligation on the group to accept the result (e.g., if the expert judgment of the group is that further data is needed or that the test methodology was flawed).

Some agreements relating to CE activities were established as follows:

· Only qualified JCT-VC members can participate in a CE

· Participation in a CE is possible without a commitment of submitting an input document to the next meeting.

· All software, results, documents produced in the CE should be announced and made available to all CE participants in a timely manner.

7.4 Alternative procedure for handling complicated feature adoptions

The following alternative procedure had been approved at the preceding meeting as a method to be applied for more complicated feature adoptions:

1. Run CE + provide software + text, then, if successful,

2. Adopt into HM, including refinements of software and text (both normative & non-normative); then, if successful,

3. Adopt into WD and common conditions.

Of course, we have the freedom (e.g. for simple things) to skip step 2.

7.5 Common Conditions for HEVC Coding Experiments

Preferred Common Conditions for experiment testing that are intended to be appropriate for both CEs and other experiments were selected by the group and described in output document JCTVC-F900.

7.6 Software development (to be updated)
The software coordinator had already started integrating bug fixes on top of HM 3.3 software, and had strongly recommended for proponents of adopted proposals to re-implement them in HM 3.3 and test in this environment before integrating them into HM 4.x. All tools were planned to again be thoroughly tested after integration in HM 4.x.
HM 4.0 should be available within 3 weeks after the meeting, and will be used for CEs. HM 4.1 is planned to be available 3 weeks later.
7.7 Subjective test plan for design

Plan a subjective test enabling results at the Feb meeting.

Plans for subjective testing: Preparation of visual comparison for the February meeting will need to be discussed in the next meeting. Initial idea: Use a set of rates e.g. as from CfP, and run HM and JM on same conditions. It may not be necessary to run all different constraint cases, RA may be sufficient.

Need to prepare JM & HM encodings, roughly as was done for the CfP.
8 Establishment of ad hoc groups (to be updated)
The ad hoc groups established to progress work on particular subject areas until the next meeting are described in the table below. The discussion list for all of these ad hoc groups will be the main JCT-VC reflector (jct-vc@lists.rwth-aachen.de).
	Title and Email Reflector
	Chairs
	Mtg

	JCT-VC project management (AHG1)
(jct-vc@lists.rwth-aachen.de)

· Coordinate overall JCT-VC interim efforts.
· Report on project status to JCT-VC reflector.
· Provide report to next meeting on project coordination status.
	G. J. Sullivan, J.-R. Ohm (co‑chairs)
	N

	HEVC Draft and Test Model editing (AHG2)
(jct-vc@lists.rwth-aachen.de)

· Produce and finalize JCTVC-H1002 HEVC Test Model 6 (HM 6) Encoder Description.
· Produce and finalize JCTVC-H1003 HEVC text specification Draft 6.
· Gather and address comments for refinement of these documents.
· Coordinate with the Software development and HM software technical evaluation AhG to address issues relating to mismatches between software and text.
	B. Bross, K. McCann (co‑chairs), W.-J. Han, I. K. Kim, J.‑R. Ohm, K. Sugimoto, G. J. Sullivan, T. Wiegand (vice‑chairs)
	N

	Software development and HM software technical evaluation (AHG3)
(jct-vc@lists.rwth-aachen.de)

· Coordinate development of the HM software and its distribution to JCT-VC members

· Produce documentation of software usage for distribution with the software

· Prepare and deliver HM 6.0 software version and the reference configuration encodings according to JCTVC-H1100 based on common conditions suitable for use in most core experiments (expected within 3 weeks after the meeting).

· Prepare and deliver HM 6.1 software (and additional "dot" version software releases as appropriate) and appropriate software branches that include additional items not integrated into the 6.0 version (expected within three weeks after the 6.0 software release).
· Perform analysis and reconfirmation checks of the behaviour of technical changes adopted into the draft design, and report the results of such analysis.

· Suggest configuration files for additional testing of tools.

· Coordinate with HEVC Draft and Test Model editing AhG to identify any mismatches between software and text.
	F. Bossen (chair),
D. Flynn, K. Sühring (vice‑chairs)
	N

	High-level parallelism (AHG4)

(jct-vc@lists.rwth-aachen.de)

Study high-level parallelism techniques.
Identify and work to resolve issues relating to the draft text description of existing high-level parallelism related tools (i.e., tiles, wavefronts, and entropy slices), and the associated HM implementation.

Introduce slice-tile constraint functionality into the HM (i.e., addition of a slice mode to encode slices using an integer number of tiles).
Identify and discuss additional issues relating to high-level parallelism.
	M. Horowitz (chair),
M. Coban, F. Henry, K. Kazui, A. Segall, W. Wan, S. Wenger, M. Zhou (vice‑chairs) 
	N

	Unified Coefficient Coding (AHG5)

(jct-vc@lists.rwth-aachen.de)

· Study and investigate unified context selection and coefficient scanning for all TU sizes (including SQT/NSQT) .
· Work on solutions that would unify coefficient coding for all TU sizes while considering throughput/complexity requirements.
· Report the results of these studies, discussions and experiments to the JCT-VC, also in relation with CE3.

· Recommend a unified solution if available.
	V. Sze (chair),
C. Auyeung, G. Martin-Cocher, T. Nguyen, J. Sole (vice‑chairs)
	N

	In-loop filtering (AHG6)

(jct-vc@lists.rwth-aachen.de)

· Study simplification and harmonization of in-loop filtering technologies.
· Clean up and stabilize the HM software, the draft text and the HM encoder description on non-deblocking in-loop filtering.
· Study the interaction between in-loop filtering and IPCM codeblocks (including consideration of the starting basis design recorded at the San Jose meeting in response to JCTVC-H0448).

· Study complexity and latency implications of in-loop filtering.
	T. Yamakage (chair),
K. Chono, Y. J. Chiu, I. S. Chong, M. Narroschke, A. Norkin (vice chairs) 
	N

	Memory bandwidth restrictions in motion compensation (AHG7)

(jct-vc@lists.rwth-aachen.de)

· Study memory bandwidth in motion compensation.

Study restrictions to reduce the average and worst case of memory bandwidth.
· Study level specific restrictions, for example restrict usage of small PUs, restrict usage of 2D interpolation, restrict subpel accuracy etc, to reduce memory bandwidth in motion compensation.

· Evaluate the impact of such restrictions on coding efficiency.
	T. Suzuki (chair)
	N

	Profile and level definitions (AHG8)

(jct-vc@lists.rwth-aachen.de)

· Review the set of levels defined in the CD to confirm that they span the target range of 8-bit 4:2:0 video applications with a reasonable degree of granularity.

· Review the Main Profile defined in the CD to confirm that it meets the requirements for complexity / compression efficiency trade-off for the target range of 8-bit 4:2:0 video applications.

Evaluate the performance, functionality and complexity of coding tools that are identified as potential candidates for either inclusion or exclusion in the Main Profile.
· Study the extensibility of the current concept of profile/level definition towards possible architectures for future profiles that could provide additional trade-off points between complexity and functionality, while facilitating interoperability.
	M. Horowitz, K. McCann (co‑chairs), T. Suzuki, T. K. Tan, W. Wan, Y.-K. Wang, T. Yamakage (vice‑chairs)
	N

	Video test material selection (AHG9)

(jct-vc@lists.rwth-aachen.de)

· Identify, collect, and make available a variety of video sequence test material.
· Study the coding performance and characteristics of test materials.
· Identify and recommend appropriate test materials and corresponding test conditions for use in HEVC development.
	T. Suzuki (chair)
	N

	Loss robustness (AHG10)

(jct-vc@lists.rwth-aachen.de)

· Create and/or maintain tools to test loss robustness including error patterns and a loss simulator.
· Identify techniques and conditions for testing the loss robustness of the design.

· Study the degree of loss robustness of the HM design and identify deficiencies.
· Identify and study the interdependencies in the HM design in relation to loss robustness, and the potential consequences of these interdependencies.
· Investigate solutions to improve loss robustness.
· Investigate the trade-off between coding efficiency and loss robustness.
· Discuss related Core Experiments, and identify potential synergies or incompatibilities related to the tools being tested in the CEs.
	S. Wenger (chair), M. Coban, Y. W. Huang, P. Onno, Y.‑K. Wang (vice‑chairs)
	N

	High-level syntax (AHG11)

(jct-vc@lists.rwth-aachen.de)

· Study NAL unit header, sequence parameter set, picture parameter set, adaptation parameter set, and slice header syntax designs.
· Study the partial update issue associated with adaptation parameter set.
· Study and identify needs for SEI messages and VUI.
· Study the hypothetical reference decoder (HRD) behaviour, discuss and provide a draft text of sub-picture based HRD operations.

· Work towards simplification and general minor cleanup of the high-level syntax.
· Assist in software development and text drafting for the high-level syntax in the HEVC design.
	Y. K. Wang (chair), J. Boyce, Y. Chen, M. Hannuksela, K. Kazui, T. Schierl, R. Sjöberg, T. K. Tan W. Wan, P. Wu (vice‑chairs)
	N

	Hooks for scalable coding (AHG12)

(jct-vc@lists.rwth-aachen.de)

· Investigate hooks that would be needed for support of bitstream scalability in HEVC syntax.
	J. Boyce (chair), J. Kang, J. Samuelsson, W. Wan, Y.‑K. Wang (vice‑chairs)
	N

	Lossless coding (AHG13)

(jct-vc@lists.rwth-aachen.de)

· Study and investigate techniques which enable lossless coding.
· Examine common test cases for lossless coding modes.
	W. Gao (chair), K. Chono, J. Xu, M. Zhou, P. Topiwala (vice‑chairs)
	N

	Chroma format support (AHG14)

(jct-vc@lists.rwth-aachen.de)

· Study aspects of the technical design and software that need modification to support non-4:2:0 chroma formats.

· Assist and advise in the work of removing implicit assumptions of 4:2:0 formatting from the WD and software (where feasible, without introducing technical design changes).
	D. Flynn (chair), D. Hoang, K. McCann, E. Francois, K. Sugimoto, P. Topiwala (vice‑chairs)
	N

	Reference picture buffering and list construction (AHG15)

(jct-vc@lists.rwth-aachen.de)

· Finalize the test specification document for reference picture buffering and list construction proposals for the 9th JCT-VC meeting in a timely manner (JCTVC-H0725).
· Provide source code that enables HM encoding of all test cases described in JCTVC-H0725 and produce anchor data.
· Identify and work to resolve issues relating to the draft text description of reference picture handling and list construction, and the associated HM software functionality.
· Study possible improvements related to reference picture buffering and list construction.
· Study the loss resilience properties of reference picture handling and its support in the HM software (in coordination with the loss resilience AHG).
	R. Sjöberg (chair), Y. Chen, Hendry, T. K. Tan, W. Wan, Y.‑K. Wang (vice chairs)
	N

	Subjective impact of quantization (AHG16)

(jct-vc@lists.rwth-aachen.de)

· Investigate tools for intensity dependent quantization and related impact on bit-rate.

· Study the impact of varying QPs on affected tools and rate control.

· Study the subjective impact of quantization matrices in relation to CE4.

· Investigate solutions for adapting the deblocking filter under varying QPs.
	M. Mrak (chair), C. Auyeung, A. Norkin, K. Sato, J. Zheng (vice‑chairs)
	N


9 Output documents (to be updated)
The following documents were agreed to be produced or endorsed as outputs of the meeting. Names recorded below indicate those responsible for document production.

JCTVC-H1000 Meeting Report of 8th JCT-VC Meeting [G. J. Sullivan, J.-R. Ohm]
JCTVC-H1001 HEVC software guidelines [K. Suehring, D. Flynn, F. Bossen, (software coordinators)]
JCTVC-H1002 High Efficiency Video Coding (HEVC) Test Model 6 (HM 6) Encoder Description [K. McCann (primary), B. Bross, W.-J. Han, I. K. Kim, K. Sugimoto, G. J. Sullivan] (WG 11 N 12555)
JCTVC-H1003 High Efficiency Video Coding (HEVC) text specification draft 6 [B. Bross (primary), W.-J. Han, G. J. Sullivan, J.-R. Ohm, T. Wiegand] (WG 11 N 12556)
JCTVC-H1004 Report on preliminary subjective testing of HEVC compression capability [V. Baroncini, J.-R. Ohm, G. J. Sullivan] (WG 11 N 12475)

NOTE – The above-listed output report JCTVC-H1104 was requested by the WG 11 parent body to be generated by JCT-VC management as a separate part of the reported meeting results.
JCTVC-H1100 Common HM test conditions and software reference configurations [F. Bossen]
Modifications include:

· Added SAO & RDOQ to LC and rename to "Main".

· Have one other configuration, called HE10, dropping current HE.

· Picture-based optimization for the RA configs (SAO & ALF). LCU-based optimization for AI & LD (SAO & ALF).

· New Class E test sequences.

Agreed.
Software HM6.0 availability (suitable for CTC coding efficiency experiments) three weeks after the end of the meeting.
Any adopted proposals where software is not delivered by the scheduled date will be rejected.

If combinations of proposals are intended to be tested in a CE, the precise description shall be available with the final CE description, otherwise it cannot be claimed to be part of the CE
Document deadline of April/May 2012 meeting is likely to be Apr. 18th.

JCTVC-H1101 Core Experiment 1: Sample adaptive offset filtering [Y. Huang (primary), E. Alshina, I. S. Chong, W. Wan, M. Zhou]
JCTVC-H1102 Core Experiment 2: Adaptive loop filtering [T. Yamakage (primary), M. Budagavi, I. S. Chong, M. Narroschke, Y.-W. Huang]
JCTVC-H1103 Core Experiment 3: Coefficient scanning and coding [V. Sze (primary), J. Chen, T. Nguyen, K. Panusopone, J. Sole]
JCTVC-H1104 Core Experiment 4: Quantization matrices [K. Sato (primary), R. Joshi, S. Liu, M. Zhou]
10 Future meeting plans, expressions of thanks, and closing of the meeting
tbd
Future meeting plans were established according to the following guidelines:

· Meeting under ITU-T SG 16 auspices when it meets (starting meetings on the Monday or Tuesday of the first week and closing it on the Tuesday or Wednesday of the second week of the SG 16 meeting), and

· Otherwise meeting under ISO/IEC JTC 1/SC 29/WG 11 auspices when it meets (starting meetings on the Wednesday or Thursday prior to such meetings and closing it on the last day of the WG 11 meeting).

Some specific future meeting plans were established as follows:

· 11–20 July 2012 under WG 11 auspices in Stockholm, SE.
· 10–19 October 2012 under WG 11 auspices in Shanghai, CN.

· 14–23 January 2013 under ITU-T auspices in Geneva, CH.

· 17-26 April 2013 under WG 11 auspices in Incheon, KR.

ITU was thanked for its excellent hosting of the 9th meeting of the JCT-VC and for providing the viewing equipment used at the meeting. XX were thanked for assisting with the setup and operation of the equipment.
The JCT-VC meeting was closed at approximately 1800 hours on Monday 7 May 2012.

Annex A to JCT-VC report:
List of documents

Annex B to JCT-VC report:
List of meeting participants

The participants of the sixth meeting of the JCT-VC, according to a sign-in sheet passed around during the meeting (approximately 255 in total), were as follows:
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�
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0.1�
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�
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0.1�
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�
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0.0�
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0.4�
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