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Abstract
This contribution is to report results of performance verification on implicit direct vector derivation technique that was approved as a part of TE1 at the last Geneva meeting. The evaluated technique provides a new efficient design of B-skip and B-direct modes with locally adaptive direct MV derivation relying on a simple decoder-side decision. A performance evaluation using TMuC software was conducted according to the test condition defined in TE1 and the results show 1.8% coding gain in average and up to 3.5% at maximum gain. The increase of decoding time was about 10% relative to TE1 anchor and encoding time was almost same as that of the anchor. This contribution also provides notes on normative text in the form of modification of TMuC specification.
1 Introduction

Efficient reduction of motion vector information where lossy compression cannot be applied should be one of key technical points to be improved in HEVC standard. Techniques evaluated in TE1 [1] fall into this category, and the evaluation of decoder-side direct vector derivation techniques was approved as a sub category of the TE1. In this contribution, we report simulation results on our decoder-side direct vector derivation, which is implicit adaptive direct vector derivation scheme [2,3], using TMuC software. It has been observed that the proposed technique can achieve BD rate reduction around 1.8% in average and up to 3.5% relative to spatial only direct mode configuration. The increase of decoding time was about 10% relative to anchor and encoding time was almost same as that of the anchor. This contribution also provides notes on normative text in the form of modification of TMuC specification.
2 Overview of Implicit Direct Vector Derivation
The proposed technique can be summarized as an adaptive selection of the best direct vector from two motion vector candidates, which are a spatial neighboring vector and temporal co-located vector, with assistance of decoder-side simple computation of decision criteria. Thus, no side information needs to be sent to decoder to reproduce direct vector, which saves motion bits efficiently. 
Figure 1 shows the case when we have past and future reference pictures in list0 and list1 relative to current picture, respectively. In this case, the spatial neighboring vector is derived as median vector value obtained by the same process as defined in section 6.3.1.4.3 of TMuC, and the temporal co-located vector is obtained by the same process as defined in section 6.3.1.4.4 of TMuC. 
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 represent prediction blocks with list0 and list1 obtained by the temporal co-located vector, and 
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are prediction blocks with list0 and list1 obtained by the spatial neighboring vector. Given this notation, similarity criteria are defined by:
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The best direct motion vector is simply determined as the one that can produce a smaller SAD value. If prediction mode of temporal co-located motion partition in a list1 reference is intra mode, 
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 is set to zero vector.
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Figure1 Direct vector derivation with past and future reference pictures
Figure 2 illustrates the case when we only have past reference pictures both in list0 and list1 relative to current picture. In that case, if each of list0 and list1 contains only one picture, 
[image: image11.wmf]temporal

SAD

shall always be zero. Thus the spatial neighboring vector that is identical to the one used for the case of Figure 1 shall always be used as the direct vector. If either list0 or list1 has two or any more pictures, motion vectors to be used to obtain prediction blocks 
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 are derived by scaling the temporal co-located vector as follows. 
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Spatial neighboring vector is the same as that is obtained by 6.3.1.4.3 of TMuC,.
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Figure 2: Direct vector derivation with past-only reference pictures
3 Required modifications to TMuC document
This section provides required modifications to TMuC document (draft005) [5] to have consistent text specification with our TMuC software implementation. 

In section4.1.14

	

else if( PredMode == MODE_DIRECT ) {

	


if( slice_type == B )

	



inter_pred_idc

	


if( mv_competition_flag ) {

	



if( inter_pred_idc != Pred_L1 && 





NumMVPCand( L0 ) > 1 )

	




mvp_idx_l0

	



if( inter_pred_idc != Pred_L0 && 





NumMVPCand( L1 ) > 1 )

	




mvp_idx_l1

	


}

	

}


In our proposed technique, mv_competition_flag shall always be equal to 0 when PredMode is MODE_DIRECT, which means “mvp_idx_l0” and “mvp_idx_l1” are not present in the bitstream.
In section 6.3.1.4.4, the following sentence
· If the prediction unit puIdxCol is coded in an intra prediction mode, both components of mvLXCol are set equal to 0 and availableFlagLXCol is set equal to 0.
needs to be replaced by:
· If the prediction unit puIdxCol is coded in an intra prediction mode, both components of mvLXCol are set equal to 0.(remove to “and availableFlagLXCol is set equal to 0”)
Insert the following text into section 6.3.1.4.6.
The motion vector predictor mvpLX is derived in the following ordered steps.

1. The derivation process for motion vector predictor candidates from neighboring prediction unit partitions in subclause 6.3.1.4.2 is invoked with puPartIdx, refIdxLX (with X being 0 or 1) as the inputs and the availability flags availableFlagLXN and the motion vectors mvLXN with N being replaced by A, B, or C as the output.

2. The derivation process for median luma motion vector prediction in subclause 6.3.1.4.3 is invoked with the motion vectors mvLXN and the availability flags availableFlagLXN with N being replaced by A, B, or C as the inputs and the output is assigned to the median motion vector predictor mvLXMed.

3. The derivation process for temporal luma motion vector prediction in subclause 6.3.1.4.4 is invoked with puPartIdx, refIdxLX (with X being 0 or 1 for refIdxLX being refIdxL0 or refIdxL1, respectively) as the inputs and with the output being the availability flag availableFlagLXCol and the temporal motion vector predictor mvLXCol. If availableFlagLXCol is equal to 1, then mvLXCol is inserted at the end of mvpListLX.

4. The motion vector predictor list, mvpListLX, is constructed of which elements are given as specified order:

· mvLXMed, median motion vector of available motion vectors

· mvLXCol
5. If the number of elements NumMVPCand( LX, puPartIdx ) within the mvpListLX is greater than 1, the removal process of motion vector prediction is invoked with mvpListLX as inputs and the output is modified mvpListLX.
6. The inter prediction sample process in subclause 6.3.2 is invoked with puPartIdx, refIdxLX (with X being 0 or 1 for refIdxLX being refIdxL0 or refIdxL1, respectively) , predFlagLX,mvpListLX as the inputs with the outputs is prediction samples for mvLXMed and mvLXCol.
7. the difference calculation process between prediction sample of list0 and list 1 is calculated.
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· tempral_predLX is temporal prediction sample with mvLXCol, and spatial_predLX is spatial prediction sample with mvLXMed.
· 
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means difference of spatial prediction sample , and 
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 means difference of temporal prediction sample. 
8. If
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, mvp_idx_lX is set by 0. Otherwise, mvp_idx_lX is set by 1.
9. If RefPicOrderCnt( colPic, 0, L0 ) ) is equal to RefPicOrderCnt( currPic, 0, L0 )
· If(number of reference frame = 1) 

 availableFlagLXCol is set equal to 0
· Otherwise

refIdxL0 is set equal to 1

refIdxL1 is set equal to 0
10. If the number of elements NumMVPCand( LX, puPartIdx ) within the mvpListLX is equal to 1, mvp_idx_lX is set by 0

11. The motion vector of mvListLX[ mvp_idx_lX ] is assigned to mvpLX

4 Simulation results
B-skip and B-direct modes using the proposed technique has been implemented into TMuC version0.7 software that was made available to the group. Table 1 shows test conditions used for our experiment in the TE1 document [1]. 
Table 1  Test Condition
	Codec software
	Implementation of the proposal tool proposed in JCTVC-B068 based on TMuC0.7 software 

	Test configuration
	Based on B300[4] , AMVP off, motion merge off

	QP setting
	QPI=22,37,34,38

	Constraint Sets
	Both CS2(Low delay) and CS4 (Random access)


The BD rate reduction obtained by the proposed direct mode is listed in Table 2, 3. It is observed that the proposed direct mode can achieve consistent coding gain especially for the sequences where spatially detailed texture and stable background scene co-exist, such as PeopleOnStreet or cactus. In such cases, spatially adjacent motion vector may not work as sufficient estimator for direct vector, but temporal candidate 
[image: image24.wmf]temporal

pmv

 could contribute to improvement of direct vector accuracy. 
Table 2 Performance in BD measurements (low delay)
	　
	BD-PSNR[dB]

	
	Y
	U
	V

	Kimono
	0.1
	-0.3
	0.2

	ParkScene
	-0.1
	-0.6
	-0.4

	Cactus
	-0.5
	-1
	-1.3

	BasketballDrive
	-0.1
	0
	-0.2

	BQTerrace
	-0.5
	-0.9
	-1.1

	BasketballDrill
	-0.1
	-0.1
	-0.2

	BQMall
	-0.4
	-0.6
	-0.4

	PartyScene
	-0.4
	-0.3
	-0.2

	RaceHorses
	-0.1
	-0.3
	-0.4

	BasketballPass
	-0.3
	-0.6
	-0.4

	BQSquare
	-1.5
	0.4
	-0.4

	BlowingBubbles
	-0.3
	-0.7
	-0.2

	RaceHorses
	-0.3
	-0.8
	-0.7

	Vidyo1
	-1.4
	-1.7
	-1.5

	Vidyo3
	0.2
	-1.6
	-1.4

	Vidyo4
	-0.7
	-2.1
	-1.2

	Average Class B
	-0.2 
	-0.6 
	-0.6 

	Average Class C
	-0.3 
	-0.3 
	-0.3 

	Average Class D
	-0.6 
	-0.4 
	-0.4 

	Average Class E
	-0.6 
	-1.8 
	-1.4 

	Average All
	-0.4 
	-0.7 
	-0.6 


Table 3 Performance in BD measurements (random access)
	　
	BD-PSNR[dB]

	
	Y
	U
	V

	Traffic
	-2.4
	-1.9
	-1.9

	PeopleOnStreet
	-2.3
	-2.3
	-2.2

	Kimono
	-1.9
	-1.2
	-1.1

	ParkScene
	-1.3
	-0.9
	-0.7

	Cactus
	-3.5
	-2.5
	-2.9

	BasketballDrive
	-1
	-0.5
	-0.7

	BQTerrace
	-0.9
	-0.5
	-1.1

	BasketballDrill
	-0.8
	-0.9
	-0.8

	BQMall
	-2.7
	-2.3
	-2.4

	PartyScene
	-2.3
	-1.8
	-1.8

	RaceHorses
	-0.3
	-0.4
	-0.5

	BasketballPass
	-1.6
	-1.8
	-1.6

	BQSquare
	-2.5
	-2.2
	-1.8

	BlowingBubbles
	-2.5
	-1.7
	-2

	RaceHorses
	-1.1
	-1
	-1.2

	Average Class A
	-2.3 
	-2.1 
	-2.0 

	Average Class B
	-1.7 
	-1.1 
	-1.3 

	Average Class C
	-1.5 
	-1.3 
	-1.4 

	Average Class D
	-1.9 
	-1.7 
	-1.7 

	Average All
	-1.8 
	-1.4 
	-1.5 


Table 4, 5 lists encoding and decoding time those are measured using the provided software. The “time” command in Linux platform was used to obtain these values. Decoding time and encoding time were also compared with that of anchor streams using the same platform (Fedora x86_64). In average, the increase of decoding time was about 10% relative to anchor and encoding time was almost same as that of the anchor.
Table 4 Encoding and Decoding time (low delay)
	　
	QPI
	Encoding time [sec]
	Decoding time [sec]
	Encoding time [sec]
	Decoding time [sec]
	Ratio of encoding time [%]
	Ratio of decoding time [%]

	Class B
	S03
	22 
	142648.27 
	132.61 
	141458.82 
	137.24 
	99.17 
	103.49 

	1080p
	Kimono
	27 
	132263.69 
	128.35 
	132603.70 
	135.04 
	100.26 
	105.21 

	　
	　
	32 
	125070.48 
	125.27 
	123941.50 
	132.26 
	99.10 
	105.57 

	　
	　
	37 
	119392.61 
	119.97 
	118422.91 
	125.73 
	99.19 
	104.80 

	　
	S04
	22 
	127517.80 
	128.91 
	127363.69 
	137.88 
	99.88 
	106.96 

	　
	ParkScene
	27 
	114456.18 
	122.33 
	119235.29 
	126.85 
	104.18 
	103.70 

	　
	　
	32 
	106107.48 
	118.12 
	104959.25 
	123.41 
	98.92 
	104.47 

	　
	　
	37 
	101332.44 
	114.64 
	101176.31 
	122.33 
	99.85 
	106.71 

	　
	S05
	22 
	250656.69 
	195.36 
	248857.15 
	211.77 
	99.28 
	108.40 

	　
	Cactus
	27 
	219604.78 
	176.45 
	216203.20 
	178.45 
	98.45 
	101.13 

	　
	　
	32 
	204587.20 
	159.96 
	211573.39 
	173.47 
	103.41 
	108.45 

	　
	　
	37 
	196329.29 
	163.63 
	193742.69 
	178.25 
	98.68 
	108.94 

	　
	S06
	22 
	290746.09 
	223.59 
	304461.92 
	229.11 
	104.72 
	102.47 

	　
	BasketballDrive
	27 
	263284.95 
	205.75 
	261172.48 
	203.12 
	99.20 
	98.72 

	　
	　
	32 
	243647.65 
	192.26 
	241989.22 
	196.04 
	99.32 
	101.97 

	　
	　
	37 
	227824.13 
	194.12 
	227284.58 
	199.29 
	99.76 
	102.66 

	　
	S07
	22 
	331773.68 
	314.34 
	331423.28 
	318.56 
	99.89 
	101.34 

	　
	BQTerrace
	27 
	263950.70 
	240.56 
	262497.73 
	246.35 
	99.45 
	102.41 

	　
	　
	32 
	237326.59 
	212.93 
	236147.60 
	246.58 
	99.50 
	115.81 

	　
	　
	37 
	227034.65 
	206.42 
	225309.78 
	235.99 
	99.24 
	114.32 

	Class C
	S08
	22 
	61047.49 
	65.15 
	61440.21 
	66.92 
	100.64 
	102.73 

	WVGA
	BasketballDrill
	27 
	55634.65 
	62.11 
	56577.24 
	62.83 
	101.69 
	101.16 

	　
	　
	32 
	51848.57 
	59.86 
	51960.80 
	62.34 
	100.22 
	104.14 

	　
	　
	37 
	49043.48 
	57.46 
	49006.40 
	58.85 
	99.92 
	102.41 

	　
	S09
	22 
	79283.60 
	77.09 
	79294.44 
	80.53 
	100.01 
	104.47 

	　
	BQMall
	27 
	73037.73 
	73.35 
	72475.60 
	76.70 
	99.23 
	104.56 

	　
	　
	32 
	68965.86 
	69.06 
	68199.30 
	73.67 
	98.89 
	106.68 

	　
	　
	37 
	65558.61 
	66.51 
	64571.92 
	71.13 
	98.49 
	106.95 

	　
	S10
	22 
	66484.18 
	73.09 
	66622.42 
	76.10 
	100.21 
	104.12 

	　
	PartyScene
	27 
	57490.21 
	67.78 
	57692.69 
	71.20 
	100.35 
	105.05 

	　
	　
	32 
	50507.74 
	62.27 
	50495.17 
	66.60 
	99.98 
	106.95 

	　
	　
	37 
	45978.08 
	55.99 
	46292.26 
	62.17 
	100.68 
	111.03 

	　
	S11
	22 
	50308.71 
	46.03 
	50763.98 
	47.45 
	100.90 
	103.09 

	　
	RaceHorses
	27 
	46046.21 
	43.86 
	46365.92 
	44.17 
	100.69 
	100.69 

	　
	　
	32 
	42107.82 
	40.58 
	42288.12 
	41.36 
	100.43 
	101.93 

	　
	　
	37 
	38952.50 
	37.90 
	38899.41 
	38.47 
	99.86 
	101.49 

	Class D
	S12
	22 
	15830.10 
	22.07 
	15930.46 
	22.86 
	100.63 
	103.61 

	WQVGA
	BasketballPass
	27 
	14778.31 
	21.18 
	14709.20 
	21.98 
	99.53 
	103.76 

	　
	　
	32 
	13718.95 
	19.84 
	13660.55 
	20.99 
	99.57 
	105.79 

	　
	　
	37 
	12821.18 
	18.74 
	12844.68 
	19.87 
	100.18 
	106.04 

	　
	S13
	22 
	17622.12 
	28.72 
	17715.39 
	30.00 
	100.53 
	104.47 

	　
	BQSquare
	27 
	15141.08 
	25.96 
	15247.94 
	27.77 
	100.71 
	106.96 

	　
	　
	32 
	12996.19 
	23.64 
	13018.77 
	25.75 
	100.17 
	108.95 

	　
	　
	37 
	11781.70 
	21.48 
	11915.55 
	23.93 
	101.14 
	111.44 

	　
	S14
	22 
	14795.96 
	22.28 
	14876.23 
	22.72 
	100.54 
	101.96 

	　
	BlowingBubbles
	27 
	12686.88 
	20.00 
	12747.73 
	21.29 
	100.48 
	106.42 


	　
	　
	32 
	11313.37 
	18.64 
	11364.64 
	19.93 
	100.45 
	106.89 

	　
	　
	37 
	10419.02 
	17.72 
	10510.85 
	19.31 
	100.88 
	108.99 

	　
	S15
	22 
	10893.95 
	14.60 
	10909.63 
	14.80 
	100.14 
	101.34 

	　
	RaceHorses
	27 
	9959.22 
	13.91 
	9936.26 
	13.95 
	99.77 
	100.35 

	　
	　
	32 
	9283.67 
	13.13 
	9157.53 
	13.36 
	98.64 
	101.75 

	　
	　
	37 
	8430.42 
	11.81 
	8392.18 
	12.34 
	99.55 
	104.43 

	ClassE
	S16
	22 
	120894.71 
	145.26 
	120187.69 
	152.94 
	99.42 
	105.28 

	WQVGA
	Vidyo1
	27 
	112875.26 
	137.95 
	113512.90 
	148.47 
	100.56 
	107.62 

	　
	　
	32 
	111595.10 
	125.74 
	111348.55 
	140.57 
	99.78 
	111.79 

	　
	　
	37 
	109895.65 
	119.73 
	110086.69 
	132.09 
	100.17 
	110.32 

	　
	S17
	22 
	124806.52 
	148.12 
	124893.46 
	151.87 
	100.07 
	102.53 

	　
	Vidyo3
	27 
	116147.40 
	140.14 
	116626.63 
	148.44 
	100.41 
	105.93 

	　
	　
	32 
	111678.53 
	133.64 
	112324.65 
	140.66 
	100.58 
	105.26 

	　
	　
	37 
	110029.90 
	127.01 
	110316.64 
	138.37 
	100.26 
	108.95 

	　
	S18
	22 
	124867.69 
	147.32 
	126162.61 
	151.03 
	101.04 
	102.52 

	　
	Vidyo4
	27 
	116653.29 
	138.86 
	117426.73 
	143.72 
	100.66 
	103.50 

	　
	　
	32 
	112722.99 
	130.65 
	112967.85 
	141.60 
	100.22 
	108.38 

	　
	　
	37 
	111432.85 
	124.72 
	112122.16 
	135.00 
	100.62 
	108.24 

	
	Average Class B
	
	196277.77 
	173.78 
	196491.22 
	182.89 
	100.07 
	105.38 

	
	Average Class C
	
	56393.46 
	59.88 
	56434.12 
	62.53 
	100.14 
	104.22 

	
	Average Class D
	
	12654.51 
	19.61 
	12683.60 
	20.68 
	100.18 
	105.20 

	
	Average Class E
	
	115299.99 
	134.93 
	115664.71 
	143.73 
	100.32 
	106.69 

	
	Average all
	
	100217.54 
	99.48 
	100370.07 
	104.90 
	100.16 
	105.29 


	Table 5 Encoding and Decoding time (random access)
　
	QPI
	Encoding time [sec]
	Decoding time [sec]
	Encoding time [sec]
	Decoding time [sec]
	Ratio of encoding time [%]
	Ratio of decoding time [%]

	Class A
	S01
	22 
	90485.50 
	114.88 
	90797.47 
	127.86 
	100.34 
	111.30 

	4K
	Traffic
	27 
	81978.07 
	111.79 
	82126.20 
	124.63 
	100.18 
	111.49 

	　
	　
	32 
	79471.40 
	105.05 
	78334.14 
	118.07 
	98.57 
	112.40 

	　
	　
	37 
	78499.40 
	99.54 
	77867.18 
	116.74 
	99.19 
	117.29 

	　
	S02
	22 
	132167.72 
	133.82 
	133101.38 
	137.47 
	100.71 
	102.73 

	　
	PeopleOnStreet
	27 
	115925.59 
	121.18 
	116639.66 
	130.97 
	100.62 
	108.08 

	　
	　
	32 
	107319.87 
	115.92 
	107781.91 
	128.92 
	100.43 
	111.22 

	　
	　
	37 
	102208.89 
	114.40 
	101668.37 
	129.62 
	99.47 
	113.31 

	Class B
	S03
	22 
	102940.58 
	128.83 
	104102.50 
	144.79 
	101.13 
	112.39 

	1080p
	Kimono
	27 
	94991.16 
	126.69 
	92233.04 
	142.67 
	97.10 
	112.61 

	　
	　
	32 
	89205.66 
	122.26 
	89010.26 
	140.51 
	99.78 
	114.92 

	　
	　
	37 
	86239.05 
	111.56 
	85547.28 
	134.08 
	99.20 
	120.19 

	　
	S04
	22 
	88852.04 
	126.84 
	89550.40 
	145.06 
	100.79 
	114.36 

	　
	ParkScene
	27 
	79877.03 
	123.56 
	79834.12 
	141.79 
	99.95 
	114.76 

	　
	　
	32 
	75521.00 
	123.84 
	75522.40 
	137.01 
	100.00 
	110.63 

	　
	　
	37 
	73624.59 
	111.29 
	72678.41 
	130.96 
	98.71 
	117.67 

	　
	S05
	22 
	184739.41 
	188.11 
	185899.18 
	219.21 
	100.63 
	116.53 

	　
	Cactus
	27 
	158441.44 
	176.99 
	159030.78 
	201.14 
	100.37 
	113.65 

	　
	　
	32 
	148663.98 
	165.23 
	147190.75 
	186.70 
	99.01 
	112.99 

	　
	　
	37 
	143384.54 
	154.62 
	141995.49 
	179.61 
	99.03 
	116.17 

	　
	S06
	22 
	225686.80 
	210.36 
	226174.41 
	237.59 
	100.22 
	112.94 

	　
	BasketballDrive
	27 
	197257.28 
	195.65 
	195732.84 
	230.29 
	99.23 
	117.70 

	　
	　
	32 
	184352.32 
	189.16 
	181788.26 
	223.87 
	98.61 
	118.35 

	　
	　
	37 
	172536.64 
	178.23 
	172392.65 
	221.27 
	99.92 
	124.15 

	　
	S07
	22 
	228719.87 
	262.21 
	229005.31 
	299.21 
	100.12 
	114.11 

	　
	BQTerrace
	27 
	178587.62 
	242.37 
	179760.16 
	272.76 
	100.66 
	112.54 

	　
	　
	32 
	164882.83 
	216.15 
	164747.06 
	264.51 
	99.92 
	122.37 

	　
	　
	37 
	161640.73 
	202.46 
	161531.31 
	257.78 
	99.93 
	127.32 

	Class C
	S08
	22 
	47313.81 
	62.45 
	47534.56 
	64.93 
	100.47 
	103.97 

	WVGA
	BasketballDrill
	27 
	42111.50 
	57.15 
	42448.29 
	60.73 
	100.80 
	106.26 

	　
	　
	32 
	38697.45 
	53.60 
	38748.95 
	57.07 
	100.13 
	106.47 

	　
	　
	37 
	36851.82 
	50.85 
	36833.66 
	54.03 
	99.95 
	106.25 

	　
	S09
	22 
	59660.96 
	76.14 
	60085.37 
	84.35 
	100.71 
	110.78 

	　
	BQMall
	27 
	54378.97 
	71.07 
	54397.53 
	81.05 
	100.03 
	114.05 

	　
	　
	32 
	51657.56 
	64.25 
	51266.99 
	75.83 
	99.24 
	118.02 

	　
	　
	37 
	50003.09 
	62.00 
	49348.30 
	73.36 
	98.69 
	118.32 

	　
	S10
	22 
	48147.40 
	68.47 
	48406.20 
	79.36 
	100.54 
	115.91 

	　
	PartyScene
	27 
	41139.71 
	64.94 
	41313.48 
	76.10 
	100.42 
	117.18 

	　
	　
	32 
	36832.99 
	60.34 
	36986.53 
	70.79 
	100.42 
	117.31 

	　
	　
	37 
	34344.85 
	54.86 
	34530.59 
	68.05 
	100.54 
	124.04 

	　
	S11
	22 
	41200.67 
	42.57 
	41782.11 
	45.14 
	101.41 
	106.05 

	　
	RaceHorses
	27 
	36241.49 
	39.44 
	36754.72 
	41.62 
	101.42 
	105.54 

	　
	　
	32 
	32838.88 
	36.65 
	33258.95 
	39.34 
	101.28 
	107.34 

	　
	　
	37 
	30453.27 
	33.67 
	30487.67 
	36.89 
	100.11 
	109.56 

	Class D
	S12
	22 
	13693.28 
	21.26 
	13917.66 
	22.51 
	101.64 
	105.92 

	WQVGA
	BasketballPass
	27 
	12495.02 
	19.70 
	12616.39 
	21.40 
	100.97 
	108.62 

	　
	　
	32 
	11498.08 
	18.79 
	11610.33 
	20.32 
	100.98 
	108.10 

	　
	　
	37 
	10825.63 
	18.09 
	10851.71 
	19.92 
	100.24 
	110.13 

	　
	S13
	22 
	12472.28 
	26.53 
	12575.87 
	29.89 
	100.83 
	112.67 

	　
	BQSquare
	27 
	10208.90 
	25.19 
	10261.85 
	28.77 
	100.52 
	114.19 

	　
	　
	32 
	9410.61 
	23.62 
	9453.26 
	27.62 
	100.45 
	116.90 

	　
	　
	37 
	8971.85 
	21.82 
	8959.39 
	26.19 
	99.86 
	120.01 

	　
	S14
	22 
	10493.71 
	21.94 
	10518.20 
	24.19 
	100.23 
	110.27 

	
	BlowingBubbles
	27 
	9040.27 
	20.19 
	9103.22 
	22.76 
	100.70 
	112.71 

	　
	　
	32 
	8160.65 
	18.29 
	8850.86 
	21.53 
	108.46 
	117.73 

	　
	　
	37 
	7719.34 
	17.52 
	7782.54 
	20.33 
	100.82 
	116.00 

	　
	S15
	22 
	9087.91 
	13.68 
	9187.10 
	14.32 
	101.09 
	104.70 

	　
	RaceHorses
	27 
	8181.06 
	12.83 
	8213.09 
	13.52 
	100.39 
	105.44 

	　
	　
	32 
	7355.31 
	11.80 
	7452.17 
	12.71 
	101.32 
	107.75 

	　
	　
	37 
	6938.38 
	11.26 
	6915.44 
	12.61 
	99.67 
	112.03 

	
	Average Class A
	
	98507.05 
	114.57 
	98539.54 
	126.79 
	99.94 
	110.98 

	
	Average Class B
	
	142007.23 
	167.82 
	141686.33 
	195.54 
	99.71 
	116.32 

	
	Average Class C
	
	42617.15 
	56.15 
	42761.49 
	63.04 
	100.39 
	111.69 

	
	Average Class D
	
	9784.52 
	18.91 
	9891.82 
	21.16 
	101.14 
	111.45 

	
	Average all
	
	74443.80 
	91.23 
	74408.27 
	104.54 
	100.30 
	113.07 


The derivation process of direct vector with our proposed technique requires doubled memory access to reference pictures to obtain all prediction block candidates and computation of two SAD calculations per PU at decoder-side, relative to default condition. Our proposed technique requires derivation of the temporal co-located vector and the spatial neighboring vector, which does not have any additional impact to memory size required for motion vector storage if direct vector derivation process relies on temporal motion vector reference. 
5 Conclusion
An implicit adaptive vector derivation technique for direct mode [3] was evaluated under the common condition specified in TE1 [1]. Our experimental results showed consistent coding gain to various high-resolution contents and random access configuration. It is noted that the proposed technique can be considered as the simplest model of DMVD scheme. We propose to continue further study on the impact of the proposed techniques and related DMVD features based on the test model.
References:

[1] Yi-Jen Chiu, et.al. “Tool Experiment 1: Decoder-Side Motion Vector Derivation,” JCTVC-B301, July 2010.
[2] K. Sugimoto, et.al. “Description of video coding technology proposal by Mitsubishi Electric,” JCTVC-A107, April 2010.　
[3] S. Sekiguchi and Y. Itani, “Performance evaluation on implicit direct vector derivation,” JCTVC-B68, July 2010.
[4] Frank Bossen, “Common test conditions and software reference configurations,” JCTVC-B300, July 2010.
[5] “Test Model under Consideration,” JCTVC-B205(draft005), July 2010.
Patent rights declaration(s)
Mitsubishi Electric Corporation may have IPR relating to the technology described in this contribution and, conditioned on reciprocity, is prepared to grant licenses under reasonable and non-discriminatory terms as necessary for implementation of the resulting ITU-T Recommendation | ISO/IEC International Standard (per box 2 of the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form).














































Page: 1
Date Saved: 2010-09-30

[image: image28.png]ref_jx=1
reference picture

ref_jdx=0
reference picture

>

—

Mermporal C
ated Parit

Curren
Poartitiof




_1347272816.unknown

_1347275760.unknown

_1347275780.unknown

_1347272836.unknown

_1347274674.unknown

_1347259665.unknown

_1347259676.unknown

_1346502459.unknown

