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Abstract

This document reports the results of testing the PIPE entropy coder against LCEC within the scope of tool experiment 12 evaluating TMuC Tools [1]. In a high efficiency scenario, LCEC was tested against the PIPE default. In a low complexity scenario, PIPE was tested against the LCEC default. Generally PIPE performs better than LCEC in terms of coding efficiency with average bit rate savings up to 18% while encoder runtimes up to 58% and decoder runtimes up to 89% of the PIPE runtimes have been measured.

Simulation environment

1.1 Software
The software used to run the simulations is TMuC 0.7[2]. The binaries were compiled on a 64 bit Ubuntu 9.04 Linux using the included make files and gcc 4.3.3. The coding conditions used for the simulations are specified in [3]. These default settings, both for configuration file and compile-time, are used in this test as anchor. Changes from this anchor configuration are listed in the next sections.

1.1.1 Alternative configuration file settings

For the high efficiency scenario, the following parameters are set:

SymbolMode : 0
MultiCodewordThreshold : 0
For the low complexity scenario, the following parameters are set: 
SymbolMode : 2


MultiCodewordThreshold :96000
1.1.2 Alternative compile-time settings

No changes of compile-time settings are needed.
1.2 Hardware

Three different types of computers have been used to run the simulations ​ all running a 64 bit Linux operating system. Their hardware is listed in Table 1‑1.

 Table 1‑1 Computers used to run the simulations.

	Type
	Cores
	CPU
	RAM
	OS

	1
	24
	Intel(R) Xeon(R) CPU X7460  @ 2.66GHz
	96 GB
	Ubuntu 9.04, 64 bit

	2
	8
	Intel(R) Xeon(R) CPU X5460  @ 3.16GHz
	32 GB
	Ubuntu 9.04, 64 bit

	3
	8
	Intel(R) Xeon(R) CPU X5570  @ 2.93GHz
	32 GB
	Ubuntu 9.04, 64 bit


2 Results

The coding efficiency results in this section are given in terms of BD-rate [4]

 REF _Ref132360435 \r \h 
[5]. The values are averaged over all sequences from one class. BD-PSNR, PSNR values and bit rates for every test point can be found in the attached Excel spreadsheet JCTVC-C051.xls.

Furthermore relative encoding and decoding times in percentage of the anchor times are given. The numbers are averaged over all sequences. Due to the heterogeneous structure of the computer cluster consisting of three different computer types and non-constant workloads, these numbers can only be taken as a rough indication of the complexity. 

The results are presented in three tables: Table 2‑1, Table 2‑2, and Table 2‑3. Each table represents a test for a constraint set using the high efficiency (HE) and low complexity (LC) settings. For every constraint set, PIPE always outperforms LCEC in terms of coding efficiency. For example in Table 2‑1, LCEC yields 13.9% bit rate increase for Intra with HE compared to the PIPE anchor and PIPE yields 12.3% bit rate savings for Intra with LC compared to the LCEC anchor. On the complexity side, LCEC takes 58% of the PIPE anchor encoding time and 95% of the PIPE anchor decoding time for Intra with HE. PIPE takes 177% of the LCEC anchor encoding time and 105% of the LCEC anchor decoding time for Intra with LC. The only deviation can be found in Table 2‑2 for the random access HE case where LCEC is slower than the PIPE anchor for encoding and decoding. This shows that the encoding and decoding times are only a rough indication and, like in this case, do not tend to represent the true complexity.

Table 2‑1 Average BD-rates and relative encoding/decoding runtimes for Intra constraint set.
	 
	Intra HE
	Intra LC

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	14.4 
	8.1 
	8.5 
	-12.6 
	-7.2 
	-7.3 

	Class B
	15.0 
	7.9 
	8.6 
	-13.1 
	-7.9 
	-8.2 

	Class C
	12.5 
	8.1 
	8.6 
	-11.2 
	-7.7 
	-8.2 

	Class D
	11.8 
	7.6 
	8.4 
	-10.6 
	-7.1 
	-7.7 

	Class E
	16.4 
	11.1 
	9.9 
	-14.5 
	-9.6 
	-8.5 

	All
	13.9 
	8.4 
	8.8 
	-12.3 
	-7.9 
	-8.0 

	Enc Time[%]
	58%
	177%

	Dec Time[%]
	95%
	105%


Table 2‑2 Average BD-rates and relative encoding/decoding runtimes for random access constraint set.
	 
	Random Access HE
	Random access LC

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	18.7 
	11.0 
	9.7 
	-15.1 
	-9.1 
	-8.2 

	Class B
	21.8 
	11.7 
	11.0 
	-17.7 
	-9.4 
	-7.8 

	Class C
	15.8 
	8.3 
	9.0 
	-13.5 
	-7.5 
	-7.9 

	Class D
	15.0 
	6.7 
	7.7 
	-13.0 
	-4.6 
	-5.4 

	Class E
	 
	 
	 
	 
	 
	 

	All
	18.0 
	9.4 
	9.4 
	-15.0 
	-7.6 
	-7.2 

	Enc Time[%]
	107%
	150%

	Dec Time[%]
	116%
	116%


Table 2‑3 Average BD-rates and relative encoding/decoding runtimes for low delay constraint set.
	 
	Low delay HE
	Low delay LC

	 
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	 
	 
	 
	 
	 
	 

	Class B
	17.6 
	0.7 
	-2.0 
	-15.7 
	-2.6 
	0.1 

	Class C
	11.7 
	1.3 
	0.5 
	-11.9 
	-2.7 
	-2.7 

	Class D
	12.6 
	-4.2 
	-3.4 
	-11.0 
	3.3 
	1.9 

	Class E
	32.0 
	3.4 
	11.2 
	-24.8 
	-7.4 
	-12.5 

	All
	17.6 
	0.1 
	0.8 
	-15.3 
	-2.0 
	-2.5 

	Enc Time[%]
	79%
	122%

	Dec Time[%]
	89%
	100%
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