
	[image: image1.png]


[image: image2.png]


Joint Collaborative Team on Video Coding (JCT-VC)

of ITU-T SG16 WP3 and ISO/IEC JTC1/SC29/WG11
3rd Meeting: Guangzhou, CN, 7-15 October, 2010
	Document: JCTVC-C038
WG11 Number: m18059


	Title:
	TE7: Cross-check results of MDDT simplification proposal from Huawei

	Status:
	Input Document to JCT-VC 

	Purpose:
	Information

	Author(s) or
Contact(s):
	Chuohao Yeo

Yih Han Tan

Zhengguo Li

Susanto Rahardja


1 Fusionopolis Way
#21-01 Connexis (South Tower)
Singapore 138632
	Tel: +65 6408 2000

Email: chyeo@i2r.a-star.edu.sg
	



	Source:
	Institute for Infocomm Research


_____________________________
Abstract

This contribution provides a summary of the cross-checks performed by the Institute for Infocomm Research on Huawei’s MDDT simplification proposal. The simulation results closely match the results provided by Huawei.
1 Introduction

Huawei has proposed a method for simplifying MDDT based on exploiting symmetries present in the prediction residuals [3]. By doing so, the number of classes for implementing transforms and scanning orders can be reduced to just 3, instead of 9 as in H.264/AVC. For each class, a set of row and column transforms are trained, and further, for one of the classes, the same transform can be used for both row and column. Therefore, it is necessary to store only a total of 5 transforms. Also, only 3 scan orders are needed to be maintained.
To use the same transforms for each class of prediction modes, some additional transpose and/or mirror operations need to be performed on the block of pixels [3].
2 Simulation Results

The test conditions as specified in TE7 [1] are followed. Huawei’s implementation appears to be based on TMuC 0.7. Tests were conducted using the intra high efficiency and random access high efficiency coding configurations [2].
2.1 RD results

Table 2 shows the RD results when all the frames are coded as intra, for all the test sequences specified in the common coding conditions [2]. Here, Huawei’s proposal provides RD performance that is very close to, but slightly worse than, Qualcomm’s MDDT implementation in the TMuC reference software.
Table 2. RD results for intra high efficiency configuration.

	Sequence
	Huawei’s Proposal [3]
BD-Rate (%) 

	Class A
	

	Traffic
	0.2

	PeopleOnStreet
	0.4

	Average for Class A
	0.3

	Class B
	

	Kimono
	0.0

	ParkScene
	-0.1

	Cactus
	0.1

	BasketballDrive
	0.2

	BQTerrace
	0.3

	Average for Class B
	0.1

	Class C
	

	BasketballDrill
	0.1

	BQMall
	0.3

	PartyScene
	0.0

	RaceHorses
	0.3

	Average for Class C
	0.2

	Class D
	

	BasketballPass
	0.5

	BQSquare
	0.3

	BlowingBubbles
	0.1

	RaceHorses
	0.1

	Average for Class D
	0.3

	Class E
	

	Vidyo1
	0.4

	Vidyo3
	0.1

	Vidyo4
	0.3

	Average for Class E
	0.3

	
	

	ALL
	0.2


Table 3 shows the RD results when the random access high efficiency configuration is used [7].

Table 3. RD results for random access high efficiency configuration

	Sequence
	Huawei’s Proposal [3]
BD-Rate (%)

	Class A
	

	Traffic
	0.0

	PeopleOnStreet
	0.2

	Average for Class A
	0.1

	Class B
	

	Kimono
	0.0

	ParkScene
	0.0

	Cactus
	0.0

	BasketballDrive
	0.2

	BQTerrace
	0.0

	Average for Class B
	0.0

	Class C
	

	BasketballDrill
	0.1

	BQMall
	0.2

	PartyScene
	0.0

	RaceHorses
	0.2

	Average for Class C
	0.1

	Class D
	

	BasketballPass
	0.3

	BQSquare
	0.1

	BlowingBubbles
	0.0

	RaceHorses
	0.1

	Average for Class D
	0.1

	
	

	ALL
	0.1


More detailed coding results can be found in the Excel attachment.

2.2 Qualitative results

We have not noticed any visible visual artifacts in the decoded frames.
2.3 Complexity

For certain intra prediction modes, additional memory access operations need to be performed to transpose and/or flip the block of pixels. These appear to be O(N2) in nature, where N is the dimension of each side. They are performed on the pixels before the transform, and after the inverse transform. The table below summarizes if transpose or flip operations are required for each (logical) intra prediction mode.
	Modes
	Transpose?
	Flip?

	0-11
	No
	No

	12-17
	No
	Yes

	18
	No
	No

	19-27
	Yes
	No

	28-31
	Yes
	Yes

	32-33
	No
	Yes


The KLT itself is carried out using full matrix multiplies.
2.4 Training

The transform matrices and initial scan orders appear to be obtained from training.
3 Conclusion

We have cross-checked Huawei’s MDDT simplification proposal [3], studied the algorithm and verified their coding simulation results.
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