	[image: image24.png]K L
var(i,j)= E E |2R(i+k,j+l)—R(i+k—1,j+l)—R(i+k+l,j+l)|+
k=—KI="L

‘2R(i+k,j+l)—R(i+k,j+l—1)—R(i+k,j+l+l)|



[image: image25.png]


[image: image26.png]b



Joint Collaborative Team on Video Coding (JCT-VC)

of ITU-T SG16 WP3 and ISO/IEC JTC1/SC29/WG11

2nd Meeting: Geneva, CH, 21-28 July, 2010
	Document: JCTVC-B310


	Title:
	Tool Experiment 10: In-loop filtering

	Status:
	Output Document to JCT-VC

	Purpose:
	TE description

	Authors:
	Tomoo Yamakage1
Takeshi Chujoh1
Shawmin Lei2
Keiichi Chono3
Marta Karczewicz4
Andrew Segall5
Tomoyuki Yamamoto5
Byeungwoo Jeon6
Jeongyeon Lim7
Jizheng Xu8
	tomoo.yamakage@toshiba.co.jp
takeshi.chujoh@toshiba.co.jp
shawmin.lei@mediatek.com
chono@ct.jp.nec.com
martak@qualcomm.com
asegall@sharplabs.com
yamamoto.tomoyuki@sharp.co.jp
bjeon@skku.edu
jeongyeon@sktelecom.com
jzxu@microsoft.com

	Source:
	Toshiba1, MediaTek2, NEC3, Qualcomm4, SHARP5, SKKU6, SK Telecom7, Microsoft8


_____________________________

1 Introduction

The goal of this Tool Experiment (TE) is to improve and/or enhance in-loop filtering techniques in the HEVC Test Model under Consideration (TMuC). Techniques covered by this TE are deblocking/debanding filters, Wiener-based in-loop filters and image clipping and offset.

Concerning the deblocking/debanding filters, techniques are evaluated according to BD-rate gain as well as subjective picture quality. The first evaluated method is in-loop deblocking filtering for intra blocks [1] where intra prediction mode and direction are considered in addition to the conventional AVC deblocking process when deciding Bs values for intra blocks. The second evaluated method is IDF (Improved Deblocking Filter [2]) that are similar to the first method but has more flexibility to the prediction direction. The third evaluated method is conditional joint deblocking-debanding filter [3] where predetermined small pseudo noise is added to intra-coded CU boundaries. The fourth evaluated method is Content-adaptive de-blocking [6] where content-adaptive de-blocking is performed. The first two methods also adjust the strength of the deblocking filter. These are organized in subtest 1 and participants in this activity are Sungkyunkwan University (SKKU), SK Telecom, MediaTek, NEC and Microsoft.
Concerning the Wiener-based in-loop filters, techniques are evaluated according to BD-rate gain, complexity (in both encoder and decoder) and subjective picture quality. The first evaluated method is adaptive filter based on combination of sum-modified Laplacian filter indexing [4] where one of M sets of Wiener-based filter may be applied according to the Laplacian of the target pixel. The second evaluated method is parallel adaptive loop filter [5] where the weighted sum of the deblocked pixel and the result of Wiener-based filter to the pre-deblocking pixels is performed as an in-loop filtering. The third evaluated method is QAR (Quadtree-based Adaptive Restoration [2]) where one of two sets of Wiener-based filter or AO (Adaptive Offset [2]) method for restoration is applied. The fourth evaluated method is QALF (Quadtree-based Adaptive Loop Filter [7]) where Wiener-based filters are adaptively applied to the deblocked pixels. These are organized in subtest 2 and participants in this activity are Qualcomm, SHARP, MediaTek and Toshiba.
Concerning the image clipping and offset, techniques are evaluated according to BD-rate gain. The first evaluated method is PAO (Picture-based adaptive offset [2]) and PAC (Picture-based adaptive clipping [2]) where the adaptive offset and the adaptive clipping are performed to the reconstructed pixels. The second evaluated method is controlled clipping [8] where the clipping is performed to the reconstructed pixels. These are organized in subtest 3 and participants in this activity are MediaTek and SHARP.
The software basis for this TE is TMuC v0.6 [9][11]. For the test sequences, configurations and test conditions, in JCTVC-B300 [10] are used.
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3 Experimental Conditions

3.1 Software

TMuC v0.7 shall be used.
3.2 Test Sequences, Bit Rates and Coding Conditions

Follow the recommended sequences, configurations and test conditions in JCTVC-B300 except that high efficiency configuration with random access and low delay cases is mandatory for all subtests. For subtest 1, high efficiency configuration with all intra case is additionally mandatory.

Providing additional experimental results is encouraged.
If a proposal consists of a combination of several methods, the proponent is encouraged to additionally provide the method by method basis results as much as possible in order to understand the technical advantage of the methods precisely.

3.3 Evaluation of TE Results

Results of the TE will be evaluated on the basis of BD-measures. This also means that the results will be compared against the anchor.
Additionally, informal subjective viewing may be conducted during cross-verificaion and/or at the next meeting. Coordinators make efforts for this subjective viewing by consulting with the meeting hosts and relevant experts to assist this activity. (e.g. preparation of viewing equipment, selection of sequence(s) and QP point(s), etc.)
Sequences for subjective viewing will be notified when decided. Note that only for Subset 1: Deblocking/Debanding Filters, Tennis (1080p24) which was used in HVC CfE may be used in subjective viewing. Participants for the Subset 1 shall download the sequence according to the procedure described in Appendix and test it.
3.4 Evaluation of Complexity

For the complexity measurement, the TMuC software with the anchor configuration and the proposal implemented on the TMuC software shall be executed on the same machine, and the computational time will be measured for each test sequence and test case. Then, a time factor is calculated which the TMuC software including the subtest tool needs in comparison to the TMuC software with the anchor configuration.

In addition, number of encoding passes and number of operations in one encoding pass will be used for subtest 2.
4 Description of Tool Experiment

4.1 Subtest 1: Deblocking/Debanding Filters
4.1.1 Functionality Addressed

- Coding efficiency improvement
- Reduction of blocking artifacts
- Reduction of banding artifacts

- Reduction of blocking-banding artifacts

4.1.2 Expected Gains

- Coding efficiency improvement
- Subjective picture quality improvement while keeping rate-distortion performance

4.1.3 Evaluation Criteria

1. Measure impact on Bitrate/PSNR relative to the anchor(s).

2. Visual impact on output images of representative sequences encoded at representative rates. (The second scene of “Kimono” is suggested as one of the representative sequences.)

3. Subjective picture quality

4. Complexity (e.g., Decoding time measure)
4.1.4 In-loop Deblocking Filtering for Intra Blocks [1]  (JCTVC-B075, SKKU/SKT)
4.1.4.1 General Concept

Under the understanding that the strongest blocking artifacts are mainly caused by intra-predicted coding, the H.264/AVC deblocking filter assigns the strongest deblocking boundary strength to intra coded blocks. Current TMuC design and H.264/AVC do not take intra coded conditions such as coded coefficients and intra prediction mode in deblocking filtering of intra blocks.. Since deblocking filtering of intra-coded blocks not only affects coding efficiency of intra pictures but also that of inter-coded blocks as shown in [1], it is proposed to apply deblocking filtering to intra blocks considering various intra coding conditions as in Figure 1. 
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Figure 1  Bs decision of the proposed deblocking filter
If P and/or Q are intra coded and their macroblock types are different, relatively strong deblocking filtering with Bs=3 is applied since the boundary between them has strong blocking artifacts. Otherwise, intra prediction modes of P and Q are taken into account to jointly decide Bs. Different intra prediction modes of P and Q indicate that P and Q are predicted in different directions, thus the effects of prediction and quantization of P and Q are expected to be non-identical. In this case, normal filtering (Bs=2) is applied on the boundary. If intra prediction modes of P and Q are the same, P and Q are most likely to be in the same region, and in this case, filtering direction (block boundary direction) and prediction direction are further compared. If directions of filtering and prediction are the same, ( e.g., as in Figure 2 (a)), no filtering (Bs=0) is done to avoid unintended smoothing across the block boundary between P and Q. On the other hand, if those two directions are different as shown in Figure 2 (b), the weakest filtering (Bs=1) is applied to smooth out weak quantization error appearing on the boundary.
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Figure 2  Example of filtering direction and prediction direction

In summary, on macroblock boundaries, the proposed method can have various filtering (Bs=0, 1, 2, 3) in accordance to intra coding conditions. The strongest filtering (Bs=4) is not applied in this proposal at this time., however, optimization on the assigned Bs values and filtering direction can be further made. The more detailed technical description is described in [1].
4.1.4.2 Bitstream organization
No need to modify the bitstream syntax.  (i.e. only require the modification of decoding process)

4.1.5 Improved Deblocking Filter [2]  (JCTVC-B077, MediaTek)
4.1.5.1 General Concept

Improved deblocking filter (IDF) in JCTVC-B077 [2] includes two parts. The first part is modification of boundary strengths, thresholds, and clipping parameters, and the second par t is mode dependent deblocking filter (MDDF). Only block boundaries where at least one side is intra coded are affected by our modifications, and processing of the rest block boundaries is still the same as that in H.264 deblocking filter. The purpose of the first part is to filter intra edges more often and to weaken the filter strengths at the same time due to over-smoothing is observed. The purpose of the second part is to take intra prediction modes into consideration and to filter along texture directions or reduce filter strength properly for preserving more texture details.

4.1.5.2 Bitstream organization
No need to modify the bitstream syntax.  (i.e. only require the modification of decoding process)

4.1.6 Conditional Joint Deblocking-Debanding Filter [3]  (JCTVC-B056, NEC)
4.1.6.1 General Concept

Proposal (JCTVC-B056 in [3]) is an extension of the strong filter of TMuC deblocking filter; it adds small pseudo noise to strong filtered images of intra-coded CU boundaries associated with transform sizes larger than or equal to 16x16. The small pseudo noise, whose element takes the value of -1, 0, or 1, is associated with pixel position and is loaded from LUT according to its CU index, strong filter direction, and row and column indices. The addition of the small pseudo noise introduces a masking effect of banding artifacts while keeping the rate-distortion performance with the help of the subsequent Wiener filter. Furthermore, when IBDI is used, the proposal introduces a random quantization effect on the IBDI output image.
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Figure 3  JCTVC-B056 block diagram


4.1.6.2 Bitstream organization
No need to modify the bitstream syntax.  (i.e. only require the modification of decoding process)

4.1.7 Content-adaptive de-blocking [6]  (JCTVC-A118, Microsoft)
4.1.7.1 General Concept

Figure 4 shows the flow chart of the proposed de-blocking scheme. Given a decoded frame after inverse DCT and motion compensation, its luminance component is first processed with the H.264/AVC de-blocking filter. Then a global orientation energy edge detection (OEED) is conducted on the initially de-blocked image to get a local directional feature (LDF) partition. Based on the LDF partition, different de-blocking modes are decided for all blocks. Finally, the content-adaptive de-blocking is performed on both the luminance and chroma components of the decoded frame, with some parameters (e.g., filter orientation and thresholds) updated by the de-blocking mode decision, while others (e.g., boundary strength) directly inherited from the initial H.264/AVC de-blocking.
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Figure 4  Flow chart of the proposed de-blocking scheme
The LDF partition is to decide an appropriate deblocking mode for each block. In total 8 deblocking modes are defined: the H.264/AVC mode (mode A), an extra smoothing mode (mode B), and 6 directional modes (mode C-m, m = 2,3,4,6,7,8) in accordance with the filter bank of OEED except the horizontal and vertical directions. The mode decision is based on the following rules.

Mode C: for each 4x4 or 8x8 transformed intra block BI with its upper and left neighbors BU and BL available, if edge pixels appear in BI, the average orientation index mI (an integer between 1 to 8) and the orientation variance vI  on these edge pixels then are calculated. Similarly mU, vU and mL, vL, can be got in case there are also edge pixels in the two neighbors (otherwise they are set to 0). Denote D(·) a distance metric between different orientation indices, once
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it suggests the current block has consistent directional features with its neighbors, and thus BI is decided to be with mode C-mI.
Mode B: for each 16x16 transformed intra block BI with its upper and left neighbors BU and BL available, if no edge pixels appear in BI, BU and BL, then the intensity variances vI, vU and vL in the three blocks are calculated. Once
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it suggests the current block is inside a consecutive non-LDF region, and BI is decided to be with mode B.

Mode A: the remaining blocks are decided to be with mode A.
For deblocking mode C, the filtering involved pixels are no longer in a line perpendicular to the block boundary, but along 6 different orientations. Suppose 
[image: image7.wmf]3003

,...,,,...,

ppqq

 are the selected pixels for a 1D filter, during directional deblocking their values are modified as
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The above filter coefficients 
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 are the same as that used in H.264/AVC. 

In H.264/AVC there are two thresholds α and β determined by the average QP employed over the block boundary, and deblocking only takes place if
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As the deblocking performance highly depends on these thresholds, they should be carefully designed for our directional deblocking, not only considering QP but also the directional mode. Since our directional deblocking is always performed along the edge orientation, the filter decision thresholds to distinguish edges from blocking degradation should be relaxed. Generally there are
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where A is a magnification parameter related to QP, and B is a modulation parameter related to the directional mode mI.
The magnification parameter A is trained on a set of images containing typical directional edges. At high bit-rate (low QP), image details are still well preserved, so directional deblocking is less encouraged to avoid smoothing anti-directional texture, while at low bit-rate (high QP), directional deblocking can be much stronger as it will not blur the remaining edges.

The modulation parameter B is defined based on the following observation. Since the blocking degradation is caused by different quantization in two adjacent blocks, it is most severe across the block boundary and least severe along the boundary. Thus deblocking should be stronger if its direction is more perpendicular to the boundary. Suppose 
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 is the angle between the directional mode mI and the block boundary, then there is
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For deblocking mode B, the extra smoothing is performed along lines perpendicular to the upper and left block boundaries. Suppose 
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 are the pixels in the same row or column of two adjacent blocks, during extra smoothing their values are modified as  
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This is a heavy and long distance smoothing across the block boundary and all pixels in the consecutive non-LDF regions will be filtered. For the extra smoothing mode, no boundary strength and filter thresholds are needed.

Once the deblocking mode decision is done, the 8 different deblocking filters are simultaneously employed in a raster-scan order at the macroblock level for both luminance and chroma components. The reconstructed frame is obtained in a single deblocking pass.
Compared with the H.264/AVC deblocking, our method provides not only filter orientation flexibility but also filter thresholds adaptivity.
4.1.7.2 Bitstream organization
No need to modify the bitstream syntax.  (i.e. only require the modification of decoding process)


4.1.8 Participants
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The goal is to evaluate the performance (BD-rate and improvement of subjective picture quality) of each individual tool listed in this subtest and to explore further coding efficiency improvements as well as combinations of the listed tools, which is optional.
4.2 Subtest 2: Wiener-based in-loop filters
4.2.1 Functionality Addressed

- Reduction of coding error
4.2.2 Expected Gains

- Coding efficiency improvement
- Subjective picture quality improvement while keeping rate-distortion performance
4.2.3 Evaluation Criteria

1. Measure impact on Bitrate/PSNR relative to the anchor.

2. Subjective picture quality

3. Complexity (e.g., Decoding time measure, encoding passes, number of operations in one encoding pass)
4.2.4 Adaptive Filter based on Combination of Sum-Modified Laplacian Filter Indexing [4]  (JCTVC-A121, Qualcomm)
4.2.4.1 General Concept

The text uses M set of non-separable filters. The M sets of non-separable filters are transmitted to the decoder for each frame. Whenever the ALF segmentation map indicates that a block should be filtered, for each pixel, a specific set of filters is chosen based on a measure of local characteristic of an image, called activity measure. The text uses the sum-modified Laplacian measure. The sum-modified Laplacian for pixel is calculated as follows:
 SHAPE  \* MERGEFORMAT 


.
4.2.4.2 Bitstream organization
No need to modify the bitstream syntax (nor decoding process). (i.e. already in the anchor)

4.2.5 Parallel Adaptive Loop Filter [5]  (JCTVC-B064, SHARP)
4.2.5.1 General Concept

A parallel adaptive loop filter is a kind of Wiener in-loop filter in which one post-deblocked (post-DF) pixel and several (3x3/5x5/9x9) pre-deblocked (pre-DF) pixels are used. The filtering process is described by the equation below. The proposed approach achieves coding gain as well as the parallel-processing capability of Deblocking filter and Wiener in-loop filter as described in the contribution (JCTVC-B064 [5]). 
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  (N=25, 49, or 81 depending on the signaled tap size)
Where, 
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[image: image21.wmf]i

pre

w

,

 and 
[image: image22.wmf]post

w

 are coefficients for Wiener filter. And c is DC offset.
4.2.5.2 Bitstream organization
Besides the common bitstream, the following side information is send to the decoder:

	Location
	Description

	Frame Header
	Flag to indicate whether the Wiener in-loop filter using a post-DF pixel and pre-DF pixels or the Wiener in-loop filter using post-DF pixels is applied.

	Frame Header 
	Filter coefficients of Wiener in-loop filter (one for post-DF pixel, the others for pre-DF pixels) and an offset.


In addition, the on/off control information and the size of the filter tap that is applied to pre-DF pixels are signaled using the same syntax as in QALF in KTA2.6r1.
4.2.6 Quadtree-based Adaptive Restoration [2]  (JCTVC-B077, MediaTek)
4.2.6.1 General Concept

The quadtree-based adaptive restoration (QAR) in JCTVC-B077 [2] tries to enhance the reconstructed picture with local adaptation. A luma picture can be divided into quadtree partitions. Each luma picture partition can be further divided into blocks, and each luma picture partition can choose one method among adaptive loop filter (ALF), adaptive offset (AO), and doing nothing. The ALF method can select a 1-filter mode and a 2-filter mode, and the filter can be a new filter with transmitted coefficients or a time-delayed filter without any transmitted coefficients. The AO method can select a localized band offset (LBO) mode or a localized edge offset (LEO) mode. For each block in one partition, a restoration flag is transmitted. If the 2-filter mode of the ALF method is chosen for the partition, the restoration flags are used to indicate a first filter or a second filter; otherwise, each restoration flag is used to indicate whether the restoration is on or off for the block. The chroma processing in QAR is the same as that in Toshiba’s quadtree-based adaptive loop filter (QALF).
4.2.6.2 Bitstream organization
The picture-level quadtree partitioning information is sent to the decoder. For each partition, the restoration method and corresponding information including filter coefficients or filter indices, offsets, and restoration flags. All information is currently located in the slice header.

4.2.7 Quadtree-based Adaptive Loop Filter [7]  (JCTVC-A117, Toshiba)
4.2.7.1 General Concept

A loop filter (QALF: Quadtree-based Adaptive Loop Filter) may be applied to the decoded picture before storing to DPB. QALF is intended to reduce coding noise of the decoded picture, and it is decided slice by slice for luminance and chrominance whether the loop filter is applied to a block.

The luminance filter is a point-symmetrical 2-dimential FIR filter with non-zero coefficients in a concentric circle as shown in Figure 5. Coefficients of the filter are designed slice by slice at encoder and signaled to decoder. The coefficients are adaptively predicted spatially or temporally (including direct prediction) as proposed in [12]. In addition, it is decided block by block at encoder whether the filtering is performed and the decision is signaled to decoder.

[image: image23]
Figure 5  Shape of Wiener filter

The chrominance filter is a 5x5-tap point symmetrical rectangular 2-dimentional FIR filter. Coefficients of the filter are designed slice by slice at encoder and signaled to decoder.
As for the prediction of filter coefficients, spatial and temporal adaptive prediction in JCTVC-B045 is performed.
4.2.7.2 Bitstream organization
Based on JCTVC-A205_draft001, an additional syntax element to select the prediction mode of filter coefficients is added. The element signals either spatial, temporal, or direct prediction is used.

For the shape of Wiener filter, since the circle shape is used instead of square as described in JCTVC-A205_draft001, appropriate modification is applied.

	
	

	
	

	
	


4.2.8 Participants

	Participant
	Contact
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The goal is to evaluate the performance (BD-rate and improvement of subjective picture quality) of each individual tool listed in this subtest and to explore further coding efficiency improvements as well as combinations of the listed tools, which is optional.
4.3 Subtest 3: Image clipping and offset
4.3.1 Functionality Addressed

- Reduction of coding error
4.3.2 Expected Gains

- Coding efficiency improvement
4.3.3 Evaluation Criteria

1. Measure impact on Bitrate/PSNR relative to the anchor.

2. Complexity (e.g., Decoding time measure)
4.3.4 PAO and PAC [2]  (JCTVC-B077, MediaTek)
4.3.4.1 General Concept

Picture-based adaptive offset (PAO) is implemented as picture-based band offset (PBO) followed by picture-based edge offset (PEO). PBO and PEO are conceptually similar to band correction (BDC) and extreme correction (EXC) in JCTVC-A124. Pixels are classified into different groups, and an offset is derived for each group. Picture-based adaptive clipping (PAC) is to transmit the minimum and maximum of original pixels in the current picture to the decoder so that any pixel after reconstruction can be clipped within the original range.

4.3.4.2 Bitstream organization
Flags to enable PBO, PEO, and PAC are transmitted. Offsets of PBO, offsets of PEO, and the minimum and maximum of PAC are also transmitted. All information is currently located in the slice header.
4.3.5 Controlled Clipping [8]  (JCTVC-B113, SHARP)
4.3.5.1 General Concept

One differentiating property of the HEVC system is the adaptivity of the system to the statistics of the input signal.  This adaptivity is evident in the motion interpolation design that incorporates sets of filter to accommodate different signal characteristics.  This adaptivity is also evident in the adaptive loop filter design that allows the loop filter to be designed at the encoder and transmitted to the decoder.

The additional adaptivity provides increased coding efficiency for many sequences.  However, in the current HEVC design, it also results in dynamic range expansion.  For image sequences that are transmitted at full range, e.g., [0,255] in 8-bit, this dynamic range expansion is not an issue.  The decoding process currently restricts intermediate values to the full range, and so any dynamic range expansion is handled implicitly.

A problem occurs when the input data is not full range.  One very common scenario is when image data is stored with “broadcast legal values”.  In this case, the luma signal is traditionally in the range [16, 235] and chroma is traditionally in the range [16,240].  When data in this format is processed by the TMuC design, the reconstructed pixel values may exceed the range of the input values.  This is because the decoder restricts the values to full range and not a restricted range.

Here, a straightforward solution to the problem is suggested.  Specifically, solution allows an encoder to transmit the input luma and chroma range to a decoder.  The decoder then uses these range values during the clipping operation.  The entire system consists solely of a change of the clipping points following the motion compensation and adaptive loop filter process.
4.3.5.2 Bitstream organization
Controlled clipping is supported with the following syntax and semantics

	pic_parameter_set_rbsp( ) {
	C
	Descriptor

	
pic_parameter_set_id
	1
	ue(v)

	
seq_parameter_set_id
	1
	ue(v)

	
…
	
	

	
codeword_restrict_flag
	1
	u(1)

	
if( codeword_restrict_flag )
	
	

	
{
	
	

	

codeword_restrict_blegal_flag
	1
	u(1)

	

if( !codeword_restrict_blegal_flag )
	
	

	

{
	
	

	


codeword_restrict_sameC_data_flag
	1
	u(1)

	


codeword_restrict_minY
	1
	ue(v)

	


codeword_restrict_maxY
	1
	ue(v)

	


codeword_restrict_minCr
	1
	ue(v)

	


codeword_restrict_maxCr
	1
	ue(v)

	


if( codeword_restrict_sameC_data_flag )
	
	

	


{
	
	

	



codeword_restrict_minCb = codeword_restrict_min_Cr
	
	

	



codeword_restrict_maxCb = codeword_restrict_max_Cr
	
	

	


} else {
	
	

	



codeword_restrict_minCr
	1
	ue(v)

	



codeword_restrict_maxCr
	1
	ue(v)

	


}
	
	

	

}
	
	

	
	
	


Semantices

codeword_restrict_flag equal to 1 denotes that codeword restrictions are signaled in the bit-stream and that the codeword restriction process is enabled prior to storing frames in the prediction buffer.

codeword_restrict_blegal_flag equal to 1 denotes that codeword restriction operator shall use the broadcast legal codewords in the restriction process.  When this flag is true, codeword_restrict_minY shall be 16, codeword_restrict_maxY shall be 235, codeword_restrict_minCb and codeword_restrict_minCr shall be 16 and codeword_restrict_maxCb and codeword_restrict_maxCr shall be 240.

codeword_restrict_sameC_data_flag equal to 1 denotes that codeword restrictions are the same for all chroma channels.

codeword_restrict_minY defines the minimum allowable codeword for the luma channel.  Codewords less than this minimum value shall be replaced by the minimum value.

codeword_restrict_maxY defines the maximum allowable codeword for the luma channel.  Codewords greater than this maximum value shall be replaced by the maximum value.

codeword_restrict_minCb defines the minimum allowable codeword for the Cb channel.  Codewords less than this minimum value shall be replaced by the minimum value.

codeword_restrict_maxCb defines the maximum allowable codeword for the Cb channel.  Codewords greater than this maximum value shall be replaced by the maximum value.

codeword_restrict_minCr defines the minimum allowable codeword for the Cr channel.  Codewords less than this minimum value shall be replaced by the minimum value.

codeword_restrict_maxCr defines the maximum allowable codeword for the Cr channel.  Codewords greater than this maximum value shall be replaced by the maximum value.
4.3.6 Participants
	Participant
	Contact

	Sharp
	asegall@sharplabs.com

	MediaTek
	shawmin.lei@mediatek.com


5 Time-line and Responsibilities
T1:
2010-Aug-13:
Final TE description and upload
T2:
2010-Sept-21: 
Start cross-checking
T3:
2010-Oct-1:
Input document upload
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Appendix: Procedure for downloading Tennis sequence
(1) DCAJ Registration 
In order to use Tennis sequence, DCAJ registration is required at the following site: 

         Site: http://www.dcaj.org/cosme/data/

ID and password were announced 

         ID: dcaj

         Password: cosme2009
(2) Download

Tennis sequence is not currently available on the DSAJ site. However, it is available on the Hannover ftp site:

         Site: ftp.tnt.uni-hannover.de

         ID: hvc

         Password: the one used for 88th MPEG Maui meeting
If TE10 participants do not know it, contact TE10 coordinators listed in Section 2.

After logging to the Hannover ftp site, the zip of Tennis sequence is available at the following pass:
cfe\orig-m10553\Tennis_1920x1080_24.yuv.zip
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