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1 Introduction

Context-Adaptive Binary Arithmetic Coding (CABAC) is one of two entropy engines used by the AVC video coding standard. Processing in CABAC engine is highly serial in nature.  Consequently, in order to decode high bitrate video bit-streams in real-time, the CABAC engine needs to be run at extremely high frequencies which consumes a significant amount of power and in the worst case may not be feasible. Several bin-level parallelism techniques were proposed in response to HEVC CfP to improve bin decoding throughput. But since serial bottlenecks in context processing limit the overall throughput improvement in the entropy coder, techniques that parallelize context processing and binarization are required too. 

This tool experiment will verify the level and performances of parallelism supported by: 

(a) Parallel context processing and 

(b) V2V coding techniques.
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3 Tools under Test

The following tools will be considered. 

	Proponent
	Document 
	Codebase
	Tool description

	TI
	JCTVC-B088
	TMuC-0.7 
	Parallelization of context level processing.

	RIM
	JCTVC-B036
	TMuC-0.7 
	Improved parallelism for V2V entropy coding in HEVC.

	RIM
	JCTVC-B034
	TMuC-0.7 
	V2V codes, source selection 

	
	
	
	

	
	
	
	


4 Software and Configuration

TMuC-0.7 version will be used for testing. 

Common conditions as defined by TMuC Software AhG in JCTVC-B300 will be used. Only common conditions that use high efficiency entropy coding will be used. The software evaluation will cover the following contributions and tools:

4.1 JCTVC-B088: "Parallel Context Processing techniques for high coding efficiency entropy coding in HEVC". Texas Instruments

The following tools of JCTVC-B088 will be tested:

· Coefficient Sign PCP (Section 3.2)

· Coeff Level BinIdx 0 PCP (Section 3.3)

· significance map PCP (Section 3.4)
4.2 JCTVC-B036: "Improving throughput for V2V coding in HEVC", Research in Motion

The following tool of JCTVC-B036 will be tested

· Impact of coding order for significance map on bin decoding throughput(Section 2)
4.3 TMuC PIPE and 
4.4 JCTVC-B034: “ Source selection for V2V entropy coding in HEVC

The following tool of PIPE and JCTVC-B034 will be tested

· V2V coding trees
Described below is a test bench for measuring the encoding and decoding throughput, and compression efficiency of V2V codes. The encoding throughput is defined as the number of bins that the entropy coder can encode in one second.  The decoding throughput is defined as the number of bins that the entropy decoder can reconstruct from the encoded file in one second. Given the low computational complexity of such operations, both quantities are typically measured in million symbols, or bits, per second (Mbps). The compression rate is defined as the number of output bits divided by the number of input, or original, bins, and it is given in units of bits per symbols (bps).  To measure the relative efficiency of a V2V code on a sequence emitted from a Bernoulli source with probability of 1 equal to p, the compression rate R(p) is compared to the entropy H(p) = -(p*log(p) + (1-p)*log(1-p)).  For any properly designed test bench the inequality R(p) >= H(p) should hold, and this prompts the need to define the relative efficiency as the redundancy (R(p) - H(p)) / H(p).  This expression is measured in percentages.

Each V2V code in PIPE and B034 is designed for a certain probability p. For such a V2V code, the throughput and compression efficiency are measured as follows.
1. Generate a pseudo-random sequence of M binary symbols, in which the probability of 1 is   approximately p.  These symbols are stored in a UChar array of [N / 8] elements, where each element holds 8 bits.  Additionally, a UChar[N / 7] buffer is reserved for the encoded data.

2. Encode each element of the buffer, splitting up the elements in an unrolled loop.  Time this procedure.

3. Decode each element of the buffer, splitting up the elements in an unrolled loop.  Time this procedure.

4. Compare the decoded data to the original.
5. Report the timed values as encoding and decoding throughput, respectively, and the compression rate of the V2V code.

· Hardware and Configuration
Because of the high overhead of computational power required to simulate the entropy coder gate level netlists, the video duration for the power analysis is limited to a few frames for each test video. The FPGA emulation allows for more video duration for the bit rate measurement   

- Class A: Size 2560x1600 (pixel resolution as in original 4Kx2K) 30 fps

	Name
	Bit Rate Duration     
	Power Analysis Duration    
	QP for CS1     
	QP for CS2

	S01 Traffic
	60 frames
	3 frames
	
	

	S02 People on Street           
	60 frames
	3 frames
	
	


ower dissipationon table and design of tablesare evaluation, the results will be provided for the first 























- Class B1: Size 1920x1080p 24 fps

	Name
	Bit Rate Duration     
	Power Analysis Duration    
	QP for CS1     
	QP for CS2

	S03 Kimono
	48 frames                 
	 2 frames
	
	

	S04 ParkScene                  
	48 frames                 
	2 frames  
	
	


- Class B2: Size 1920x1080p 50-60 fps

	Name
	Bit Rate Duration     
	Power Analysis Duration    
	QP for CS1     
	QP for CS2

	S05 Cactus                    
	120 frames 
	 4 frames
	
	

	S06 BasketballDrive            
	120 frames                 
	4 frames  
	
	

	S07 BQTerrace                  
	120 frames                
	4 frames
	
	


The hardware evaluation will cover the following contributions:

· TMuC PIPE, 

· JCTVC-B034: “ Source selection for V2V entropy coding in HEVC

Tools for hardware configuration proposed are:

· ModelSim 6.5 SE logic simulator

· Synopsys Design Compiler version B-2008.09-SP5

· Synopsys PrimeTime PX version B-2008.12-SP3

· TSMC 65 nM low power standard cell library
· Hardi HAPS-31 FPGA emulation system 

· Xilinx ISE FPGA synthesis, place and route
Flow for hardware evaluation:

· Conversion of TMuC code into synthesizable RTL code

· Instantiation of RTL code into simulation test bench

· Development of testbench used to simulate entropy decoding of test video frames

· Porting of RTL code into FPGA prototyping environment for bit rate testing    

· Synthesis of RTL code into gate level netlist
· Gate level simulation of entropy decoder implementations

· Power analysis of entropy decoder implementations

· Analysis of bit rate and power dissipation results  
Hardware evaluation is optional.
(Hardware evaluation as a part of TE will be done if cross-verification can be agreed upon by participants.)

5 Time-line and Responsibilities

August 9, 2010: TMuC software available.

August 13, 2010: Final TE-description, selection of hardware basis.

September 17, 2010: Latest date for start of cross-check.  
September 29, 2010: Cross-check completes and results reported to co-ordinators.
October 1, 2010: Upload of report of verification results.
6 Definition of Performance Measurement Criteria
The performance measurements are evaluated by switching on and off individual tools to identify their relative performance. The following measurements are considered to be used in this tool experiment.

6.1 Coding Performance Measurements

Objective rate-distortion measurements using 4-point BD-PSNR and BD-Rate [1] for tools in Section 4.1, 4.2 and 4.3.
Impact of the number of tables and design of tables on the compression efficiency for tools in Section 4.3.
6.2 Throughput and Complexity Considerations

6.2.1 Software

Average and maximum throughput improvement numbers will be provided. 

Throughput improvement will be measured in software simulation using TMuC for tools in Section 4.1 as follows:

· Coefficient Sign PCP: Coding sign in a separate plane reduces context dependency. So throughput improvement can be approximated as: (Number of independent contexts lookups)/(Total number of context) = (Number of sign bins)/(Total number of bins)
· Coeff Level BinIdx 0 PCP: Let the number of contexts read for Bin0 for levels be N0 and number of contexts read for other bins in level be N1. Context processing throughput improvement would be 1 - (N0+1)/(N0+N1) for levels.
· significance map PCP: Percentage reduction in number of contexts speculatively read for N-fold parallelism.
Context throughput will be measured in software for tools in Section 4.2 as follows:

In the software simulation using TMuC, the number of context processing needed for decoding is used as the measurement. Assuming the average number of context processing is 1 in the sequential case, i.e. without using this tool, the average number of context processing using this tool is the statistic average of context processing. Suppose N contexts could be processed in parallel maximum, each parallel process might process k (0<=k<=N) contexts with probability P(k) (because only k bins are available at the time of processing), the average number of context processing equals to ∑k∙P(k). The counters are defined in the TMuC software for this purpose. For example, in the context processing of the significance map, the counter c[k] (initialized to 0) is increased by one after all these k bins are processed:
for(pos = 0; pos < maxPos; pos++)
{
    binsReady = getNbins();
    for(block = 0; block < maxBlock; block += binsReady)
    {
      for(i = 0; i < binsReady; i++)
         Decode sig[block, pos] with context_sig_offset + pos;

      c[binsReady]++;
    }
}
In the above code, the variables/functions are defined as
maxPos: maximum coefficient position, for example, for blocks of size 4x4, the value for maxPos would be 16
getNbins(): the maximum number of bins that are processed in parallel, N, is defined before the above codes are called; this function returns the maximum number of bins ready when N bins are required from the V2V buffer
maxBlock: maximum number of blocks within a CU having the same value of maxPos
sig[block, pos]: significance flag of the DCT coefficient at the pos position of the DCT block
context_sig_offset: context pointer pointing to the beginning of the significance context array
After all context processing, the probability P(k) is estimated from these counters as                      
                                          P(k) = c[k]/∑c(i)
6.2.2 Hardware

The following numbers can be optionally provided for tools in Section 4.3:

· Average and maximum throughput (context level and bin level)

· Gate Count and memory

· Power dissipation versus BitRate
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