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Abstract
We propose a system that enables the low resolution decoding of a bit-stream without drift.  The system consists of a buffer compression algorithm that reduces memory bandwidth for all devices, and a low resolution decoding mode that enables optional, lower power operation.  We assert that this lowest power mode is beneficial for battery powered devices and additionally benefits devices with screen resolutions lower than the content resolution.  To achieve our goal, we propose to store sub-sampled and compressed versions of reconstructed frames in the decoded picture buffer.  We then store prediction and residual data to reconstruct the missing pixels.  The result is buffer compression.  Additionally, we allow encoders to selectively disable the residual correction for the missing pixels data and transmit the prediction component explicitly.  As will be described in the document, this leads to a low resolution decoding functionality.   
1 Introduction

Power is a critical factor when designing higher resolution decoders.  The increased pixel counts lead to higher power, as the amount of pixel processing is directly related to the resolution of an image frame.  Moreover, with the goal of higher coding efficiency in HEVC, we expect the complexity of the pixel calculations to exceed previous, standards based system.  A second contributor to higher power consumption is the memory bandwidth needed to access the reference picture buffers.  Memory bandwidth is also a major power bottleneck and cost factor for system design. 

Previously, others have proposed that it is beneficial to include a normative, frame buffer compression algorithm within the HEVC design.  We understand this assertion.  The goal of the frame buffer compression algorithm is to reduce the memory bandwidth (and power) required to access data in the reference picture buffer.  Given that the reference picture buffer is itself a compressed version of the original image data, it seems intuitive that compressing the reference frames can be achieved without significant coding loss for many applications.  This is substantiated by others experiments.
In addition to addressing memory bandwidth though, we assert that another important path for lower power decoding is to reduce the number of pixels that must be processed and/or reconstructed at the decoder.  Obviously, this reduction must be controlled and adaptive.  However, it is justified for several use-cases.  The first is a mobile device running on batteries.  For these devices, we assert that content adaptive and opportunistic power reduction is useful for increasing battery life.  A second use case is devices designed to access content that has resolution greater than the display.  For example, a mobile device may decode full HD video but display at a lower HD resolution.  Alternatively, an HD display may decode 4k content but display in HD.  For these scenarios, the ability to decode a low-resolution version of the high resolution sequence directly reduces the power, design and cost constraints of the decoder.

Here, we propose a system that enables power savings by combining a low-resolution decoding capability with memory bandwidth reduction.  The two are integrally related, as the design of the memory bandwidth technique is a key enabler of the low-resolution decoding.  We introduce the frame buffer compression technique in the next section, and we assert that the buffer compression algorithm is low-complexity and easy to specify.  We introduce the low-resolution decoding functionality in the subsequent section.
2 Frame Buffer Compression
The first component of our proposal is the frame buffer compression algorithm.  The goal of this algorithm is to reduce the bandwidth needed to access the reference picture buffers.

At the high level, our encoding technique has the following steps:  We begin with a reconstructed and full resolution image frame.  To be clear, this is the output of the HEVC decoder.  Then, we store a low-resolution version of the full resolution frame.  This low-resolution version consists of half the image pixels and corresponds to a quincunx sampling of the pixel data as shown in Figure 1.  Note that we do not filter the data.  Next, this low-resolution version is coded using the well known adaptive moment block truncation coding (AMBTC) technique and stored in the frame buffer.  Subsequently, we predict the missing pixels from the stored values using bi-linear interpolation.  The residual differences are then quantized and stored using the same technique.  
[image: image1.emf]
Figure 1 - Sampling structure of the frame buffer compression algorithm
A diagram of the approach appears in Figure 2.  As can be seen from the Figure, the decoding process reverses that of the encoder.  Namely, we fetch the down-sampled data and residual information.  Then, we predict the missing pixels from the down-sampled data and add the residual.
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Figure 2 - Block diagram of the integration of the frame buffer compression algorithm in the video codec.

3 Low Resolution Decoding
In the previous section, we introduced our frame buffer compression algorithm that stores the pixel data in a multi-layer approach.  Namely, a low resolution version of the image data is stored.  Pixels not in the low resolution version are then predicted from the low-resolution version and refined.  In this section, we exploit this structure to enable an additional function within the codec design -- graceful power degradation.  This functionality is enabled by the encoder, and it allows a decoder to operate at lower resolution.  Switching from low-resolution to high resolution is supported on a frame-by-frame basis and accomplished without drift.

To enable the low-resolution mode, we introduce a flag in the bit-stream to signal that the low-resolution decode capability.  In this mode, the decoder performs the following steps:

1. Disables the residual calculation in the frame buffer compression algorithm.  This consists of disabling the calculation of residual data during the loading of reference frames as well as disabling the calculation of residual data during the storage of reference frames.
2. Modifies the de-blocking operation to use linear interpolation to derive the values for sample locations in the higher resolution locations.

3. Stores reference frames prior to applying the adaptive loop filter.
With these changes, the decoder may continue to operate at full resolution.  Specifically, for future frames, it may retrieve the full resolution frame from the compressed reference buffer, perform motion compensation, residual addition, de-blocking and loop filtering.  The result will be a high resolution frame.  It is important to note that this frame can still contain frequency content that occupies the entire range of the full resolution pixel grid.  

Alternatively though, the decoder may choose to operate only on the low-resolution data.  This is possible due to the independence of the lower resolution grid on the higher resolution grid in the buffer compression structure.  For motion estimation, the interpolation process is modified to exploit the fact that high resolution pixels are linearly related to the low-resolution data.  Thus, the motion estimation process may generate a low resolution prediction using the low resolution frame buffer by using modified interpolation filters.  Similarly, for residual calculation, we exploit the fact that the low resolution data does not rely on the high resolution data in subsequent steps of the decoder.  Thus, we use a reduced inverse interpolation process that only computes the low resolution pixels from the transform coefficients.  Finally, we employ a modified de-blocking process that de-blocks the low-resolution data independent from the high-resolution pixels (to be clear, the high-resolution is dependent on the low-resolution).  This is again due to the linear relationship between the high-resolution and lower-resolution data.
4 Experimental results
We incorporated the low resolution decoding algorithm into TMuC 0.3 and evaluated performance.    Full results are included in the Excel sheet accompanying this contribution.  Additionally, we have performed initial evaluation of the low power de-blocking mode.  Our emphasis is currently on sequences that are well represented without using the frame buffer compression residual – as these sequences are the first candidates for low resolution decoding.
To provide some evidence, we provide visual results of low-resolution capable processing compared to the full resolution only processing for Kimono in Figure 3.  Obviously, presentation of these results in a contribution is difficult; however, we assert that there are no significant differences between the two images.  Similarly, we show the low-resolution capable processing and full resolution only processing of ParkScene in Figure 4.

In addition to visual results, we also report the RD impact of the additional low power decoding mode in Figures 5 and 6.  Here, we plot the RD performance of the TMuC software for the Kimono and ParkScene sequences.  We then plot the RD performance of the modified software that includes the low resolution decoding capability.  Here, we are comparing the full resolution output of both systems and so measuring the impact of the low resolution capability on full resolution devices.  As can be seen from the Figures, the impact is negligible.
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(a)
(b)

Figure 3 – Comparison of the output of (a) low resolution capable bit-stream and (b) original bit-stream that is not capable of low resolution decoding.  Here, (a) uses a compressed reference frame buffer and a modified de-blocking operation.
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Figure 4 – Comparison of the output of (a) low resolution capable bit-stream and (b) original bit-stream that is not capable of low resolution decoding.  Here, (a) uses a compressed reference frame buffer and a modified de-blocking operation.
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Figure 5 – R-D impact of low power capability on the full resolution output.  Kimono1_1080p_anchor is the attained using TMuC0.3, while Kimono1_1080p_LowPower mode corresponds to the bit-stream with low power mode enabled but operating at full resolution.  Notice that there is no performance decrease by adding the low power capability.
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Figure 6 – R-D impact of low power capability on the full resolution output.  ParkScene_1080p_anchor is the attained using TMuC0.3, while ParkScene_1080p_LowPower mode corresponds to the bit-stream with low power mode enabled but operating at full resolution.  Notice that there is no performance decrease by adding the low power capability.

5 Conclusion

We propose a system for graceful power degradation that combines a frame buffer compression strategy with an additional low-resolution decoding mode.  We assert that the frame buffer compression component reduces the required memory bandwidth between the reference picture buffer and processing logic for all applications, while the additional low-resolution decoding mode facilitates an even lower power operating point.  This lower power operating point is useful for mobile devices that can save power opportunistically, as well as devices with screen resolutions lower than the resolution of the content.
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