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Abstract

In this contribution an experimental result on memory bandwidth for HEVC is provided. With increasing popularity of high-definition or higher resolution materials for all types of video devices, consideration for memory access bandwidth issues is becoming ever more important. In this contribution, the number of pixels to be accessed from the frame buffer is used as a measure to estimate memory bandwidth of the decoder. It is observed that, under TE2 coding conditions using the class B sequence, the use of extended MB tool in KTA2.6r1 leads not only to the coding gain but also the reduction of memory bandwidth.
1 Introduction
The upcoming high-efficiency video coding (HEVC) standard is expected to significantly surpass H.264/AVC in coding gain. When it comes to the actual implementation of video codec, external memory access has been one of the major design issues and increasing demand for high quality applications such as mobile HD and ultra high-definition (UHD) TV makes it more challenging. The memory bandwidth is defined as the amount of data per unit time as required by the algorithm to be loaded into the data cache from DRAM [1]. In a video decoder, there are several memory access units, e.g. input bitstream store, coding information store, intra prediction, inter prediction, loop-filtering, reference frame store, and display frame read. Among them, motion compensation for inter prediction exceeds more than half of the total memory access to decode a video bitstream. The main reason for heavy memory access in motion compensation is that the prediction for a block needs a larger number of pixel data than that of pixels in the block when its motion vector is of fractional-pel.
The real memory bandwidth on a video chip depends on memory type, video data map, and data cache size as well as the number of transferred pixel data in a unit time. The width of the DRAM interface corresponding to data bus is expressed as the “data quantum” – the minimum addressable unit of data [2]. For example, the widely used memories such as DDR2 SDARM and DDR3 SDRAM are internally operated at multiple times faster than DDR SDRAM. As the DRAM technology advances, the databus size also tends to increase. The bigger data quantum could result in unwanted memory bandwidth overhead while the data is being transferred. Additional memory cycles may be required when the data to be referenced is lying across different memory banks. Without a doubt, there could be many ways to measure the memory bandwidth for a video bitstream, but the number of pixels to be referenced for motion compensation was used as such a measure in this contribution.
The rest of this contribution is constructed as follows:

Section 2 discusses how pixels need to be referenced for interpolation in motion compensation. Section 3 describes a memory bandwidth estimation method for each macroblock type. An experimental result is provided in Section 4 and conclusions are drawn in Section 5.
2 Memory access for motion compensation
The number of pixels to be referenced for motion compensation depends on how many pixels are needed to create a fractional pixel. In general a larger filter tap size would lead to more precise interpolation results. However, a fixed 6-tap and a bilinear filter have been mostly used for luma and chroma respectively in consideration of the complexity of the operation. Fig. 1 shows the necessary neighboring pixels around the four pixels when a 6-tap or bilinear filter is applied along the horizontal direction.
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Figure 1. Necessary pixels for interpolating fractional pels
If the motion vector of a block is sub-pel, neighboring pixels in addition to those in the matching block should be read from the frame memory. When an N-tap filter is used to interpolate M pixels, the number of pixels to be referenced is (M + N – 1) in general. Because KTA2.6r1 adopts a 6-tap filter for luma and a bilinear filter for chroma under the TE2 coding condition, the number of pixels for M pixels are (M + 5) and (M + 1), respectively. 
The extended MB tool also included in KTA2.6r1 showed promising coding efficiency and a lot of responses to HEVC CfP proposed the use of larger block sizes than 16x16 [3, 4]. In Fig. 2, the extended block partitions from 4x4 to 64x64 are represented. Although Fig. 2 shows various block partitions of luminance component, those of chrominance components, i.e. Cb and Cr could be inferred according to the color format. For Y:Cb:Cr 4:2:0, the block sizes of chroma would be from 2x2 to 32x32. Based on the extended block partition, the overhead ratio relative to each block size is calculated in Table 1, where the overhead ratio is defined as follows:
(overhead ratio) = 

(# of needed pixels for interpolation of a block partition) / (# of pixels of a block partition).
Note from Table 1 that the smallest block partition 4x4 has the largest overhead ratio as the filter tap size is the same regardless of the partition size.
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Figure 2. Extended block partitions from 4x4 to 64x64
Table 1. Overhead ratio of motion compensation to its size for each block size
	Block Size
	Overhead Ratio
	Block Size
	Overhead Ratio
	Block Size
	Overhead Ratio
	Block Size
	Overhead Ratio

	Y
	C
	Y
	C
	Y
	C
	Y
	C
	Y
	C
	Y
	C
	Y
	C
	Y
	C

	64x64
	32x32
	1.16
	1.06
	32x32
	16x16
	1.34
	1.13
	16x16
	8x8
	1.72
	1.27
	8x8
	4x4
	2.64
	1.56

	64x32
	32x16
	1.25
	1.10
	32x16
	16x8
	1.52
	1.20
	16x8
	8x4
	2.13
	1.41
	8x4
	4x2
	3.66
	1.86

	32x64
	16x32
	1.25
	1.10
	16x32
	8x16
	1.52
	1.20
	8x16
	4x8
	2.13
	1.41
	4x8
	2x4
	3.66
	1.86

	
	4x4
	2x2
	5.06
	2.25


3 Memory bandwidth estimate
The memory bandwidth for motion compensation could be represented with or without memory compression respectively as follows:

(memory bandwidth) =

(average bitrate of motion compensation in a frame) x (frame rate) or
 (average number of pixels to be referenced in a frame) x (bit width per pixel) x (frame rate).
Here we estimate the memory bandwidth without considering the memory compression technology. The estimated bandwidth expresses the total luminance and chrominance data rate for motion compensation. The number of reference pixels for motion compensation of a block depends on the block partition size and its motion vector precision. Table 1 shows the overhead ratio for motion compensation of each partition block, but it just corresponds to the worst case with fractional motion vectors.
4 Experimental results and discussions
We utilized the KTA2.6r1 software under the JVT-VC TE2 coding conditions with Class B test set [5]. Basically, CS1 was coded using Hierarchical-B frames with “GOP length 8”, and CS2 was coded using the IPPP GOP structure.
In order to investigate the effect of the large block partition on memory bandwidth, the KTA tool parameter UseExtMB was set to 0 (to 16x16) or 2 (to 64x64). Also the following KTA tools were enabled: 
· MVCompetition           
= 1  # Enabled with default parameters

· UseIntraMDDT            
= 1  # Use MDDT for intra blocks    

· UseHPFilter             
= 1  # Use High Precision H.264 filter

· UseAdaptiveLoopFilter   
= 1  # Use adaptive loop filtering

Class B1: Size 1920x1080p 24 fps

	Sxx
	Name
	Duration
	QP values for CS1
	QP values for CS2

	S03
	Kimono
	72-192 frames
	21, 24, 27, 30, 34
	22, 25, 28, 32, 35

	S04
	ParkScene
	0-120 frames
	24, 27, 30, 33, 36
	25, 27, 30, 32, 35


Class B2: Size 1920x1080p 50-60 fps

	Sxx
	Name
	Duration
	QP values for CS1
	QP values for CS2

	S05
	Cactus
	0-120 frames
	25, 27, 30, 32, 35
	26, 28, 31, 33, 36

	S06
	BasketballDrive 
	0-120 frames
	25, 27, 30, 33, 36
	27, 29, 32, 35, 38

	S07
	BQTerrace
	0-120 frames
	26, 28, 30, 31, 34
	28, 29, 30, 32, 34


Table 2. BD-rate and BD-PSNR

	Constraint Set
	CS1
	CS2

	Sequence Name
	BD-Rate (High) [%]
	BD-PSNR (High) [%]
	BD-Rate (Low) [%]
	BD-PSNR (Low) [%]
	BD-Rate (High) [%]
	BD-PSNR (High) [%]
	BD-Rate (Low) [%]
	BD-PSNR (Low) [%]

	Kimono
	-17.30
	0.517
	-20.69
	0.784
	-12.98
	0.413
	-14.73
	0.545

	ParkScene
	-11.53
	0.403
	-14.51
	0.530
	-3.15
	0.107
	-3.76
	0.126

	Cactus
	-10.30
	0.262
	-11.64
	0.357
	-7.13
	0.193
	-7.56
	0.232

	BasketballDrive
	-19.41
	0.556
	-22.15
	0.747
	-12.66
	0.350
	-13.28
	0.414

	BQTerrace
	-17.52
	0.282
	-22.03
	0.438
	-10.63
	0.214
	-13.35
	0.280


Table 3. Memory bandwidth for motion compensation in the decoder

	Constraint Set
	CS1
	CS2

	Sequence Name
	QP
	UseExtMB=0 [Mbytes/s]
	UseExtMB=2 [Mbytes/s]
	Ratio [%]
	QP
	UseExtMB=0 [Mbytes/s]
	UseExtMB=2[Mbytes/s]
	Ratio [%] 

	Kimono
	21
	145.59
	142.01
	-2.46
	22
	101.26
	95.48
	-5.71

	
	24
	147.07
	140.34
	-4.57
	25
	99.71
	91.84
	-7.89

	
	27
	147.39
	138.34
	-6.14
	28
	98.30
	89.25
	-9.20

	
	30
	147.93
	136.87
	-7.48
	32
	96.17
	86.55
	-10.01

	
	34
	146.54
	135.42
	-7.59
	35
	94.18
	85.00
	-9.74

	ParkScene
	24
	165.06
	152.79
	-7.43
	25
	110.82
	104.15
	-6.03

	
	27
	161.45
	148.72
	-7.88
	27
	108.75
	100.53
	-7.56

	
	30
	157.00
	145.02
	-7.63
	30
	106.21
	95.62
	-9.97

	
	33
	153.91
	142.13
	-7.65
	32
	104.73
	92.82
	-11.37

	
	36
	151.69
	140.33
	-7.49
	35
	102.51
	89.50
	-12.69

	Cactus
	25
	286.06
	279.51
	-2.29
	26
	178.22
	177.55
	-0.37

	
	27
	285.15
	280.71
	-1.55
	28
	176.19
	175.40
	-0.45

	
	30
	282.78
	280.75
	-0.72
	31
	175.10
	172.54
	-0.89

	
	33
	281.97
	280.12
	-0.66
	33
	173.31
	170.65
	-1.54

	
	36
	280.70
	279.32
	-0.49
	36
	170.35
	168.22
	-1.25

	BasketballDrive
	25
	280.00
	266.11
	-4.96
	27
	164.51
	169.01
	2.73

	
	27
	282.29
	263.86
	-6.53
	29
	166.52
	167.24
	0.43

	
	30
	285.49
	262.52
	-8.04
	32
	169.03
	166.02
	-1.78

	
	33
	287.62
	262.47
	-8.74
	35
	173.92
	165.35
	-4.92

	
	36
	285.59
	263.68
	-7.67
	38
	177.59
	165.63
	-6.74

	BQTerrace
	26
	407.08
	370.06
	-9.10
	28
	263.46
	244.02
	-7.38

	
	28
	411.53
	365.66
	-11.15
	29
	261.74
	239.24
	-8.60

	
	30
	415.13
	363.30
	-12.49
	30
	260.34
	235.15
	-9.68

	
	31
	416.63
	363.12
	-12.84
	32
	259.53
	227.69
	-12.27

	
	34
	425.03
	364.13
	-14.33
	34
	257.98
	221.35
	-14.20


Table 2 shows the BD-rate and BD-PSNR for the extended MB. The calculated BD-Rate and BD-PSNR are denoted as ‘High’ when QP1, QP2, QP3 and QP4 were used and ‘Low’ when QP2, QP3, QP4 and QP5 were used, respectively. As reported by previous related works, the significant coding gain can be obtained by adopting the extended MB. In Table 3, we can observe that the data transition rate between the frame memory and the motion compensation unit could be decreased. Also, the video sequence with static background and little movement is less effective in decreasing the memory bandwidth. In case of the sequence with homogeneous region and global motion, both the bitrate and the memory access bandwidth could be decreased successfully.
5 Conclusions

The extended MB partition technique seems to not only show encouraging coding gain, but also have a potential to effectively reduce the memory access rate. Therefore, it seems a promising line of further study to find a more comprehensive way to reduce the memory access bandwidth and then assess proposed coding techniques in view of the balance between the coding performance and the memory bandwidth requirement.
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