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Abstract

Screen contents are becoming important for various applications, e.g., desktop sharing, video conferencing, remote education. This document presents the new tools to improve the coding performance for screen contents. The improvement indicate that by adding some simple coding tools, the performance of the current video coding scheme can be more suitable for screen contents and thus can expand its role in various new application scenarios.
1 Introduction

Screen contents refer to images/videos generated/rendered by computers or some other electronic devices, e.g., mobile phone. As these contents are used widely, it becomes important to record, store and transmit them. To handle well these contents can also help many applications and even enable new application scenarios. For example, some application scenarios are listed below.
· Remote desktop

· Desktop sharing

· Video conferencing

· Game video
· Demo recording

· Remote education

· Gaming on demand, e.g., onlive.com
· …

Thus far in the HEVC project, the focus has been on video content that was generated by video cameras, although it is clear that screen content is also an important video source. We would like to point out that that the HEVC requirements [1][2] apply to video coding in general for a wide range of applications – not just video from camera sources. We suggest a greater focus on screen content in the further work on the HEVC project. 
Unlike natural images, screen contents may not be very smooth. They usually have totally different statistics. For text or graphics contents, it is much sharper and with high contrast. Because of the high contrast, any little artifact may be perceived by users. Thus, coding for screen contents usually require a very high fidelity of the decoded video.
In this document, two new coding tools are presented to improve the coding performance for screen contents. It will be shown that by simply adding two modes into AVC (ITU-T Rec. H.264 | ISO/IEC 14496-10), the coding performance can be much better than the state-of-the-art image/video coding schemes.
2 New coding tools for screen image coding
We propose two new coding tools for screen image coding, one is Residual Scalar Quantization (RSQ) and the other is Base Colors and Index Map (BCIM). They are implemented based on the block (or coding unit) structure. Thus, it is easy to integrate the new tools into the current coding scheme by adding two additional intra coding modes. In the following, we will briefly introduce these two modes. More details can be found in [4].
2.1 Residual scalar quantization (RSQ)
In the RSQ mode, directional prediction is also used for each block to generate the prediction residue. After the intra prediction, different from the current intra coding modes, no transform is applied on the residue. Instead, the quantization is directly applied on the residual signals, similar to APEC [3] used in KTA inter block coding. We also use the same direction setting when performing intra prediction. But different from the current intra prediction scheme, the residual quantization and sample reconstruction are done pixel by pixel within a block in our scheme. The reconstructed pixel can be used for the prediction of the next pixel along the same direction. The use of intra block reconstructed pixels for prediction is based on the assumption that the shorter the prediction distance is, the stronger the correlation will be. Taking direction 4 in AVC as an example as shown in Fig. 1, the pixel marked by “b” that is to be predicted will use the nearest reconstructed integer pixel “a” for prediction instead of the ﬁltered boundary reconstructed sample “M”.
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Fig. 1. Intra prediction in RSQ mode. (a) Eight prediction directions with direction 2 (DC mode) as an exception. (b) Example of intraprediction along direction 4.
2.2 Base colors and index map (BCIM)

Having limited colors but complicated shapes is another property of the text and graphics parts on screen images. Such text/graphics blocks can be expressed concisely by several base colors together with an index map. It is somewhat like color quantization that is a process of choosing a representative set of colors to approximate all the colors of an image [5]. In the BCIM mode, we ﬁrst get the base colors of a block by using a clustering algorithm. All the base colors constitute a base color table. Then, each sample in the block will be quantized to its nearest base color. The index map indicates which base color is used by each sample. Different from color quantization, each text/graphics block, but not an entire image, has its own base colors and an index map for representation in our scheme. Thus, it is content adaptive for each block. In addition, since the base color number of a block is small, fewer bits are required to represent each mapped index.

In this mode, there are several key problems to solve. First, base colors should be chosen to well represent a block. Second, after base colors are selected, there should be an efficient entropy coding method to code the base colors and index map. If the coding method has been decided and is good enough, the problem is then simpliﬁed as the searching of the best base colors for that block. In this mode, we use dynamic programming to not only achieve the global optimal partition but also avoid intensive computation caused by clustering of multiple times and the iterative updating.
To represent a block, we need to encode the base colors and index map into the bitstream. Instead of using the binarization schemes in AVC, such as Exp-Golomb, the base color number, values and remapped indexes are all simply expressed by their binary format. The context setting for the index map coding is shown in Fig. 2. We take the number of base colors to be 4 as an example. In such a case, there will be 15 basic patterns of the neighboring indexes, as {AAAA, AAAB, AABA, ABAA, BAAA, AABB, ABAB, ABBA, AABC, BAAC, BCAA, ABAC, ABCA, BACA, ABCD}, where A, B, C and D stand for indexes that have been sorted by their occurrences. Thus, there will be 15 contexts for coding the current index. We also remap the current index to 0, 1, 2 or 3 when the current index equals to A, B, C or D before the entropy encoding.
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Fig. 2. The neighboring indexes as contexts of the current index.
3 Experimental results

We have integrated the RSQ and BCIM modes into JM software and use several screen images to test its performance. For comparison, we also use JPEG2000, the original JM software, JCT-A124 software and TMuC0.3 to code the same images.
The images and the coding results are shown in Fig. 3, Fig. 4 and Fig. 5. As we can see, the coding gain can be over 10dB even compared to the state-of-the-art. The improvement is significant.
Visual quality comparisons for those three images are shown in Fig. 6, Fig. 7 and Fig. 8. Parts of those decoded images are shown for better comparisons. It is not difficult to see the difference and the improvement.
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Fig. 3. (a) screen image Mix, and (b) coding performance comparison.
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Fig. 4. (a) screen image Webpage, and (b) coding performance comparison.
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Fig. 5. (a) screen image Slide, and (b) coding performance comparison.
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(b) AVC, PSNRY=28.05dB@0.367bpp
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(c) A124, PSNRY=30.70@0.377bpp
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(d) Proposed, PSNRY=35.35dB@0.354bpp
Fig. 6. Visual comparison for image Mix
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(a) Original
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(b) AVC, PSNRY=22.54dB@0.238bpp
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(c) A124, PSNRY=24.85@0.237bpp
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(d) Proposed, PSNRY=30.92dB@0.236bpp.
Fig. 7. Visual comparison for image Webpage

[image: image17.png]ch.ppt [Compatibility Mode] - Micrasoft PowerPaint

Add-Ins

|| Text Direction - S NOO - qtl
=] Align Text - OALLSd - .
=== T2 Convert to SmartArt ~ 3] e’% RTAY { } rravng

Al
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(b) AVC, PSNRY=33.52dB@0.22bpp
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(c) A124, PSNRY=37.11dB@0.225bpp.
[image: image20.png]ch.ppt [Compatibility Mode] - Micrasoft PowerPaint

Add-Ins

E ||} Text Direction S NOO qh
] align Text OAL LS - =
Convert to SmartArt 5% ™ML T rravng





(d) Proposed, PSNRY=37.76dB@0.211bpp
Fig. 8. Visual comparison for image Slide

4 Conclusions

In this document, we have shown some results that even with JM, with two simple new tools, the coding performance for screen contents can be improved much. Since JCT-A124 software or TMuC software has a much higher performance than JM, we expect more gain can be achieve if the new screen coding tools and various tools in TMuC are used together.

There are still many issues in screen coding to be improved. For example, the motion properties of screen videos are also very different from those of natural videos. Thus, the sooner can JCT-VC consider screen coding and start some efforts, the more likely the new standard can be more mature for the new screen contents and facilitate various new application scenarios.
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