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Abstract

This contribution presents the 1-D DPCM-based memory compression method proposed in JCTVC-A302 for Tool Experiment 2 (TE2) and reports its performance. The proposed method is designed to reduce actual memory bandwidth with relatively low complexity, in particular, in motion compensation. Motion compensation frequently and randomly accesses to frame memory for reading reference pixels. In consideration of the tradeoff between memory accessibility and image quality, the proposed method employs simple 1-D DPCM. It has been tested with two constraint sets in two experimental conditions: one is 3/4 memory compression without IBDI and another is memory retainment even with 12-bit IBDI. Experimental results have shown that average coding losses are 7.757 % for CS1 without IBDI, 11.552 % for CS2 without IBDI, 0.573 % for CS1 with IBDI and 1.157 % for CS2 with IBDI, respectively. Subjective quality degradation caused by such coding loss is invisible for most test cases. Additional experimental results have also shown that memory compression only at the decoder side causes significant coding loss. It is therefore suggested that memory compression tool should be adopted as one of optional codec components so as to be available for memory-conscious hardware implementations, such as SoCs. As for memory accessibility, the impact on actual memory bandwidth has not yet been evaluated in TE2. Hence it is recommended that it is next studied in TE/CE on memory compression for Test Model.
1 Introduction
Thanks to technology advancement, high-definition contents and devices are affordable even for consumer usage today. Even for mobile phones, display devices have reached near-HD resolutions, such as 960x640. The next generation of contents and devices, such as 4Kx2K video for home use and HD video for mobile devices, are expected to be coming soon. For the future video coding standard, capability of handling such higher resolution should be considered.
For encoding and decoding higher resolution video contents, more memory size and bandwidth are required. In particular, memory bandwidth is limited in consumer devices because of its limited capacity of power consumption and cost. Therefore memory bandwidth should be considered in the development of the next-generation video coding standard, in addition to compression efficiency and codec complexity.

Reference frame memory compression is a promising approach to reduce memory bandwidth in video codec, since prediction from reconstructed pictures stored in frame memory is the most memory-consuming part of video codec, though the high compression efficiency of up-to-date video coding technologies depends highly on the prediction. Many memory compression methods at the decoder side have been proposed [1-7] but they cause mismatch between encoders and decoders and thereby severe image quality degradation potentially occurs. In this contribution, a memory compression method incorporated into codec process loop as in [8, 9] is proposed.
2 Discussion on overhead in frame memory access
A memory compression algorithm should be simple. More specifically, it is required that the data structure is simple and its complexity is relatively low in order to reduce actual memory bandwidth in restoring compressed data in frame memory to images in MC. It is because MC needs frequent, random and unaligned access to frame memory. More complex or larger compression unit is, more overhead is caused by unaligned memory access. Figure 1 depicts this overhead when frame memory is compressed using a large compression unit versus a small compression unit.
	
[image: image1.emf]Reference picture

Predicted block

Compression unit

Read area

(a) Case with less overhead.
	
[image: image2.emf]Reference picture

Compression unit

Predicted block

Read area

(b) Case with more overhead.


Figure 1 Overhead caused by unaligned memory access.
The overhead caused in MC is hard to be masked due to possible randomness of memory accesses, i.e., that of motion vectors. This discussion can be applied not only for MC but also for other sophisticated prediction techniques, such as intra prediction based on template matching. In addition, this memory access is caused frequently by relatively small block. In consideration of these characteristics of the memory access in MC, a 1-D DPCM-based lightweight memory compression method as in [10] is introduced in this contribution.

3 Algorithm Description
3.1 Overview
As in [8, 9], reference frames are compressed before being stored in memory and they are decompressed after being read from the memory. The proposed method employs a 1-D DPCM for the compression and decompression. 1-D data structure is effective in suppressing the overhead caused by unaligned memory access described above.

Figure 1 shows an example for memory compression with the proposed 1-D DPCM. Here, a 1-D DPCM block consists of eight consecutive pixels. The left-most pixel is first coded with PCM and serves as a base point. The other seven pixels are then coded with DPCM from left to right, using a five-bit nonlinear quantizer. Actually the block size, i.e., base-pixel interval and bit allocation for prediction errors can be variable in addition to a nonlinear quantization matrix. In the implementation for TE2, these parameters are signaled to decoders as side information for each sequence parameter set. Detail syntax of the parameter signaling is shown in section 3.
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Figure 3 1-D DPCM prediction structure and bit allocation.
3.2 Compression
The proposed memory compression algorithm is described below.

Given a 1-D image block consisting of N consecutive pixels, let x(n) be the nth pixel value of the block. Compressed signal y(n) (n=0,.., N-1) from x(n) with the proposed 1-D DPCM is then derived by:
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where epqridx(n) represents an index to a quantization representative value, and it is obtained as follows.
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where xr(n) is the reconstructed pixel value of x(n), xp(n) is the predicted pixel value for x(n), ep(n) is the prediction error, epqr(i) is an i-th quantization representative, and B represents bit depth of input pixels.
3.3 Decompression
Decompressed signal xd(n) from y(n) is also obtained by the following simple equation.
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As shown here, in addition to simplicity of its data structure, decompression of the proposed method is simple and straightforward. Therefore its impact on memory accessibility in MC is negligibly small.
4 Syntax Description

4.1 Syntax
Syntax for embedding information about the proposed memory compression method is shown below. In the software submitted for cross-verification for TE2, mem_compression_param() is put into the KTA-revised version of seq_param_set_rbsp(). Of course it can also be put into pic_param_set_rbsp(), in order to fit the quantizer characteristics to each pictures or to switch memory compression on and off. This parameter set can be managed also in the TMuC in the same manner as in the KTA.
	mem_compression_param ( ) {
	C
	Descriptor

	
mem_compression_flag
	0
	u(1)

	
if(mem_compression_flag) {
	
	

	

dpcm_luma_interval_minus1
	0
	ue(v)

	

dpcm_luma_bit_depth_minus1
	0
	ue(v)

	

dpcm_luma_qmatrix_present_flag
	0
	u(1)

	

if(dpcm_luma_qmatrix_present_flag){
	
	

	


sizeOfLumaQmatrixList = 1 << (dpcm_luma_bit_depth_minus1+1)
	
	

	


for(i = 0; i < sizeOfLumaQmatrixList; i++) {
	
	

	dpcm_luma_qmatrix[i]
	0
	u(v)

	


}
	
	

	

}
	
	

	

dpcm_chroma_interval_minus1
	0
	ue(v)

	

dpcm_chroma_bit_depth_minus1
	0
	ue(v)

	

dpcm_chroma_qmatrix_present_flag
	0
	u(1)

	

if(dpcm_chroma_qmatrix_present_flag){
	
	

	


sizeOfChromaQmatrixList = 1 << (dpcm_chroma_bit_depth_minus1+1)
	
	

	


for(i = 0; i < sizeOfChromaQmatrixList; i++) {
	
	

	dpcm_chroma_qmatrix[i]
	0
	u(v)

	


}
	
	

	

}
	
	

	
}
	
	

	}
	
	


4.2 Semantics
Semantics associated with the proposed syntax structure is described below.
mem_compression_flag equal to 1 specifies that parameters for frame memory compression are present. mem_compression_flag equal to 0 specifies that these parameters are not present. When mem_compression_flag is equal to 1, reference frames are compressed by the proposed memory compression method before being stored in memory and they are decompressed after being read from the memory. When mem_compression_flag is equal to 0, no frame memory compression is done.
dpcm_luma_interval_minus1 specifies the base-pixel interval for the luma component.
dpcm_luma_bit_depth_minus1 specifies the number of bits allocated for DPCM prediction error for the luma component.
dpcm_luma_qmatrix_present_flag equal to 1 specifies that user-defined quantization matrix is used for the luma component. dpcm_luma_qmatrix_present_flag equal to 0 specifies that the default quantization matrix is used for the luma component.

dpcm_luma_qmatrix[i] is the i-th element of a user-defiend quantization matrix for the luma component.
dpcm_chroma_interval_minus1 specifies the base-pixel interval for the chroma component.

dpcm_chroma_bit_depth_minus1 specifies the number of bits allocated for DPCM prediction error for the chroma component.

dpcm_chroma_qmatrix_present_flag equal to 1 specifies that the user-defined quantization matrix is used for the luma component. dpcm_luma_qmatrix_present_flag equal to 0 specifies that the default quantization matrix is used for the chroma component.

dpcm_chroma_qmatrix[i] is the i-th element of a user-defiend quantization matrix for the chroma component.
5 Experiments
The proposed method has been implemented on JM11.0KTA2.6r1 and tested with common conditions described in JCTVC-A302r1[11]. The parameter settings of the proposed method are as follows.
· The base-pixel interval of DPCM is set to 8.

· The bit depth of quantized pixels is set to 5 for the case without IBDI and 7 for the case with 12-bit IBDI, respectively.

· Default quantization matrices are used.

5-bit DPCM without IBDI corresponds to roughly 3/4 memory compression. 7-bit DPCM in the case with 12-bit IBDI is selected for retaining the original memory size. These parameters are applied both for the luma component and the chroma component.

Default quantization matrices are defined as follows.
For 5-bit DPCM in order to compress 8-bit signal, the default nonlinear quantization matrix composed of 32 elements is defined by:
[0, 1, 2, 3, 6, 9, 14, 18, 24, 31, 39, 48, 58, 72, 86, 103, 128, 153, 170, 184, 198, 208, 217, 225, 232, 238, 242, 247, 250, 253, 254, 255]
For 7-bit DPCM in order to compress 12-bit signal, the default nonlinear quantization matrix composed of 128 elements is defined by:
[0, 4, 8, 12, 16, 20, 24, 28, 32, 36, 40, 44, 48, 60, 72, 84, 96, 108, 120, 132, 144, 164, 184, 204, 224, 240, 256, 272, 288, 312, 336, 360, 384, 412, 440, 468, 496, 528, 560, 592, 624, 660, 696, 732, 768, 808, 848, 888, 928, 984, 1040, 1096, 1152, 1208, 1264, 1320, 1376, 1444, 1512, 1580, 1648, 1748, 1848, 1948, 2048, 2148, 2248, 2348, 2448, 2516, 2584, 2652, 2720, 2776, 2832, 2888, 2944, 3000, 3056, 3112, 3168, 3208, 3248, 3288, 3328, 3364, 3400, 3436, 3472, 3504, 3536, 3568, 3600, 3628, 3656, 3684, 3712, 3736, 3760, 3784, 3808, 3824, 3840, 3856, 3872, 3892, 3912, 3932, 3952, 3964, 3976, 3988, 4000, 4012, 4024, 4036, 4048, 4052, 4056, 4060, 4064, 4068, 4072, 4076, 4080, 4084, 4088, 4092]
5.1 Objective and subjective quality performance
As objective quality performance measure, BD-PSNRs and Rates are computed on the basis of fitting 5 test points with the fourth-order polynomial. Tables 5.1-4 show BD-PSNR and Rate for each test sequence with each condition against each type of anchor.
These results show that average coding losses are 7.757 % for CS1 without IBDI, 11.552 % for CS2 without IBDI, 0.573 % for CS1 with IBDI and 1.157 % for CS2 with IBDI, respectively. Unfortunately we also observed that subjective quality degradation is visible in vidyo3 sequence, where ringing artifacts around edges are emphasized in particular with low bit-rate cases. However, for most test cases, subjective quality degradation caused by such coding loss is invisible.
In order to evaluate effectiveness of incorporating memory compression process into codec loop itself, we have done an additional experiment. In this experiment, the encoder runs without memory compression but the decoder compress frame memory in order to reduce its memory bandwidth. Results are shown in Tables 5.5-9.
From these results, it is clear that severe quality degradation is caused by memory compression only at the decoder side in particular for CS2 cases, where IPPP-type GOP structure is used and only the first picture is coded as I picture. Average objective quality losses are 1.474 dB for the case without IBDI and 0.421 dB for the case with IBDI, although those of the proposed memory compression incorporated into codec loop are only 0.344 dB and 0.038 dB, respectively. It is therefore suggested that memory compression tool should be adopted as one of optional codec components so as to be available for memory-conscious hardware implementations, such as SoCs.
Table 5.1: BD-PSNR and Rate results against CS1 type anchor without IBDI. 

	Class
	Sequence
	BD-PSNR dB
	BD-Rate %

	
	
	Y
	U
	V
	Y
	U
	V

	A
	Traffic
	-0.296 
	-0.089 
	-0.074 
	9.681 
	4.306 
	3.507 

	
	People on Street
	-0.080 
	-0.024 
	-0.021 
	1.675 
	1.202 
	0.756 

	B
	Kimono
	-0.119 
	-0.018 
	-0.024 
	4.227 
	1.031 
	1.189 

	
	ParkScene
	-0.156 
	-0.046 
	-0.028 
	4.828 
	2.191 
	1.495 

	
	Cactus
	-0.192 
	-0.052 
	-0.102 
	7.786 
	4.203 
	5.054 

	
	BasketballDrive
	-0.050 
	-0.020 
	-0.042 
	2.022 
	0.940 
	1.523 

	
	BQTerrace
	-0.350 
	-0.067 
	-0.067 
	24.336 
	6.220 
	7.356 

	C
	BasketballDrill
	-0.189 
	-0.105 
	-0.132 
	4.999 
	3.494 
	3.828 

	
	BQMall
	-0.261 
	-0.048 
	-0.068 
	6.284 
	2.112 
	2.518 

	
	PartyScene
	-0.172 
	-0.044 
	-0.057 
	4.635 
	2.281 
	2.813 

	
	RaceHorses WVGA
	-0.101 
	-0.046 
	-0.047 
	2.799 
	2.458 
	2.185 

	D
	BasketballPass
	-0.212 
	-0.076 
	-0.138 
	4.524 
	2.279 
	3.827 

	
	BQSquare
	-0.763 
	-0.129 
	-0.110 
	22.597 
	10.965 
	5.528 

	
	BlowingBubbles
	-0.369 
	-0.130 
	-0.140 
	9.810 
	5.049 
	5.135 

	
	RaceHorses WQVGA
	-0.297 
	-0.146 
	-0.159 
	6.146 
	4.977 
	5.155 

	Class A average
	-0.188 
	-0.056 
	-0.047 
	5.678 
	2.754 
	2.132 

	Class B average
	-0.174 
	-0.041 
	-0.053 
	8.640 
	2.917 
	3.323 

	Class C average
	-0.181 
	-0.061 
	-0.076 
	4.679 
	2.586 
	2.836 

	Class D average
	-0.410 
	-0.120 
	-0.137 
	10.769 
	5.818 
	4.911 

	Overall average
	-0.241 
	-0.069 
	-0.081 
	7.757 
	3.580 
	3.458 


Table 5.2: BD-PSNR and Rate results against CS2 type anchor without IBDI. 

	Class
	Sequence
	BD-PSNR dB
	BD-Rate %

	
	
	Y
	U
	V
	Y
	U
	V

	B
	Kimono
	-0.137 
	-0.005 
	-0.022 
	4.610 
	0.299 
	1.088 

	
	ParkScene
	-0.226 
	-0.043 
	-0.015 
	7.238 
	2.464 
	1.149 

	
	Cactus
	-0.314 
	-0.091 
	-0.206 
	12.310 
	7.501 
	10.616 

	
	BasketballDrive
	-0.058 
	-0.020 
	-0.031 
	2.179 
	0.913 
	1.220 

	
	BQTerrace
	-0.461 
	-0.073 
	-0.057 
	28.216 
	7.906 
	7.075 

	C
	BasketballDrill
	-0.288 
	-0.181 
	-0.207 
	8.387 
	6.761 
	7.326 

	
	BQMall
	-0.306 
	-0.088 
	-0.080 
	7.640 
	5.802 
	3.403 

	
	PartyScene
	-0.243 
	-0.044 
	-0.054 
	7.408 
	2.858 
	3.363 

	
	RaceHorses WVGA
	-0.121 
	-0.047 
	-0.070 
	3.531 
	3.448 
	4.118 

	D
	BasketballPass
	-0.219 
	-0.105 
	-0.129 
	4.889 
	3.886 
	4.038 

	
	BQSquare
	-0.535 
	-0.074 
	-0.135 
	16.425 
	-5.650 
	14.816 

	
	BlowingBubbles
	-0.344 
	-0.173 
	-0.180 
	9.713 
	7.636 
	7.443 

	
	RaceHorses WQVGA
	-0.313 
	-0.147 
	-0.167 
	6.598 
	5.349 
	5.714 

	E
	BasketballPass
	-0.704 
	-0.149 
	-0.231 
	24.764 
	8.040 
	10.596 

	
	BQSquare
	-0.764 
	-0.127 
	-0.185 
	23.050 
	8.167 
	7.293 

	
	RaceHorses WQVGA
	-0.464 
	-0.112 
	-0.160 
	17.882 
	5.197 
	7.216 

	Class B average
	-0.239 
	-0.047 
	-0.066 
	10.910 
	3.817 
	4.230 

	Class C average
	-0.239 
	-0.090 
	-0.103 
	6.741 
	4.717 
	4.552 

	Class D average
	-0.353 
	-0.125 
	-0.153 
	9.406 
	2.806 
	8.003 

	Class E average
	-0.644 
	-0.129 
	-0.192 
	21.899 
	7.134 
	8.369 

	Overall average
	-0.344 
	-0.092 
	-0.121 
	11.552 
	4.411 
	6.030 


Table 5.3: BD-PSNR and Rate results against CS1 type anchor with IBDI. 

	Class
	Sequence
	BD-PSNR dB
	BD-Rate %

	
	
	Y
	U
	V
	Y
	U
	V

	A
	Traffic
	-0.028 
	-0.015 
	-0.020 
	0.875 
	0.705 
	0.933 

	
	People on Street
	-0.015 
	-0.018 
	-0.014 
	0.293 
	0.840 
	0.722 

	B
	Kimono
	-0.010 
	-0.005 
	-0.019 
	0.344 
	0.280 
	0.875 

	
	ParkScene
	-0.012 
	-0.015 
	-0.018 
	0.362 
	0.675 
	1.070 

	
	Cactus
	-0.012 
	-0.011 
	-0.018 
	0.455 
	0.775 
	0.854 

	
	BasketballDrive
	-0.004 
	-0.017 
	-0.015 
	0.131 
	0.794 
	0.529 

	
	BQTerrace
	-0.021 
	-0.023 
	-0.014 
	1.084 
	1.525 
	1.041 

	C
	BasketballDrill
	-0.018 
	-0.014 
	-0.011 
	0.439 
	0.443 
	0.316 

	
	BQMall
	-0.016 
	-0.018 
	-0.028 
	0.376 
	0.793 
	1.165 

	
	PartyScene
	-0.011 
	-0.017 
	-0.014 
	0.287 
	0.935 
	0.732 

	
	RaceHorses WVGA
	-0.008 
	0.000 
	-0.011 
	0.207 
	-0.002 
	0.490 

	D
	BasketballPass
	-0.017 
	-0.010 
	-0.002 
	0.352 
	0.223 
	0.010 

	
	BQSquare
	-0.085 
	-0.035 
	-0.030 
	2.264 
	1.840 
	1.409 

	
	BlowingBubbles
	-0.031 
	-0.003 
	-0.014 
	0.780 
	-0.025 
	0.473 

	
	RaceHorses WQVGA
	-0.017 
	-0.020 
	-0.013 
	0.340 
	0.486 
	0.359 

	Class A average
	-0.022 
	-0.016 
	-0.017 
	0.584 
	0.773 
	0.828 

	Class B average
	-0.012 
	-0.014 
	-0.017 
	0.475 
	0.810 
	0.874 

	Class C average
	-0.013 
	-0.012 
	-0.016 
	0.327 
	0.542 
	0.676 

	Class D average
	-0.038 
	-0.017 
	-0.015 
	0.934 
	0.631 
	0.563 

	Overall average
	-0.020 
	-0.015 
	-0.016 
	0.573 
	0.686 
	0.732 


Table 5.4: BD-PSNR and Rate results against CS2 type anchor with IBDI. 

	Class
	Sequence
	BD-PSNR dB
	BD-Rate %

	
	
	Y
	U
	V
	Y
	U
	V

	B
	Kimono
	-0.022 
	-0.020 
	-0.044 
	0.702 
	0.961 
	2.014 

	
	ParkScene
	-0.025 
	-0.020 
	-0.035 
	0.753 
	1.112 
	2.237 

	
	Cactus
	-0.032 
	-0.064 
	-0.077 
	1.174 
	4.689 
	3.568 

	
	BasketballDrive
	-0.008 
	-0.022 
	-0.018 
	0.288 
	1.029 
	0.620 

	
	BQTerrace
	-0.045 
	-0.058 
	-0.075 
	2.445 
	7.427 
	11.246 

	C
	BasketballDrill
	-0.021 
	-0.029 
	0.012 
	0.601 
	1.207 
	-0.309 

	
	BQMall
	-0.028 
	-0.037 
	0.022 
	0.661 
	1.865 
	-1.412 

	
	PartyScene
	-0.015 
	-0.001 
	-0.019 
	0.443 
	0.010 
	1.085 

	
	RaceHorses WVGA
	-0.009 
	-0.007 
	0.009 
	0.260 
	0.452 
	-0.498 

	D
	BasketballPass
	-0.028 
	-0.046 
	-0.077 
	0.634 
	1.651 
	2.204 

	
	BQSquare
	-0.047 
	-0.052 
	-0.121 
	1.329 
	3.807 
	8.735 

	
	BlowingBubbles
	-0.040 
	-0.011 
	0.000 
	1.099 
	0.447 
	-0.181 

	
	RaceHorses WQVGA
	-0.023 
	-0.005 
	-0.029 
	0.437 
	-0.264 
	1.319 

	E
	BasketballPass
	-0.098 
	-0.158 
	-0.296 
	2.973 
	9.376 
	12.350 

	
	BQSquare
	-0.094 
	-0.186 
	-0.171 
	2.483 
	10.256 
	7.929 

	
	RaceHorses WQVGA
	-0.065 
	-0.236 
	-0.251 
	2.231 
	11.748 
	11.462 

	Class B average
	-0.026 
	-0.037 
	-0.050 
	1.072 
	3.044 
	3.937 

	Class C average
	-0.018 
	-0.018 
	0.006 
	0.491 
	0.884 
	-0.283 

	Class D average
	-0.035 
	-0.029 
	-0.057 
	0.875 
	1.410 
	3.019 

	Class E average
	-0.086 
	-0.193 
	-0.239 
	2.562 
	10.460 
	10.580 

	Overall average
	-0.038 
	-0.059 
	-0.073 
	1.157 
	3.486 
	3.898 


Table 5.5: BD-PSNR and Rate results against CS1 anchor without IBDI, where memory compression/decompression is performed only at the decoder side.
	Class
	Sequence
	BD-PSNR dB
	BD-Rate %

	
	
	Y
	U
	V
	Y
	U
	V

	A
	Traffic
	-0.405 
	-0.088 
	-0.071 
	13.025 
	4.214 
	3.294 

	
	People on Street
	-0.102 
	-0.017 
	-0.015 
	2.132 
	0.760 
	0.605 

	B
	Kimono
	-0.156 
	-0.020 
	-0.031 
	5.367 
	1.075 
	1.419 

	
	ParkScene
	-0.185 
	-0.047 
	-0.025 
	5.690 
	2.213 
	1.249 

	
	Cactus
	-0.274 
	-0.057 
	-0.110 
	10.833 
	4.613 
	5.409 

	
	BasketballDrive
	-0.090 
	-0.042 
	-0.076 
	3.590 
	2.004 
	2.775 

	
	BQTerrace
	-0.593 
	-0.044 
	-0.051 
	44.098 
	3.976 
	5.412 

	C
	BasketballDrill
	-0.249 
	-0.108 
	-0.134 
	6.554 
	3.585 
	3.860 

	
	BQMall
	-0.414 
	-0.050 
	-0.083 
	9.864 
	2.143 
	3.040 

	
	PartyScene
	-0.239 
	-0.049 
	-0.059 
	6.469 
	2.558 
	2.894 

	
	RaceHorses WVGA
	-0.134 
	-0.067 
	-0.091 
	3.706 
	3.581 
	4.240 

	D
	BasketballPass
	-0.313 
	-0.097 
	-0.166 
	6.635 
	2.928 
	4.580 

	
	BQSquare
	-1.381 
	-0.056 
	-0.067 
	45.095 
	4.310 
	3.330 

	
	BlowingBubbles
	-0.589 
	-0.145 
	-0.149 
	15.601 
	5.640 
	5.446 

	
	RaceHorses WQVGA
	-0.456 
	-0.186 
	-0.226 
	9.268 
	6.219 
	7.200 

	Class A average
	-0.253 
	-0.053 
	-0.043 
	7.579 
	2.487 
	1.949 

	Class B average
	-0.260 
	-0.042 
	-0.059 
	13.915 
	2.776 
	3.253 

	Class C average
	-0.259 
	-0.069 
	-0.092 
	6.648 
	2.967 
	3.509 

	Class D average
	-0.684 
	-0.121 
	-0.152 
	19.150 
	4.774 
	5.139 

	Overall average
	-0.372 
	-0.072 
	-0.090 
	12.528 
	3.321 
	3.650 


Table 5.6: BD-PSNR and Rate results against CS2 anchor without IBDI, where memory compression/decompression is performed only at the decoder side.
	Class
	Sequence
	BD-PSNR dB
	BD-Rate %

	
	
	Y
	U
	V
	Y
	U
	V

	B
	Kimono
	-0.971 
	-0.083 
	-0.115 
	34.471 
	3.906 
	5.293 

	
	ParkScene
	-1.367 
	-0.256 
	-0.058 
	54.270 
	14.955 
	3.898 

	
	Cactus
	-1.232 
	-0.168 
	-0.336 
	52.636 
	13.999 
	18.227 

	
	BasketballDrive
	-0.492 
	-0.259 
	-0.447 
	19.554 
	12.654 
	15.969 

	
	BQTerrace
	-2.001 
	-0.266 
	-0.123 
	260.048 
	93.660 
	13.893 

	C
	BasketballDrill
	-0.911 
	-0.376 
	-0.444 
	28.907 
	18.086 
	15.618 

	
	BQMall
	-0.999 
	-0.124 
	-0.270 
	25.455 
	6.360 
	11.637 

	
	PartyScene
	-0.844 
	-0.300 
	-0.340 
	29.036 
	21.605 
	25.430 

	
	RaceHorses WVGA
	-0.612 
	-0.329 
	-0.618 
	19.134 
	25.879 
	44.212 

	D
	BasketballPass
	-1.364 
	-0.287 
	-0.842 
	33.137 
	10.306 
	29.759 

	
	BQSquare
	-2.690 
	-0.053 
	-0.137 
	157.098 
	11.095 
	13.429 

	
	BlowingBubbles
	-1.934 
	-0.630 
	-0.473 
	74.144 
	24.197 
	15.174 

	
	RaceHorses WQVGA
	-2.090 
	-0.725 
	-1.444 
	52.165 
	29.396 
	86.530 

	E
	BasketballPass
	-1.492 
	-0.036 
	-0.144 
	53.015 
	1.910 
	5.900 

	
	BQSquare
	-3.057 
	-0.001 
	-0.009 
	126.190 
	0.039 
	0.493 

	
	RaceHorses WQVGA
	-1.525 
	-0.036 
	-0.109 
	67.775 
	1.529 
	4.730 

	Class B average
	-1.213 
	-0.207 
	-0.216 
	84.196 
	27.835 
	11.456 

	Class C average
	-0.842 
	-0.282 
	-0.418 
	25.633 
	17.983 
	24.224 

	Class D average
	-2.019 
	-0.424 
	-0.724 
	79.136 
	18.749 
	36.223 

	Class E average
	-2.025 
	-0.025 
	-0.087 
	82.327 
	1.160 
	3.708 

	Overall average
	-1.474 
	-0.246 
	-0.369 
	67.940 
	18.099 
	19.387 


Table 5.7: BD-PSNR and Rate results against CS1 type anchor with IBDI, where memory compression/decompression is performed only at the decoder side. 

	Class
	Sequence
	BD-PSNR dB
	BD-Rate %

	
	
	Y
	U
	V
	Y
	U
	V

	A
	Traffic
	-0.042 
	-0.025 
	-0.032 
	1.299 
	1.131 
	1.422 

	
	People on Street
	-0.009 
	-0.026 
	-0.014 
	0.179 
	1.166 
	0.659 

	B
	Kimono
	-0.025 
	-0.020 
	-0.030 
	0.864 
	1.055 
	1.387 

	
	ParkScene
	-0.016 
	-0.012 
	-0.017 
	0.480 
	0.503 
	0.828 

	
	Cactus
	-0.024 
	-0.020 
	-0.034 
	0.942 
	1.489 
	1.572 

	
	BasketballDrive
	-0.015 
	-0.028 
	-0.039 
	0.594 
	1.306 
	1.406 

	
	BQTerrace
	-0.035 
	-0.040 
	-0.055 
	1.915 
	3.455 
	4.776 

	C
	BasketballDrill
	-0.020 
	-0.014 
	-0.023 
	0.509 
	0.436 
	0.635 

	
	BQMall
	-0.034 
	-0.033 
	-0.027 
	0.803 
	1.460 
	0.956 

	
	PartyScene
	-0.013 
	-0.011 
	-0.021 
	0.328 
	0.565 
	1.012 

	
	RaceHorses WVGA
	-0.011 
	-0.009 
	-0.022 
	0.296 
	0.485 
	0.987 

	D
	BasketballPass
	-0.034 
	-0.023 
	-0.031 
	0.722 
	0.679 
	0.885 

	
	BQSquare
	-0.115 
	-0.042 
	-0.049 
	2.976 
	2.031 
	2.276 

	
	BlowingBubbles
	-0.042 
	-0.032 
	-0.040 
	1.058 
	1.200 
	1.310 

	
	RaceHorses WQVGA
	-0.035 
	-0.014 
	-0.033 
	0.693 
	0.382 
	0.959 

	Class A average
	-0.025 
	-0.025 
	-0.023 
	0.739 
	1.149 
	1.040 

	Class B average
	-0.023 
	-0.024 
	-0.035 
	0.959 
	1.562 
	1.994 

	Class C average
	-0.020 
	-0.017 
	-0.023 
	0.484 
	0.736 
	0.898 

	Class D average
	-0.057 
	-0.028 
	-0.038 
	1.362 
	1.073 
	1.357 

	Overall average
	-0.031 
	-0.023 
	-0.031 
	0.910 
	1.156 
	1.405 


Table 5.8: BD-PSNR and Rate results against CS2 type anchor with IBDI, where memory compression/decompression is performed only at the decoder side. 

	Class
	Sequence
	BD-PSNR dB
	BD-Rate %

	
	
	Y
	U
	V
	Y
	U
	V

	B
	Kimono
	-0.735 
	-1.123 
	-1.277 
	24.115 
	75.154 
	79.835 

	
	ParkScene
	-0.591 
	-0.951 
	-1.161 
	19.985 
	71.111 
	132.927 

	
	Cactus
	-0.363 
	-0.561 
	-0.811 
	13.902 
	53.079 
	47.308 

	
	BasketballDrive
	-0.529 
	-1.172 
	-1.033 
	18.386 
	67.330 
	40.351 

	
	BQTerrace
	-0.335 
	-0.633 
	-0.841 
	20.332 
	107.497 
	181.745 

	C
	BasketballDrill
	-0.316 
	-0.542 
	-0.444 
	9.197 
	23.085 
	14.836 

	
	BQMall
	-0.243 
	-0.740 
	-0.657 
	5.815 
	51.360 
	33.132 

	
	PartyScene
	-0.096 
	-0.259 
	-0.326 
	2.842 
	20.393 
	26.399 

	
	RaceHorses WVGA
	-0.248 
	-0.714 
	-1.161 
	7.228 
	68.470 
	94.906 

	D
	BasketballPass
	-0.417 
	-0.708 
	-0.627 
	9.352 
	27.492 
	19.858 

	
	BQSquare
	-0.305 
	-0.427 
	-0.456 
	9.025 
	42.256 
	37.793 

	
	BlowingBubbles
	-0.345 
	-0.684 
	-0.794 
	9.638 
	31.375 
	37.009 

	
	RaceHorses WQVGA
	-0.612 
	-0.981 
	-1.376 
	12.834 
	41.634 
	58.743 

	E
	BasketballPass
	-0.571 
	-0.755 
	-1.038 
	17.550 
	47.236 
	51.723 

	
	BQSquare
	-0.411 
	-0.989 
	-0.659 
	10.802 
	60.600 
	33.151 

	
	RaceHorses WQVGA
	-0.627 
	-1.519 
	-1.236 
	23.009 
	93.575 
	63.204 

	Class B average
	-0.511 
	-0.888 
	-1.025 
	19.344 
	74.834 
	96.433 

	Class C average
	-0.226 
	-0.564 
	-0.647 
	6.271 
	40.827 
	42.318 

	Class D average
	-0.420 
	-0.700 
	-0.813 
	10.212 
	35.689 
	38.351 

	Class E average
	-0.536 
	-1.088 
	-0.978 
	17.121 
	67.137 
	49.359 

	Overall average
	-0.421 
	-0.797 
	-0.869 
	13.376 
	55.103 
	59.558 


5.2 Complexity

For complexity evaluation by encoding and decoding times, the executables built by Microsoft Visual C++ 2008 SP1 were run on following Windows-based computing platforms:

(a) OS: Windows XP 64-bit, CPU: Core i7 960 3.20GHz, Memory: 12GB.
(b) OS: Windows Vista 64-bit, CPU: Core i7 940 2.93GHz, Memory: 12GB.

(c) OS: Windows Vista 32-bit, CPU: Core i7 920 2.67GHz, Memory: 4GB.

The 64-bit executable was used for the platforms (a) and (b), and the 32-bit executable was used for the platform (c). The platform (a) was used for encoding Class A sequences and decoding all sequences. The platform (b) was used for encoding Class B and E sequences. The platform (c) was used for encoding Class C and D sequences. Tables 5.9-12 show the encoding and decoding times for each test case and each test sequence, by averaging results in five rate points.
It is observed that encoding time increase is negligible for all cases; however as for decoding time, a significant amount of time is consumed for the proposed memory compression process. The time consumption is due to the software implementation submitted to TE2. Since the implementation put a top priority on simplicity and readability, it is not fine-tuned in terms of the speed. The most time-consuming process in the implementation is search for an index to a quantization representative value.
Another implementation has then been tested, where the search process described above is done with a pre-expanded table. The results are shown in Table 5.13 and Table 5.14. It can be observed that the decoding time can get much faster by the implementation technique.
Table 5.9: Average encoding time without IBDI. 

	Class
	Sequence
	Anchor sec
	Proposal sec
	Increase %

	
	
	CS1
	CS2
	CS1
	CS2
	CS1
	CS2

	A
	Traffic
	47722
	
	47967
	
	0.51
	

	
	People on Street
	54100
	
	54824
	
	1.34
	

	B
	Kimono
	58102
	21963
	58233
	21569
	0.23
	-1.79

	
	ParkScene
	56865
	20854
	56218
	20768
	-1.14
	-0.41

	
	Cactus
	54982
	24315
	55112
	23042
	0.24
	-5.24

	
	BasketballDrive
	61761
	20235
	61110
	19613
	-1.05
	-3.07

	
	BQTerrace
	55393
	21854
	56062
	22453
	1.21
	2.74

	C
	BasketballDrill
	14536
	5792
	13332
	5036
	-8.28
	-13.06

	
	BQMall
	14995
	7036
	15071
	6657
	0.51
	-5.38

	
	PartyScene
	15249
	6387
	15283
	6126
	0.23
	-4.08

	
	RaceHorses WVGA
	19315
	9619
	19423
	9536
	0.56
	-0.87

	D
	BasketballPass
	2966
	1494
	2971
	1459
	0.16
	-2.33

	
	BQSquare
	2841
	1124
	2852
	1140
	0.38
	1.43

	
	BlowingBubbles
	3203
	1795
	3203
	1805
	-0.01
	0.56

	
	RaceHorses WQVGA
	4245
	2394
	4262
	2330
	0.39
	-2.65

	E
	Vidyo1
	
	4816
	
	4541
	
	-5.70

	
	Vidyo3
	
	5115
	
	4869
	
	-4.81

	
	Vidyo4
	
	4712
	
	4722
	
	0.22

	Class A average
	
	
	
	
	0.91
	

	Class B average
	
	
	
	
	-0.02
	-1.50

	Class C average
	
	
	
	
	-1.89
	-5.63

	Class D average
	
	
	
	
	0.26
	-0.78

	Class E average
	
	
	
	
	
	-3.18

	Overall average
	
	
	
	
	-0.32
	-2.67


Table 5.10: Average encoding time with IBDI. 

	Class
	Sequence
	Anchor sec
	Proposal sec
	Increase %

	
	
	CS1
	CS2
	CS1
	CS2
	CS1
	CS2

	A
	Traffic
	49597
	
	49501
	
	-0.19
	

	
	People on Street
	57144
	
	57112
	
	-0.06
	

	B
	Kimono
	59521
	26548
	60176
	27515
	1.10
	3.64

	
	ParkScene
	59126
	23460
	58447
	23869
	-1.15
	1.74

	
	Cactus
	58195
	33024
	59688
	30187
	2.56
	0.54

	
	BasketballDrive
	64777
	27179
	64827
	27818
	0.08
	2.35

	
	BQTerrace
	58661
	26654
	58521
	26752
	-0.24
	0.37

	C
	BasketballDrill
	13822
	6225
	15479
	6827
	11.99
	9.68

	
	BQMall
	15811
	8341
	15798
	8589
	-0.08
	2.98

	
	PartyScene
	15879
	7848
	16375
	8213
	3.12
	4.65

	
	RaceHorses WVGA
	20141
	11036
	20249
	11299
	0.53
	2.38

	D
	BasketballPass
	3084
	1666
	3095
	1682
	0.37
	0.97

	
	BQSquare
	2990
	1419
	3021
	1590
	1.05
	12.05

	
	BlowingBubbles
	3308
	2117
	3317
	2117
	0.26
	0.01

	
	RaceHorses WQVGA
	4362
	2696
	4364
	2756
	0.05
	2.22

	E
	Vidyo1
	
	6414
	
	6402
	
	-0.18

	
	Vidyo3
	
	6569
	
	6982
	
	6.29

	
	Vidyo4
	
	5905
	
	5735
	
	-2.89

	Class A average
	
	
	
	
	-0.11
	

	Class B average
	
	
	
	
	0.52
	1.87

	Class C average
	
	
	
	
	4.28
	6.71

	Class D average
	
	
	
	
	0.43
	3.84

	Class E average
	
	
	
	
	
	1.57

	Overall average
	
	
	
	
	1.41
	3.51


Table 5.11: Average decoding time without IBDI. 

	Class
	Sequence
	Anchor sec
	Proposal sec
	Increase %

	
	
	CS1
	CS2
	CS1
	CS2
	CS1
	CS2

	A
	Traffic
	70.890
	
	90.950
	
	28.30
	

	
	People on Street
	70.062
	
	84.319
	
	20.35
	

	B
	Kimono
	64.950
	63.535
	78.650
	77.816
	21.09
	22.48

	
	ParkScene
	64.237
	59.650
	78.360
	77.634
	21.98
	30.15

	
	Cactus
	46.543
	42.097
	63.153
	65.016
	35.69
	54.44

	
	BasketballDrive
	62.466
	58.962
	74.262
	71.462
	18.89
	21.20

	
	BQTerrace
	60.207
	55.103
	75.500
	73.175
	25.40
	32.80

	C
	BasketballDrill
	8.025
	7.759
	10.644
	10.797
	32.64
	39.15

	
	BQMall
	8.072
	7.512
	10.937
	10.806
	35.50
	43.85

	
	PartyScene
	10.006
	8.519
	12.444
	11.465
	24.36
	34.59

	
	RaceHorses WVGA
	10.553
	10.753
	13.182
	13.759
	24.91
	27.95

	D
	BasketballPass
	2.037
	1.794
	2.659
	2.459
	30.53
	37.12

	
	BQSquare
	2.519
	2.284
	3.097
	2.897
	22.95
	26.80

	
	BlowingBubbles
	2.444
	2.066
	3.141
	2.766
	28.51
	33.87

	
	RaceHorses WQVGA
	2.881
	3.015
	3.628
	3.825
	25.92
	26.85

	E
	Vidyo1
	
	13.225
	
	24.281
	
	83.60

	
	Vidyo3
	
	14.134
	
	22.650
	
	60.25

	
	Vidyo4
	
	15.312
	
	24.256
	
	58.41

	Class A average
	
	
	
	
	24.32
	

	Class B average
	
	
	
	
	24.62
	32.30 

	Class C average
	
	
	
	
	29.48
	36.64 

	Class D average
	
	
	
	
	27.10
	31.26 

	Class E average
	
	
	
	
	
	67.60 

	Overall average
	
	
	
	
	26.54
	39.74


Table 5.12: Average decoding time with IBDI. 

	Class
	Sequence
	Anchor sec
	Proposal sec
	Increase %

	
	
	CS1
	CS2
	CS1
	CS2
	CS1
	CS2

	A
	Traffic
	60.631
	
	86.428
	
	42.55
	

	
	People on Street
	59.032
	
	83.753
	
	41.88
	

	B
	Kimono
	65.619
	60.665
	88.241
	84.181
	34.47
	38.76

	
	ParkScene
	64.397
	57.991
	86.928
	82.087
	34.99
	41.55

	
	Cactus
	46.468
	42.482
	67.966
	64.978
	46.26
	52.96

	
	BasketballDrive
	62.541
	58.273
	84.825
	81.288
	35.63
	39.50

	
	BQTerrace
	60.337
	54.443
	82.628
	77.544
	36.94
	42.43

	C
	BasketballDrill
	8.241
	7.835
	12.406
	12.188
	50.55
	55.56

	
	BQMall
	8.124
	7.615
	12.428
	11.897
	52.97
	56.23

	
	PartyScene
	9.985
	8.634
	14.284
	13.041
	43.06
	51.03

	
	RaceHorses WVGA
	10.794
	11.069
	15.234
	15.575
	41.14
	40.71

	D
	BasketballPass
	2.068
	1.816
	3.144
	2.897
	51.98
	59.55

	
	BQSquare
	2.550
	2.313
	3.606
	3.375
	41.45
	45.94

	
	BlowingBubbles
	2.506
	2.075
	3.593
	3.203
	43.36
	54.35

	
	RaceHorses WQVGA
	2.938
	3.094
	4.075
	4.238
	38.69
	36.96

	E
	Vidyo1
	
	13.519
	
	22.741
	
	68.22

	
	Vidyo3
	
	14.172
	
	22.806
	
	60.93

	
	Vidyo4
	
	15.425
	
	24.466
	
	58.61

	Class A average
	
	
	
	
	42.26
	

	Class B average
	
	
	
	
	37.67
	43.15

	Class C average
	
	
	
	
	47.14
	51.47

	Class D average
	
	
	
	
	44.17
	49.47

	Class E average
	
	
	
	
	
	62.55

	Overall average
	
	
	
	
	42.54
	50.45


Table 5.13: Fast implementation results on average decoding time without IBDI. 

	Class
	Sequence
	Anchor sec
	Proposal sec
	Increase %

	
	
	CS1
	CS2
	CS1
	CS2
	CS1
	CS2

	A
	Traffic
	70.890
	
	77.681
	
	9.58
	

	
	People on Street
	70.062
	
	71.606
	
	2.20
	

	B
	Kimono
	64.950
	63.535
	68.025
	67.203
	4.73
	5.77

	
	ParkScene
	64.237
	59.650
	67.128
	66.209
	4.50
	11.00

	
	Cactus
	46.543
	42.097
	51.841
	53.797
	11.38
	27.79

	
	BasketballDrive
	62.466
	58.962
	64.182
	61.213
	2.75
	3.82

	
	BQTerrace
	60.207
	55.103
	64.078
	61.881
	6.43
	12.30

	C
	BasketballDrill
	8.025
	7.759
	8.440
	8.491
	5.18
	9.43

	
	BQMall
	8.072
	7.512
	8.681
	8.531
	7.55
	13.57

	
	PartyScene
	10.006
	8.519
	10.034
	9.041
	0.28
	6.13

	
	RaceHorses WVGA
	10.553
	10.753
	10.841
	11.375
	2.73
	5.78

	D
	BasketballPass
	2.037
	1.794
	2.115
	1.916
	3.83
	6.81

	
	BQSquare
	2.519
	2.284
	2.553
	2.360
	1.37
	3.29

	
	BlowingBubbles
	2.444
	2.066
	2.522
	2.150
	3.19
	4.07

	
	RaceHorses WQVGA
	2.881
	3.015
	3.022
	3.194
	4.88
	5.91

	E
	Vidyo1
	
	13.225
	
	19.734
	
	49.22

	
	Vidyo3
	
	14.134
	
	18.365
	
	29.93

	
	Vidyo4
	
	15.312
	
	19.897
	
	29.94

	Class A average
	
	
	
	
	5.89
	

	Class B average
	
	
	
	
	5.96
	12.18

	Class C average
	
	
	
	
	3.94
	8.64

	Class D average
	
	
	
	
	3.28
	5.02

	Class E average
	
	
	
	
	
	36.43

	Overall average
	
	
	
	
	4.70
	14.05


Table 5.14: Fast implementation results on average decoding time with IBDI. 

	Class
	Sequence
	Anchor sec
	Proposal sec
	Increase %

	
	
	CS1
	CS2
	CS1
	CS2
	CS1
	CS2

	A
	Traffic
	60.631
	
	61.197
	
	0.93
	

	
	People on Street
	59.032
	
	59.113
	
	0.14
	

	B
	Kimono
	65.619
	60.665
	66.734
	62.669
	1.70
	3.30

	
	ParkScene
	64.397
	57.991
	64.984
	59.522
	0.91
	2.64

	
	Cactus
	46.468
	42.482
	47.253
	44.278
	1.69
	4.23

	
	BasketballDrive
	62.541
	58.273
	63.388
	59.340
	1.35
	1.83

	
	BQTerrace
	60.337
	54.443
	61.434
	55.941
	1.82
	2.75

	C
	BasketballDrill
	8.241
	7.835
	8.360
	8.047
	1.44
	2.71

	
	BQMall
	8.124
	7.615
	8.397
	7.860
	3.36
	3.21

	
	PartyScene
	9.985
	8.634
	10.078
	8.756
	0.94
	1.41

	
	RaceHorses WVGA
	10.794
	11.069
	10.869
	11.209
	0.70
	1.27

	D
	BasketballPass
	2.068
	1.816
	2.134
	1.881
	3.18
	3.61

	
	BQSquare
	2.550
	2.313
	2.603
	2.375
	2.09
	2.69

	
	BlowingBubbles
	2.506
	2.075
	2.531
	2.134
	0.98
	2.84

	
	RaceHorses WQVGA
	2.938
	3.094
	2.997
	3.134
	2.01
	1.30

	E
	Vidyo1
	
	13.519
	
	14.463
	
	6.98

	
	Vidyo3
	
	14.172
	
	15.000
	
	5.84

	
	Vidyo4
	
	15.425
	
	16.484
	
	6.87

	Class A average
	
	
	
	
	0.54
	

	Class B average
	
	
	
	
	1.49
	2.96

	Class C average
	
	
	
	
	1.62
	2.15

	Class D average
	
	
	
	
	2.08
	2.58

	Class E average
	
	
	
	
	
	6.48

	Overall average
	
	
	
	
	1.56
	3.32


6 Discussion
As described in section 2, the proposed method is designed to reduce actual memory bandwidth with relatively low complexity, in particular, in motion compensation. Frequent, random and unaligned accesses to frame memory are caused in MC and it is therefore required that the compression data structure is simple and its complexity is relatively low in order to reduce actual memory bandwidth in restoring compressed data in frame memory to images in MC.
In TE2, the actual memory bandwidth in particular in MC has not been evaluated, though memory size reduction has been evaluated. Current implementations of memory compression tools including the proposed method are not ready to evaluate this aspect. TE2 results have verified that memory compression should be a good option for memory-conscious implementations. Hence as the next step, it is desired that the performance in realistic situations including actual memory bandwidth will be next studied in TE/CE on memory compression for Test Model.
7 Conclusion
This contribution has presented the 1-D DPCM-based memory compression method proposed in [3] for TE2 and has reported its performance. The proposed method is designed to reduce actual memory bandwidth with relatively low complexity, in particular, in motion compensation. Motion compensation frequently and randomly accesses to frame memory for reading reference pixels. In consideration of the tradeoff between memory accessibility and image quality, the proposed method employs simple 1-D DPCM. It has been tested with two constraint sets in two experimental conditions: one is 3/4 memory compression without IBDI and another is memory retainment even with 12-bit IBDI. Experimental results have shown that average coding losses are 7.757 % for CS1 without IBDI, 11.552 % for CS2 without IBDI, 0.573 % for CS1 with IBDI and 1.157 % for CS2 with IBDI, respectively. Subjective quality degradation caused by such coding loss is invisible for most test cases. Additional experimental results have also shown that memory compression only at the decoder side causes significant coding loss. It is therefore suggested that memory compression tool should be adopted as one of optional codec components so as to be available for memory-conscious hardware implementations, such as SoCs. As for memory accessibility, the impact on actual memory bandwidth has not yet been evaluated in TE2. Hence it is recommended that it is next studied in TE/CE on memory compression for Test Model.
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