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Abstract

In recent years camera phones, camcorders, video surveillance and video conferencing applications have grown fast and evolved into another major video market. Real-time, high quality video encoder and decoder at low-cost and low power consumption are required to serve this market’s needs.     In this contribution the low complexity video encoder settings are proposed. By considering characteristics of the low-complexity encoder designs and projected circuit design capability, it is proposed to limit the maximum CU size to 64 x 64 and maximum transform size to 32 x 32, enable CABAC, IBDI and simplified RDO, and turn off RDOQ and ALF in the settings.  It is advocated that the HEVC tools should be tested for both high complexity and low complexity encoder environments so that the final HEVC design can satisfy the requirements of a wide range of video applications.   
1 Introduction 
When the MPEG4 AVC/H.264 was standardized in early 2000s, the video applications were dominated by applications such as video broadcasting, DVDs, Blue-Rays, etc. The emerging applications such as digital video surveillance and conferencing were still a niche market with very low volume. The camera phone market did not even exist at that time. Therefore, in the MPEG4 AVC/H.264 era, the decoder complexity was a major concern for the standardization, the encoder complexity was relatively less important because only a very small number of encoders would be built for those kinds of applications. 
In the past few years, camera phones, camcorders, video surveillance and video conferencing applications have grown fast, and today they have evolved into another major video market. For example, the camera phone market and the video surveillance market are forecasted to reach one Billion and 20 Millions annual units in year 2010, respectively. In this fast growing market, the video encoder and decoder are equally important; the video encoders have to provide high video quality at low-cost and low power consumption, which pose great challenges to the low-complexity encoder design. Taking the MPEG-4 AVC/H.264 as example, due to design constraints today’s low-complexity MPEG-4 AVC/H.264 encoder designs are not much different from that of the MPEG4 Simple Profile encoder in terms of motion estimation and mode decision, the MPEG-4 AVC/H.264 provides better video quality mainly due to the advanced but deterministic coding tools such as spatial domain intra prediction, ¼ pel motion compensation, more efficient entropy coding and in-loop deblocking filter, but lots of other quality enhancement tools cannot be utilized due to constraints of computational power, memory bandwidth, on-chip memory size and high throughput requirements.  
From the HEVC CfP testing results it is relatively clear how much the HEVC [1] can perform better than the MPEG4 AVC/H.264 High Profile for decoder only (high encoder complexity) applications. However, the HEVC quality improvement in the low-complexity encoder environment is not clear at this moment. Since the quality benefit from deterministic coding tools such as entropy coding, in-loop deblocking filter has already exhausted in the MPEG4 AVC/H.264, it will be more challenging to design a low-complexity HEVC encoder that would offer significant quality improvement over the MPEG4 AVC/H.264 High Profile.

Improved coding efficiency is the key for the HEVC to gain the market adoption. The HEVC has a unique opportunity to do a better job in the area of low-complexity video encoder design.  In addition to the traditional high complexity encoder test conditions, it is recommended to define low-complexity encoder coding test conditions as well by considering both the characteristics of state-of-art low-complexity MPEG4 AVC/H.264 encoder designs, and projected circuit design capability in the following years, tools should be tested for both high complexity and low complexity encoder environments so that the final HEVC design can satisfy the requirements of a wide range of video applications.   

2 Low complexity encoder settings
Based on lessons learned from the low-complexity MPEG4 AVC/H.264 encoder designs and projected circuit design capability, the following low complexity encoder settings are proposed for the HEVC (Table 1). Given the limited search capability of a low-complexity encoder, it is also recommended to limit the number of coding options/modes which may actually help improve the coding efficiency in low-complexity encoder environment.  
	Parameters
	Settings
	Remark

	Maximum CU size
	64 x 64
	This will effectively increase the on-chip memory requirement by 8x compared to the current MPEG4 AVC/H.264 design, a very challenging goal.

	Minimum PU size
	16 x 16 
	Vector block size less than 8x8 is hard to support on the encoder side

	Transform sizes
	8x8, 16x16, 32x32
	4x4 and 2nd level 4x4 DC transform may have throughput issues at UHD due to dependency in intra prediction; 64x64 transform is too expensive

	Transforms for intra  
	TBD
	Transforms proposed for intra blocks need to be unified into a simpler design

	Motion vector precision 
	¼ pel
	Low-complexity 1/8 pel vectors could be supported in the future

	Search range
	TBD
	The search range is limited by on-chip memory size and available memory bandwidth 

	Slice type
	I, P, B, HierP, HierB
	

	Number of reference frames for P
	2
	In the DPB buffer there can be more than 2 reference frames, but for coding the current P frame the encoder choose up to 2 reference frames 

	Number of reference frames for B
	1 in each direction
	In the DPB buffer there can be multiple reference  frames, but for coding the current B frame the encoder choose the best reference frame in each direction

	Reference picture re-ordering 
	Yes
	

	LowDelayMode
	0 and 1
	

	Weighted prediction
	yes
	

	IBDI 
	On 
	n bits increase, deterministic increase in complexity and coding efficiency; needs to determine value n based on complexity and coding efficiency trade-offs; memory bandwidth reduction needs to be considered.

	Interpolation Filter
	TBD
	Small number of filter tap is preferred for saving memory bandwidth; needs to consider filter settings when IBDI is on

	Entropy coding
	CABAC
	It can be replaced by v2v if the final design of v2v can provide intended throughput improvements

	Deblocking filter
	On
	

	ALF
	Off
	Memory bandwidth concerns

	RDOQ
	Off
	Complexity is too high for low-complexity encoder design 

	RDO
	On, fast mode
	simplified cost metrics instead of brute force R + λ*D. Currently this feature is not addressed in the reference software [2]

	CU partitioning for PUs and TUs 
	Fast mode
	Currently this feature is not addressed in the reference software [2]


Table 1. Proposed key settings for low-complexity encoder 

The corresponding configuration file is provided in the table 2. The differences between the proposed settings and the low-complexity settings recommended by the TMuC reference software AHG are marked yellow.  The low-complexity RDO is not addressed in the configuration file below.
	#======== File I/O =====================

InputFile                     : d:\test\origcfp\RaceHorses_416x240_30.yuv

BitstreamFile                 : str.bin

ReconFile                     : rec.yuv

FrameRate                     : 30          # Frame Rate per second

FrameSkip                     : 0           # Number of frames to be skipped in input

SourceWidth                   : 416         # Input  frame width

SourceHeight                  : 240         # Input  frame height

FrameToBeEncoded              : 9           # Number of frames to be coded

#======== Unit definition ================

MaxCUWidth                    : 64          # Maximum coding unit width in pixel

MaxCUHeight                   : 64          # Maximum coding unit height in pixel

MaxPartitionDepth             : 3           # Maximum coding unit depth

QuadtreeTUFlag                : 1           # Use quadtree-based TU coding

QuadtreeTULog2MaxSize         : 5           # Log2 of maximum transform size for 

                                            # quadtree-based TU coding (2...6)

QuadtreeTULog2MinSize         : 3           # Log2 of minimum transform size for 

                                            # quadtree-based TU coding (2...6)

#======== Coding Structure =============

IntraPeriod                   : 32          # Period of I-Frame ( -1 = only first)

GOPSize                       : 8           # GOP Size (number of B slice = GOPSize-1)

RateGOPSize                   : 8           # GOP size used for QP assignment

NumOfReference                : 2           # Number of reference frames

NumOfReferenceB_L0            : 1           # Number of reference frames for L0 for B-slices

NumOfReferenceB_L1            : 1           # Number of reference frames for L1 for B-slices

HierarchicalCoding            : 1           # Hierarchical B coding ON/OFF

LowDelayCoding                : 0 or 1      # Low-delay coding structure

GPB                           : 1           # Replace P-slice by B-slice using two same directions

QBO                           : 1           # Reference reordering to make Skip refer 

                                            # better quality reference

NRF                           : 1           # Mark non-reference for highest temporal layer

BQP                           : 0           # Use hier-B style QP assignment for hier-P structure

#=========== Interpolation Filter =============

InterpFilterType              : 3           # 0: DCT-IF, 1: 4-tap MOMS, 2: 6-tap MOMS, 3: DIF

DIFTap                        : 12          # Number of filter taps for DCT-IF (4, 6, 8, 10, 12)

#=========== Motion Search =============

FastSearch                    : 1           # 0:Full search  1:EPZS 

SearchRange                   : 64          # (0: Search range is a Full frame)

HadamardME                    : 1           # Use of hadamard measure for fractional ME

FEN                           : 1           # Fast encoder decision

#======== Quantization =============

QP                            : 32          # Quantization parameter(0-51)

MaxDeltaQP                    : 0           # CU-based multi-QP optimization

DeltaQpRD                     : 0           # Slice-based multi-QP optimization

RDOQ                          : 0           # RDOQ

#=========== Entropy Coding ============

SymbolMode                    : 1           # 0:CAVLC, 1:CABAC, 2:PIPE, 3:V2V with load balancing 

                                            # (only 1..3 supported, CAVLC implementation is not completed)

MultiCodewordThreshold        : 96000       # Threshold for multi-codeword coding 

                                            #(for SymbolMode 0 and 1; 0->always single codeword)

MaxPIPEBufferDelay            : 4096        # max buffer delay in bits (0:no limit, >=64:down-rounded to 

                                            # next unit of 64 bits [8 Bytes], 0<x<64: NOT SUPPORTED)

                                            # only applies if (SymbolMode = 2 and MultiCodewordThreshold = 0)

BalancedCPUs                  : 8           # number of CPUs in V2V (SymbolMode = 3)

#=========== Deblock Filter ============

LoopFilterDisable             : 0           # Disable loop filter in slice header (0=Filter, 1=No Filter)

LoopFilterAlphaC0Offset       : 0           # Range: -26 ~ 26

LoopFilterBetaOffset          : 0           # Range: -26 ~ 26

#=========== Misc. ============

BitDepth                      : 8           # Source bit-depth (should be 8 now)

BitIncrement                  : 4           # Increased bit-depth

#=========== Coding Tools =================

CIP                           : 0           # Combined intra prediction       (0: OFF, 1: ON)

ROT                           : 1           # Rotational transform            (0: OFF, 1: ON)

AIS                           : 0           # Adaptive intra smoothing        (0: OFF, 1: ON)

MRG                           : 0           # Merge mode                      (0: OFF, 1: ON)

IMP                           : 0           # Interleaved motion vector predictor

ALF                           : 0           # Adaptive loop filter  (0: OFF, 1: ON)

ALFSeparateTree               : 0           # Separate quadtree for ALF

ALFSymmetry                   : 1           # ALF symmetry (0:unsymmetric, 1:symmetric)

ALFMinLength                  : 7           # Min. ALF filter length (must be odd and >= 3)

ALFMaxLength                  : 9           # Max. ALF filter length (must be odd and > ALFMinLength)

#GRefMode                     : w           # generated reference mode (w = scale+offset, o=offset)




Table 2 Proposed low complexity configuration file settings (modified from encoder_loco.cfg)
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