	[image: image27.png]


[image: image28.png]


Joint Collaborative Team on Video Coding (JCT-VC)

of ITU-T SG16 WP3 and ISO/IEC JTC1/SC29/WG11
2nd Meeting: Geneva, CH, 21-28 July, 2010
	Document: JCTVC-B047



	Title:
	TE1: Fast techniques to improve self derivation of motion estimation

	Status:
	Input Document to JCT-VC

	Purpose:
	Proposal 

	Author(s) or
Contact(s):
	Yi-Jen Chiu
2200 Mission College Blvd.
Santa Clara CA USA 95054
	
Tel:
Email:
	
408-765-9494
yi-jen.chiu@intel.com

	
	Lidong Xu
8F Raycom Infotech Park A, No. 2 KeXueYuan South Rd., Haidian District, Beijing, China, 100190
	
Tel:
Email:
	
86-10-82171425
lidong.xu@intel.com

	
	Wenhao Zhang
8F Raycom Infotech Park A, No. 2 KeXueYuan South Rd., Haidian District, Beijing, China, 100190
	
Tel:
Email:
	
86-10-82171657
wenhao.zhang@intel.com

	
	Hong Jiang
2200 Mission College Blvd.
Santa Clara CA USA 95054
	
Tel:
Email:
	
916-356-0457
hong.h.jiang@intel.com



	
	
	
	

	Source:
	Intel Corp.


_____________________________
Abstract

This contribution presents the techniques to improve the derivation of motion vector at decoder (DMVD) side with the aim to increase coding efficiency of B pictures as well as to realize parallel friendly implementation of a video decoder. With the motion vector (MV) information self derived at video decoder side, the transmission of these MVs from video encoder side to video decoder side is skipped and thus better coding efficiency can be achieved. The proposed self derivation of motion estimation (SDME) techniques are friendly to the parallel implementation by utilizing on the temporal correlation among the available pixels in the previously-decoded reference pictures, instead of operating on the previously reconstructed pixels of the neighboring area of the current picture, which poses an inherent decoding ordering causal relationship among decoding blocks of current picture. Experiments have demonstrated that the BD bitrate improvement on top of ITU-T/VCEG Key Technology Area (KTA) Reference Software platform with an overall about 7.56% improvement on the hierarchical IbBbBbBbP coding structure under the test conditions with the block size 16x16 from the Tool Experiment group at JCT-VC. A fast version of the candidate based scheme has demonstrated an overall saving of the SDME computation time by about 93.9% with an overall 7.52% BD bitrate improvement. In addition, a parallel-friendly version to further remove the MV prediction neighbor dependency has shown an overall 6.78% improvement in BD bitrate reduction.
1 Introduction
Various decoder-side motion vector derivation (DMVD) techniques [1-8] have been proposed to improve the coding efficiency of hybrid based video encoder. Template match (TM) techniques were first proposed in [1] by utilizing the spatial correlation of block motions. It defines an L-shape template area around current target coding block and performs L-shape template based ME on reference pictures. The multi-reference based TM [2], multi-hypothesis based TM [3], and 1/8 pixel accuracy based TM [5] were further proposed to improve the RD performance. To reduce the ME complexity of TM, a fast TM version was presented in [4] by performing candidate based predictive search. TM based DMVD techniques have been able to greatly improve the coding, but it suffers the strong neighbor dependency in decoding process, i.e., decoding operation of a DMVD coded block can only be started when all of the neighboring blocks which contain the template pixels have been completely decoded. This poses a challenging problem in the implementation of DMVD-based technique and is unfriendly to a parallel implementation of a video decoder. In [6], mirror-based ME was proposed to derive motion vectors for B_SKIP mode by employing the temporal correlation of block motions, in which full search ME is performed within a 128x128 search window between the two quarter pixel accuracy planes of the nearest forward and backward reference pictures. The size of the matching block is 64x64 for a 16x16 MB, and the computational complexity of the ME process is extremely high. In [7], a refinement MC scheme is proposed, in which a new MC block is performing decoder side ME between two references, and then the average of this new MC block and the traditional MC block obtained using the transmitted MV is used as the final MC block. 
A typical TM based DMVD technique inherits the strong neighbor dependency which poses a technical challenge in the parallel design of the decoding process.

1. Latency in the initialization of TM process: TM process is conditional on the reconstructed spatial neighboring pixels in the current decoding picture. The pixels in the L-shape template needed to be fully decoded prior to the decoding of the current block, that is, the decoding operation of a DMVD coded block can only be started upon when all of the neighboring blocks consisting of the template pixels have been completely decoded. 

2. Unbalanced complexity in MV prediction parsing: DMVD coding mode introduces a sudden increase of complexity in the decoding process of MV prediction. Unlike the typical simple parsing process of MV decoding, the decoding of MV prediction process for a neighbor block of the DMVD coding mode requires heavy computation to execute a TM process to search candidate area.

In our response to the HEVC CFP [8], a mirror-based self derivation of motion estimation (SDME) technique was presented to improve the coding efficiency of the bi-prediction modes of B pictures. We attack the above-mentioned issue #1 by removing the spatial neighbor dependency of SDME in [9] and pursue a study for the above-mentioned issue #2 by introducing a new prediction process in this proposal. Section 2 provides an introduction of the proposed mirror-based SDME, and Section 3 describes the proposed fast techniques to improve the SDME. The performance data about the coding efficiency and coding complexity of the proposed scheme is contained in Section 4. Section 5 concludes this proposal.  
2 Overview of SDME
The proposed SDME is a mirror-based ME technique to improve the coding efficiency of B picture for the next generation of video coding standard. Figure 1 shows the block diagram of a typical hybrid-based video encoder with SDME module being added. The SDME module performs motion search only on reference pictures, and the produced motion vector could be applied to current target coding block for motion compensation when the best RDO performance is achieved with SDME mode during the phase of coding mode selection. On the video decoder side, the decoder performs the identical SDME process to produce the motion compensated predictions for the target coding block when the said target coding block is encoded in SDME mode.
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Figure 1 - Block diagram of hybrid video encoding with SDME being supported
2.1 SDME process

The pictorial illustration of B-picture based Mirror-based ME is depicted in Figure 2. The application of mirror-based ME is based on two assumptions.

1. The inter picture block motions can be treated as a linear trajectory in a short time interval.

2. The current coding block and its spatial neighboring blocks in a stable area have a very similar motion. 
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Figure 2 - SDME for B pictures

FW Ref and BW Ref with display time denoted as 
[image: image3.wmf]tf

and 
[image: image4.wmf]tb

 are the closest forward and backward reference pictures to the current B picture at display time 
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in Figure 2. 
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, illustrated as the dotted line arrows, are the two specified motion vectors pointing from current block to the search centers in the forward and backward reference pictures respectively. The midpoint of the line occurs at the display time 
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. The mirror-based ME is performed within a pre-defined search window starting from the search center. Shown in the bottom part of Figure 2, the mirror-based ME is symmetrical by the center point: if the search path in forward search window is from left to right and from top to bottom, the search path in backward search window is correspondingly from right to left and from bottom to top. A 2-stage small full search scheme is employed for integer pixel motion search process followed by fractional pixel refinement motion search around the best integer pixel location obtained from integer based ME. The sum of absolute difference (SAD) between the two reference blocks in forward and backward search windows is used as the measurement metric of mirror-based ME. The motion vector pair,  
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shown in Figure 2, with the minimum SAD is selected as the output of mirror-based ME. If multiple motion vector pairs achieve the same minimum SAD values, the one with the shortest distance to the search center will be selected. 

With the assumption that the current target coding block and its spatial neighboring blocks have a very similar motion in a stable area, the output motion vectors
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can be shifted to cross the current block position to obtain the final forward and backward motion vectors, 
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, for coding the current target coding block as in (1). 
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 is a rounding operator. All of the motion vectors 
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 are in the degree of quarter pixel precision. 
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With 
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, two prediction blocks can be obtained from the forward and backward reference pictures and the weighted average of the two prediction blocks are used as the final bi-directional predictions of current target coding block. The weighting factor can be set according to the temporal picture distances between current picture and the reference pictures (=1/2 in this GOP structure IbBbBbBbP).

In mirror-based ME, multiple search centers can be specified in one reference picture, i.e., the 
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can have multiple values. If multiple search centers are specified, mirror-based ME is performed for each search center to get one best motion vector pair candidate. Among the multiple motion vector pair candidates, the one with the minimum SAD will be selected to calculate the 
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as in (1).
2.2 Extended ME block

In the regular process of ME, the ME block size is the same size as the current block size. In mirror-based ME, the ME blocks, as shown in Figure 2, are in reference pictures. The extended ME block, as shown in Figure 3, can be used to improve the accuracy of the produced MVs for current block where the reference block is in the same size with current coding block, and the extended ME block is produced by extending the reference block with W pixels in both left and right borders and with H pixels in both top and bottom borders. 
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Figure 3 - Extended ME block

In our simulation, the mirror-based ME is only applied to the block partitions whose sizes are not smaller than 8x8. For each available block partition, the corresponding extended ME block size is shown in Table 1. If current block is bigger than 16x16, the ME block is in the same size of current block.
Table 1 - Extended block size for different block partitions

	Current block size
	16x16
	16x8
	8x16
	8x8

	Extended ME block size
	32x32
	32x16
	16x32
	16x16


2.3 SDME based coding modes 

The SDME based motion vector derivation method can be used as a new candidate in addition to the regular ME based one. The encoder will use the one with the smaller RD cost as the final motion vector derivation method for current target coding block. In bitstream syntax, a SDME flag is added for each block to signal the motion vector derivation method if the mirror-based ME is available for this block coding mode. And, the bits for encoding this flag should be counted in RD cost. Currently, the SDME is only applied to the bi-prediction coding modes whose block sizes are not smaller than 8x8. For other coding modes, the regular ME method is applied and no SDME flag is needed.

3 Fast techniques to improve SDME

3.1 Candidates based SMDE

Full search based SDME is used in [8] as a typical usage. To reduce the complexity of SDME, candidate based mirror-based ME can be employed, in which the SDME module first check the selected candidate motion vector pairs, and then perform a small range fractional pixel refinement ME around the best candidate motion vector pair.  With a few candidate locations instead of full search locations, the ME complexity can be greatly reduced as a cost of the slightly reduced coding efficiency. There are 9 candidates are used in our implementation: The zero MV and the other eight candidates produced from the spatial neighbor MVs and temporal neighbor MVs as described in Table 2 where the description of the forward MV is described and the associated mirror backward MV can be derived accordingly.  

Table 2 - Description of the candidates

	Base MV
	0
	the zero MV

	Predicted MVs
	1
	the FW predicted MV pred_fmv

	
	2
	the mirrored MV of the BW predicted MV pred_bmv

	
	3
	(pred_fmv - pred_bmv) / 2

	Spatial neighbor MVs Scaled by POC distances
	4
	MV of left neighbor block: 
a. If it is forward predicted, use its FW MV mv_fw
b. If it is backward predicted, use the mirrored MV of its BW MV mv_bw
c. If it is bi-predicted, use (mv_fw - mv_bw) / 2
d. If it is intra coded, this candidate will be unavailable

	
	5
	MV of top neighbor block (as described in 4)

	
	6
	MV of top-left neighbor block (as described in 4)

	Temporal Neighbor MVs Scaled by POC distances
	7
	MV of FW collocated neighbor block
a. If it has BW MV, scale this BW MV and then mirror it
b. Otherwise, this candidate will be unavailable

	
	8
	MV of BW collocated neighbor block
a. If it has FW MV, scale this FW MV
b. Otherwise, this candidate will be unavailable


3.2 MV prediction dependency on DMVD blocks
The unbalanced complexity in MV prediction parsing poses a technical challenge in the realization of a parallel friendly decoder. If the neighboring MBs were signaled as a DMVD coding mode, the decoding of MV predictor has to wait until the task of the ME process of the spatial neighbor blocks to be complete. To eliminate the MV dependency on the DMVD block, we propose
· If a neighboring block is coded in DMVD model, the MV predictor based on the median operator of MPEG-4 Part 10 AVC/H.264 will be in use, instead of the DMVD-based MV, to predict the MVs of current block.

4 Performance
4.1 Compression performance

The proposed SDME techniques were implemented onto KTA2.6r1 and evaluated under the test conditions defined by the DMVD TE group. The proposed SDME is for improving the coding efficiency of B picture and the testing points defined under constraint set 1 (CS1) are considered. Some key testing configurations are listed as follows.
· Hierarchical coding structure of IbBbBbBbP

· QPI=27, 30, 34, and 38; QPP=QPI+1; QPB= QPI+2

· Intra MDDT On, High Precision Filter On, Adaptive Loop Filter On 
· RDO_Q Off

Table 3 shows the full search based SDME performance compared with the TE1 anchors. The BD measurements [10] in PSNR increase and bitrate reduction were employed. In the case of “UseExtMB = 0”, the bitrate reduction is about 7.56% on average and up to 15.81% for Kimono1 sequence. With the larger MB size of 32x32 is enabled (“UseExtMB = 0”), the average BD bitrate reduction is about 3.74%.  
Table 3 - Full search based SDME performance compared with TE1 anchors
	 
	Sequence
	UseExtMB = 1
	UseExtMB = 0

	
	
	BD_PSNR (dB)
	BD_Bitrate (%)
	BD_PSNR (dB)
	BD_Bitrate (%)

	Class A
	Traffic
	0.198
	-5.044
	0.391
	-9.351

	
	PeopleOnStreet
	0.236
	-5.195
	0.362
	-7.809

	Class B
	Kimono1
	0.300
	-9.075
	0.588
	-15.808

	
	ParkScene
	0.157
	-4.631
	0.373
	-9.994

	
	Cactus
	0.175
	-5.686
	0.324
	-9.730

	
	BasketballDrive
	0.074
	-2.601
	0.265
	-8.309

	
	BQTerrace
	0.048
	-2.169
	0.177
	-7.246

	Class C
	BasketballDrill
	0.037
	-0.964
	0.109
	-2.801

	
	BQMall
	0.162
	-3.770
	0.237
	-5.339

	
	PartyScene
	0.057
	-1.384
	0.156
	-3.672

	
	RaceHorses
	0.023
	-0.618
	0.121
	-3.048

	Average of Class A
	0.217
	-5.120
	0.376
	-8.580

	Average of Class B
	0.151
	-4.832
	0.345
	-10.217

	Average of Class C
	0.070
	-1.684
	0.156
	-3.715

	Overall Average
	0.133
	-3.740
	0.282
	-7.555


Table 4 shows the candidates based fast SDME performance compared with TE1 anchors. Compared to the performance of full search based scheme, the BD bitrate performance of candidate based fast SDME remains similar. (The average difference is only about 0.04% in the case of “UseExtMB = 0” and is about 0.2% in the case of “UseExtMB = 1”).  
Table 4 - Candidates based fast SDME performance compared with TE1 anchors
	 
	Sequence
	UseExtMB = 1
	UseExtMB = 0

	
	
	BD_PSNR (dB)
	BD_Bitrate (%)
	BD_PSNR (dB)
	BD_Bitrate (%)

	Class A
	Traffic
	0.158
	-4.023
	0.350
	-8.382

	
	PeopleOnStreet
	0.200
	-4.363
	0.321
	-6.955

	Class B
	Kimono1
	0.314
	-9.483
	0.609
	-16.390

	
	ParkScene
	0.169
	-4.961
	0.391
	-10.480

	
	Cactus
	0.175
	-5.686
	0.334
	-10.019

	
	BasketballDrive
	0.087
	-3.049
	0.285
	-8.940

	
	BQTerrace
	0.045
	-2.060
	0.178
	-7.261

	Class C
	BasketballDrill
	0.003
	-0.088
	0.082
	-2.112

	
	BQMall
	0.145
	-3.348
	0.238
	-5.362

	
	PartyScene
	0.066
	-1.593
	0.166
	-3.903

	
	RaceHorses
	0.010
	-0.289
	0.117
	-2.932

	Average of Class A
	0.179
	-4.193
	0.335
	-7.668

	Average of Class B
	0.158
	-5.048
	0.359
	-10.618

	Average of Class C
	0.056
	-1.330
	0.151
	-3.577

	Overall Average
	0.125
	-3.540
	0.279
	-7.521


With the scheme of eliminating the MV prediction dependency on the DMVD MVs on top of the candidates based fast SDME framework, the coding performance is shown in Table 5. Compared to the TE1 anchors, the neighbor-DMVD-dependency-free scheme preserves the coding efficiency BD bitrate saving about 6.78% for the case of UseExtMB = 0 and about 2.76% for the case of UseExtMB=1. 
Table 5 - Candidates based fast SDME performance compared with TE1 anchors (No MV prediction dependency on self derived MVs)
	 
	Sequence
	UseExtMB = 1
	UseExtMB = 0

	
	
	BD_PSNR (dB)
	BD_Bitrate (%)
	BD_PSNR (dB)
	BD_Bitrate (%)

	Class A
	Traffic
	0.133
	-3.469
	0.339
	-8.334

	
	PeopleOnStreet
	0.161
	-3.523
	0.279
	-6.127

	Class B
	Kimono1
	0.302
	-9.176
	0.621
	-16.855

	
	ParkScene
	0.138
	-4.122
	0.376
	-10.177

	
	Cactus
	0.151
	-4.913
	0.321
	-9.699

	
	BasketballDrive
	0.049
	-1.738
	0.226
	-7.170

	
	BQTerrace
	0.016
	-0.745
	0.131
	-5.450

	Class C
	BasketballDrill
	-0.023
	0.586
	0.049
	-1.265

	
	BQMall
	0.123
	-2.863
	0.205
	-4.666

	
	PartyScene
	0.044
	-1.090
	0.151
	-3.584

	
	RaceHorses
	-0.026
	0.651
	0.046
	-1.223

	Average of Class A
	0.147
	-3.496
	0.309
	-7.230

	Average of Class B
	0.131
	-4.139
	0.335
	-9.870

	Average of Class C
	0.030
	-0.679
	0.113
	-2.684

	Overall Average
	0.097
	-2.764
	0.249
	-6.777


4.2 Encoding and decoding complexities
The detailed encoding and decoding time of the testing points are listed in the spread sheet included in this proposal. In our testing, the encoding jobs are running on the machines of difference performances in a cluster. Therefore the absolute total encoding time is not a reliable metric for complexity comparison. Instead, the comparison among the total coding time compared to the portion of time spent in SDME module is used as the metric to estimate complexity. The data estimates that the full search based SDME increases the encoding complexity by about 100.67% on average and the candidates based SDME increases the encoding complexity by only about 5.58% on average. Comparing with the full search scheme, the candidates based ME saves the portion of SDME time by a huge amount.
All of our decoding tests are performed on the same workstation. With this, the absolute decoding time is used as the metric for complexity comparison. We compared the decoding time of candidates based fast DMVD decoder with the decoding time of the anchor decoder. The testing results estimate that the decoding complexity is increased by about 71.1% on average. 
5 Conclusions

This contribution presents the techniques to improve the derivation of motion vector at decoder side with the aim to increase coding efficiency of B pictures as well as to realize parallel friendly implementation of a video decoder. The proposed self derivation of motion estimation techniques are friendly to the parallel implementation by utilizing on the temporal correlation among the available pixels in the previously-decoded reference pictures, instead of operating on the previously reconstructed pixels of the neighboring area of the current picture, which poses an inherent decoding ordering causal relationship among decoding blocks of current picture. Experiments have demonstrated that the BD bitrate improvement on top of ITU-T/VCEG Key Technology Area (KTA) Reference Software platform with an overall about 7.56% improvement on the hierarchical IbBbBbBbP coding structure under the test conditions with the block size 16x16 from the Tool Experiment group at JCT-VC. A fast version of the candidate based scheme has demonstrated an overall saving of the SDME computation time by about 93.9% with an overall 7.52% BD bitrate improvement. In addition, a parallel-friendly version to further remove the MV prediction neighbor dependency has shown an overall 6.78% improvement in BD bitrate reduction.
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