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Abstract

In TE1 activity, Decoder-side Motion Vector Derivation (DMVD) tool has been evaluated for improving coding efficiency for HEVC.
This proposal focuses on the tool “Refinement Motion Compensation using Decoder-side Motion Estimation (RMC)”. RMC was proposed in the previous proposal JCTVC-A108. The RMC tool aims to improve the quality of MC block in motion compensation process using DMVD process between reference pictures.
The RMC tool has been ported into TE1 codebase based on KTA2.6r1 because the first implementation was based on JM16.2 software. By the porting, the RMC tool has been available in TE1 activity.

The simulation results show that the proposed technique provides the BD-bitrate savings of average 1.965% up to 3.143% for CS1 and 1.757% (2.078%, without class A case) up to 11.503% for CS2 under TE1 common condition.
1 Introduction

Motion compensation process can improve coding efficiency using temporal correlation between a target picture and a decoded reference pictures, but the process is more susceptible to coding distortion of a reference picture. Coding distortion of reference pictures such as infecting unneeded component and the missing textures brings degradation of prediction efficiency. For HEVC standardization, new approach is needed to improve these situations.

This technique named RMC (Refinement Motion Compensation using decoder-side motion estimation) aims to improve the quality of a MC block of motion compensation using decoder-side motion estimation between reference pictures.
The advantage in RMC is that the additional coding bits can be reduced because multiple MC blocks can be obtained by transmitting only one motion vector. Moreover, in the decoder side, since full-pixel motion vector is used for the template block of inter-reference motion estimation, the inter-reference motion estimation can be executed before generating the first MC block for first reference picture on sub-pixel accuracy.
In this document, the algorithm description of RMC is explained in section 2. The simulation results are shown in section 3. The conclusions of this work are mentioned in section 4.

2 Algorithm Description
2.1 Overview
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The conceptual diagram of RMC is shown in Figure 1.
In this technique, a first MC block is obtained from reference picture 1. A second MC block is obtained by executing inter-reference motion estimation. Finally, a combined MC block is generated from the first MC block and the second MC block.

RMC can smooth the distortion and supplement the partially missing textures to the reference picture like bi-predictive prediction. RMC needs only one motion vector for transmitting, therefore RMC can reduce additional information compared with bi-predictive prediction.

RMC is applicable to not only B slice but also P Slice. In the case of B Slice, reference MC block can lead other past and future reference pictures as shown Figure 1. In the case of P Slice, past reference MC block leads other past reference pictures as shown Figure 2.

Uni-predictive mode is replaced by RMC mode per prediction block adaptive. The information of the RMC applicable mode is sent in slice header. The flag of enabling RMC is sent per prediction block.

In decode-side motion vector derivation approach, the feature of RMC is as follows.
1. Send one motion vector, and DMVD gets other motion vector for using bi-predictive prediction.

2. Use full-pixel accuracy reference block as template of DMVD.
2.2 Procedure
2.2.1 Decoding procedure
The decoding steps of RMC are shown in Figure 3.
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Figure 3  Decoding procedure of RMC

At first, template block of DMVD is set using the transmitted motion vector rounded to integer for reference picture 1.
Then, reference picture 1 is indicated by ref_idx transmitted in the bitstream. 

In the case of P slice, reference picture 2 is indicated by ref_idx that is set to zero 

In the case of B slice, reference picture 2 is indicated by ref_idx that is set to zero in another list. 
Next, inter-reference motion estimation between reference picture 1 and reference picture 2 is performed using a template block obtained by the motion vector rounded to integer (See the upper part in Figure 4), where any motion estimation algorithm can be applied for inter-reference motion estimation as long as the same technique is used in both of encoder side and decoder side. 

In this proposal, the motion vector rounded to integer for reference picture 1 is scaled based on relative distance between reference picture 1 from current picture and reference picture 2 from current picture like temporal direct mode in AVC as shown in Figure 4. 
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Figure 4  Derivation process of the combined MC block

Centered on the position indicated by the scaled motion vector, block based full search motion estimation is executed on reference picture 2 by full-pixel and sub-pixel accuracy hierarchically. 
The inter reference motion vector is obtained by the result of the inter reference motion estimation. 
A first MC block is obtained from reference picture 1 by executing motion compensation using the transmitted motion vector as the conventional motion compensation technique. 

On the other hand, a second MC block is obtained from reference picture 2 by executing motion compensation using the motion vector calculated by adding inter-reference motion vector to the transmitted motion. 

Finally, a combined MC block is generated by the synthesis of the first MC block and the second MC block as shown in Figure 4.
Following, there is explanation of decoding procedure about relation between DMVD process of RMC and final MC block.
The derivation of a template block for DMVD process in RMC is shown in Figure 5.
The transmitted motion vector for reference picture 1 is rounded to integer accuracy, and template block is extracted using motion vector rounded to integer accuracy from reference picture 1. In this process, sub-pixel filtering is not needed. Full-pixel accuracy template block represent the feature of area shown by the transmitted motion vector.
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Figure 5  Derivation of a template block and a template area

Next, inter-reference motion estimation between template block and reference picture 2 is performed with full-pixel accuracy as shown in Figure 6, and get full-pixel inter-reference motion vector.

[image: image5.emf]template block

Centered MV (like temporal Direct MV)

full-pixel inter-reference 

motion estimation

full pixel MV (from 

Centered MV)


Figure 6  Example of inter-reference motion estimation (full-pixel accuracy)

Next, inter-reference motion estimation with sub-pixel motion accuracy between template block and reference picture 2 is performed around the position of full-pixel inter-reference motion vector as shown in Figure 7.

Inter-reference motion vector means relative position between reference pictures.

It is possible to execute inter-reference motion estimation independently of motion compensation by transmitted motion vector.
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Figure 7  Example of inter-reference motion estimation (sub-pixel accuracy)

In the motion compensation stage, a final MC block is generated as shown in Figure 8.

A first MC block is obtained from reference picture 1 by executing motion compensation using the transmitted motion vector.

Since difference between transmitted motion vector and rounded transmitted motion vector means phase shift vector between template block and MC block, a second MC block is obtained from reference picture 2 by adding the phase shift vector to inter-reference motion vector.
A final MC block is generated by the combination of the first MC block and the second MC block like bi-predictive prediction.
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Figure 8  Derivation of a final MC block by using phase shift MV

On the other aspect, RMC tries to match the position between reference picture 1 and reference picture 2 using DMVD approach and synthesizes them to make new MC block.
2.2.2 Encoding procedure
The procedures on encoder side are as follows.
At first, motion estimation on full-pixel accuracy is executed. 

Although any motion estimation algorithm can be applied, EPZS algorithm implemented into KTA is used in order to match the condition to the anchor. 

Next, using the MC block obtained by motion estimation on full-pixel accuracy, inter-reference motion estimation is executed in the same procedures as the decoder side. 

Finally, motion estimation on sub-pixel accuracy is executed within the range in which the full-pixel motion vector for inter-reference motion estimation does not change when the decided motion vector is rounded. 

The combined MC block generated by combining the first MC block and the second MC block is used to evaluate the final motion vector on sub-pixel accuracy. 

This final motion vector for reference picture 1 is only transmitted to the decoder. 

Inter-reference motion vector is not needed to transmit since it can be derived at the decoder side. 

2.3 Implementation
2.3.1 Syntax structure
The information of the RMC applicable mode is sent in slice header. 

The flag of enabling RMC is sent per prediction block just after reference index except in the case that reference index is set to zero in P-picture or implicit setting of reference picture 2 in the case of RMC is same as reference picture 1. Implicit setting of reference picture 2 is described later.
2.3.2 Prediction Mode

The prediction mode that can use RMC in this software is shown in Table 1.

Table 1  Specification of the prediction mode in RMC
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2.3.3 Implicit setting of reference picture 2

In the case of RMC, reference picture 2 is indicated implicitly as follows. (See Figure 9)

P Slice's case        reference picture 1 (base)    reference picture 2

                            Idx0                 -> Not used
                            Other                -> Idx0

B Slice's case        reference picture 1 (base)    reference picture 2

                            LIST0                -> LIST1 Idx0 

                            LIST1                -> LIST0 Idx0
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Figure 9  Relation of reference picture 1 and reference picture 2 on RMC
2.3.4 Specification of decoder-side motion estimation

   Search range for full-pixel ME:


±3 pixel
   Search range for sub-pixel ME:


±3/4 pixel
   Sub-pixel ME accuracy:



1/4 pixel
   Sub-pixel filtering:




6-tap / 2-tap filter (same as AVC)
   Matching technique:




SAD (luminance only)

   Decoder-side motion estimation block size:

Same as MC block size
3 Simulation Results
3.1 BD-RD results

The results of experiment for the implemented RMC tool are as follows. The anchor settings are the common anchor conditions under the TE1 activity. (The maximum MB size is 32x32) 

Table 2  BD-PSNR and BD-bitrate: CS1 under the TE1 common conditions
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ClassA

Test Sequence BD-PSNR BD-bitrate

Traffic(S01) 0.072 -1.768

PeopleOnStreet(S02) 0.150 -3.143

 Class Average 0.111 -2.456

ClassB

Test Sequence BD-PSNR BD-bitrate

Kimono(S03) 0.029 -0.904

ParkScene(S04) 0.035 -1.020

Cactus(S05) 0.065 -2.119

BasketballDrive(S06) 0.059 -2.016

BQTerrace(S07) 0.050 -2.239

 Class Average 0.048 -1.660

ClassC

Test Sequence BD-PSNR BD-bitrate

BasketballDrill(S08) 0.104 -2.664

BQMall(S09) 0.096 -2.202

PartyScene(S10) 0.058 -1.385

RaceHorses(S11) 0.085 -2.155

 Class Average 0,086 -2.101

Average 0.073 -1.965


Table 3  BD-PSNR and BD-bitrate: CS2 under the TE1 common conditions

[image: image11.emf]vs CS2 anchor

ClassA

Test Sequence

BD-PSNR BD-bitrate

Traffic(S01) 0.013 -0.339

PeopleOnStreet(S02) 0.014 -0.292

 Class Average 0.013 -0.316

ClassB

Test Sequence

BD-PSNR BD-bitrate

Kimono(S03) -0.011 0.358

ParkScene(S04) 0.001 -0.033

Cactus(S05) 0.015 -0.492

BasketballDrive(S06) 0.021 -0.775

BQTerrace(S07) 0.259 -11.503

 Class Average 0.057 -2.489

ClassC

Test Sequence

BD-PSNR BD-bitrate

BasketballDrill(S08) 0.053 -1.453

BQMall(S09) 0.044 -1.027

PartyScene(S10) 0.096 -2.343

RaceHorses(S11) 0.059 -1.429

 Class Average 0.063 -1.563

 Average 0.051 -1.757

Average without ClassA 0.060 -2.078


3.2 Complexity results

The results of complexity assessment for the implemented RMC tool are as follows. 

The results are the ratio between the RMC’s execution time and anchor’s execution time in the following simulation environments.
· CPU:

Core i7 860 2.8GHz

· Memory:
DDR3 8GB

· OS:


Windows 7 Professional 64bit

· Compiler:
Microsoft Visual C++ 2008 Express edition sp1

· Executable :
Win32

Table 4  Complexity of encoding and decoding time ratio: CS1 under the TE1 common conditions
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ClassA

Test Sequence

encode decode

Traffic(S01) 1.640 2.526

PeopleOnStreet(S02) 1.650 3.501

 Class Average 1.645 3.014

ClassB

Test Sequence

encode decode

Kimono(S03) 1.635 2.355

ParkScene(S04) 1.624 2.721

Cactus(S05) 1.622 3.009

BasketballDrive(S06) 1.723 2.568

BQTerrace(S07) 1.698 2.168

 Class Average 1.660 2.564

ClassC

Test Sequence

encode decode

BasketballDrill(S08) 1.695 3.346

BQMall(S09) 1.664 3.668

PartyScene(S10) 1.590 2.725

RaceHorses(S11) 1.673 4.042

 Class Average 1.656 3.445

Average 1.656 2.996


Table 5  Complexity of encoding and decoding time ratio: CS2 under the TE1 common conditions
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ClassA

Test Sequence

encode decode

Traffic(S01) 1.594 1.659

PeopleOnStreet(S02) 1.622 1.679

 Class Average 1.608 1.669

ClassB

Test Sequence

encode decode

Kimono(S03) 1.645 1.265

ParkScene(S04) 1.634 1.424

Cactus(S05) 1.646 1.509

BasketballDrive(S06) 1.696 1.770

BQTerrace(S07) 1.544 3.710

 Class Average 1.633 1.936

ClassC

Test Sequence

encode decode

BasketballDrill(S08) 1.697 2.176

BQMall(S09) 1.624 1.789

PartyScene(S10) 1.541 3.450

RaceHorses(S11) 1.664 2.086

 Class Average 1.632 2.375

 Average 1.628 2.047

 Average without ClassA 1.632 2.131


4 Conclusions
This proposal shows that RMC can improve coding efficiency under TE1 common condition although RMC is adapted only for uni-directional prediction (simple prediction mode).

It will be improved by supporting other prediction mode such as direct, skip, bi-predictive prediction, and also prediction structure on HEVC test model.

We would try to show the effectiveness of our DMVD tools through the TE1 activity for HEVC standardization.
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				vs CS1 anchor								vs CS2 anchor

				ClassA								ClassA

				Test Sequence		BD-PSNR		BD-bitrate				Test Sequence		BD-PSNR		BD-bitrate

				Traffic(S01)		0.072		-1.768				Traffic(S01)		0.013		-0.339

				PeopleOnStreet(S02)		0.150		-3.143				PeopleOnStreet(S02)		0.014		-0.292

				Class Average		0.111		-2.456				Class Average		0.013		-0.316

				ClassB								ClassB

				Test Sequence		BD-PSNR		BD-bitrate				Test Sequence		BD-PSNR		BD-bitrate

				Kimono(S03)		0.029		-0.904				Kimono(S03)		-0.011		0.358

				ParkScene(S04)		0.035		-1.020				ParkScene(S04)		0.001		-0.033

				Cactus(S05)		0.065		-2.119				Cactus(S05)		0.015		-0.492

				BasketballDrive(S06)		0.059		-2.016				BasketballDrive(S06)		0.021		-0.775

				BQTerrace(S07)		0.050		-2.239				BQTerrace(S07)		0.259		-11.503

				Class Average		0.048		-1.660				Class Average		0.057		-2.489

				ClassC								ClassC

				Test Sequence		BD-PSNR		BD-bitrate				Test Sequence		BD-PSNR		BD-bitrate

				BasketballDrill(S08)		0.104		-2.664				BasketballDrill(S08)		0.053		-1.453

				BQMall(S09)		0.096		-2.202				BQMall(S09)		0.044		-1.027

				PartyScene(S10)		0.058		-1.385				PartyScene(S10)		0.096		-2.343

				RaceHorses(S11)		0.085		-2.155				RaceHorses(S11)		0.059		-1.429

				Class Average		0,086		-2.101				Class Average		0.063		-1.563

				Average		0.073		-1.965				Average		0.051		-1.757






