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2. Functionality addressed

· Improvement of coding efficiency by increasing internal process of video codec while minimizing reference frame memory access bandwidth
· Reduction of reference frame memory access bandwidth and reference frame memory size.

3. Description of tool

Details are provided in JCTVC-A101, JCTVC-A117, JCTVC-A121 and JCTVC-A124.

3.1. JCTVC-A101 (Texas Instruments)

Consumer electronics video devices such as camera phones, digital still cameras, digital camcorders, personal media players, video conferencing systems, set-top boxes etc. have limited system memory bandwidth available because of cost and power consumption constraints. Video coding consumes a significant amount of this limited system memory bandwidth especially at high-definition resolution and beyond. Techniques that reduce memory bandwidth in video coding are crucial for implementing video coding at HD resolutions and beyond in these devices. Memory bandwidth reduction is also desirable from a power consumption point of view since memory accesses consume a significant amount of power. Therefore, in addition to coding efficiency improvements, memory access bandwidth reduction is important for the new video coding standard. 

In the algorithm proposed in JCTVC-A101, the reference frames are compressed before being stored in memory and they are decompressed after being read from the memory. Figure 1 illustrates where the compressed reference frame buffer (CRFB) algorithm is executed within the simplified video encoding block diagram. Decoder implementation is similar. Two key steps in the proposed technique are: (1) Using fixed-length compression (potentially lossy) to compress reference frames in order to maintain random access for predefined blocks of pixels in memory. (2) Carrying out reference frame compression in the core video coding loop so that quantization errors encountered during fixed-length compression show up in the residual after motion compensation thereby preventing drift between the encoder and the decoder. 
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Figure 1 - Video coding using compressed reference frame buffers (CRFB). 

Reference frame compression algorithm is designed based on the following goals:

· Random memory access to predefined pixel blocks.

· Low-complexity implementation.

· Minimal quality degradation.

3.2. JCTVC-A117 (TOSHIBA Corporation)
IBDI (Internal Bit Depth Increase) is a coding tool that expands the bit depth of input picture from M bits to N bits (HAIP: High Accuracy Internal Process) and shrinks the bit depth of decoded picture at DPB input (DPC: Decoded Picture Compression) from N bits to M bits at encoder side (M < N ). At decoder side, the decoded picture with the bit depth of N is rounded to M bits for output (Figure 2).

By applying HAIP, the accuracy of all internal processes is increased (N-M) bits. This intends to reduce the rounding error of intra-fame prediction, spatial transform, in-loop filtering in order to improve coding efficiency.

DPC intends to maintain the capacity of DPB and bandwidth of DPB access to the ones for the picture with the original bit depth. In the case of the submitted material, M equals to 8 and N equals to 12. Storing the 12 bit decoded picture to DPB will require 1.5 times of DPB capacity and 1.5 times of memory bandwidth compared to storing the 8 bit decoded picture. Therefore, the bit depth compression process of the decoded picture from 12 bits to 8 bits is performed to each color component macroblock by macroblock as follows: 

(1) Obtain the minimum pixel value Min and the maximum pixel value Max of the component

(2) Calculate a 8 bit minimum pixel value MB_min = Min >> 4

(3) Calculate a dynamic range R between Max and (MB_min<<4)
(4) Decide the right shift value S so that R becomes less than (256 << S)
(5) Calculate the storing pixel P (= ((pixel value) – (MB_min<<4)) >> S) and store P

(6) MB_min and S are also stored to DPB
The bit depth decompression process is performed to each color component macroblock by macroblock as follows: 

(1) Obtain MB_min, S and P from DPB
(2) Calculate the decompressed pixel value D (= P << S + MB_min) and use D as the pixel value

Figure 2 explains the relationship of above values.
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  Figure 2 Bit depth compression process

3.3. DPCM-based memory compression (NEC Corporation)
Reference frames are compressed by a 1-D DPCM-based memory compression method as in [1] before being stored in memory and they are decompressed after being read from the memory. Figure 3 shows the proposed 1-D DPCM prediction structure and the number of bits allocated to luminance pixels. (Chroma pixels are compressed in a similar way.) A 1-D DPCM block consists of eight consecutive pixels. The left-most pixel is first coded with PCM and serves as a base point. The other seven pixels are then coded with DPCM from left to right, using a five-bit nonlinear quantizer, and they contain distortion. In this tool experiment, for each sequence parameter set, 1-D DPCM side-information about base-pixel interval, prediction error bit-allocation, and nonlinear quantization matrix, is signaled to the decoder.
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Figure 3 1-D DPCM prediction structure and bit allocation.  

As JCTVC-A101, the proposed reference frame compression algorithm is designed based on the following goals:

· Random memory access to predefined pixel blocks.

· Low-complexity implementation.

· Minimal quality degradation.

[1] J. Tajime and Y. Miyamoto, "Memory Compression Method for Avoiding Perceivable Distortion Due to Intra-Prediction in H.264 Decoders," Proc. of IEEE International Conference on Consumer Electronics, 2007.
3.4. JCTVC-A121 (Qualcomm)

In H.264, bi-directional motion prediction is performed using bilinear interpolation with upward rounding. This can result in accumulation of rounding error, especially in the case of HierB configuration. One way to reduce the effect of error accumulation was proposed [2], [3]. According to this method, for each slice, a flag indicating whether upward or downward rounding should be used, is signalled to the decoder. This has the effect of avoiding rounding error accumulation without increasing the internal bit depth.
Since this tool has been introduced to the part of “UseHPFilter = 1” in KTA software, off status of this tool and HierB configuration should be tested.

[2] Yan Ye, Peisong Chen, and Marta Karczewicz, “High precision interpolation and prediction,” VCEG-AI33, Berlin, Germany, July, 2008.

[3] T. Chujoh, G. Yasuda and T. Yamakage, “Bidirectional Prediction for Stored B-Slice,” VCEG-AI20, Berlin, Germany, July, 2008.
3.5. JCTVC-A124 (Samsung Electronics)
The CADR (Content adaptive dynamic range) provides high accuracy for internal processes by exploiting given luma or chroma sample ranges. Unlike internal bit depth increase (IBDI) technique, CADR itself doesn’t require bit depth increase. This makes it preferable for hardware implementations. In addition, CADR can be used with IBDI to further improve the possible accuracy.

The CADR process can be defined by two parameters: MaxOrg and MinOrg which represent the minimum and maximum values of the input source, respectively. In principle, those parameters can be estimated on a slice-by-slice basis to maximize the effect, but the safe range between [16, 235] from the definition in BT.709 can be used in order to reduce the encoder complexity.

Once the parameters are given, new values F(x) can be simply generated by

F(x) = (2bit-depth - 1) * (x – MinOrg) / (MaxOrg – MinOrg)

It should be noted that the conversion can be simply implemented by table look-up. Figure 4 illustrates a mapping function F(x) when the range of [16, 235] is used. 
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Figure 4 Example of a mapping function of CADR

4. Expected gains

· Improvement of coding efficiency by increasing internal process of video codec codec while minimizing reference frame memory access bandwidth
· Reduction of reference frame memory access bandwidth and reference frame memory size.

5. Tool experiments conditions

Software
JM-KTA 2.6r1
According to the JM anchor coding conditions for CfP, macroblock QP control in the RDQP is disabled. Specifically, TE participants shall modify the following two portions
\lencod\src\slice.c(574): static int deltaQPTabSizeB = 5;
\lencod\src\slice.c(575): static int deltaQPTabSizeP = 5;

to

\lencod\src\slice.c(574): static int deltaQPTabSizeB = 1;
\lencod\src\slice.c(575): static int deltaQPTabSizeP = 1
Also the following bug-fix will be included in jm11.0kta2.6r1/lencod/src/cabac.c:
#ifdef MB32X32

static const int type2ctx_bcbp[] = { 0,  1,  2,  2,  3,  4,  5,  6,  5,  5, 0, 1, 2, 3}; // 7

#else

static const int type2ctx_bcbp[] = { 0,  1,  2,  2,  3,  4,  5,  6,  5,  5}; // 7

#endif
Coding conditions

Cfg files from VCEG-AJ10r1 common conditions. 

· CS1 will use Hierarchical-B frames with “GOP length 8”. 

· CS2 will use IPPP coding.

Following KTA tools enabled for IBDI off:

· MVCompetition           
= 1  # Enabled with default parameters

· UseIntraMDDT            
= 1  # Use MDDT for intra blocks    

· UseHPFilter             
= 1  # Use High Precision H.264 filter

· UseAdaptiveLoopFilter   
= 1  # Use adaptive loop filtering

· UseExtMB                
= 2  # Use extended block size (64x64)

In addition, following KTA tools enabled for IBDI on:

· InputBitDepth          
= 8  # InputBitDepth for IBDI

· BitDepthLuma          
= 12 # Bit Depth for Luminance
· BitDepthChroma        
= 12 # Bit Depth for Chrominance
Test set

Class A: Size 2560x1600 (pixel resolution as in original 4Kx2K) 30 fps
	Sxx
	Name
	Duration
	QP values for CS1
	QP values for CS2

	S01
	Traffic
	0-72 frames
	22,   25,   28,   31,   33
	-

	S02
	People on Street
	0-72 frames
	29,   33,   37,   41,   43
	-


Class B1: Size 1920x1080p 24 fps

	Sxx
	Name
	Duration
	QP values for CS1
	QP values for CS2

	S03
	Kimono
	72-192 frames
	21, 24, 27, 30, 34
	22, 25, 28, 32, 35

	S04
	ParkScene
	0-120 frames
	24, 27, 30, 33, 36
	25, 27, 30, 32, 35


Class B2: Size 1920x1080p 50-60 fps

	Sxx
	Name
	Duration
	QP values for CS1
	QP values for CS2

	S05
	Cactus
	0-120 frames
	25, 27, 30, 32, 35
	26, 28, 31, 33, 36

	S06
	BasketballDrive 
	0-120 frames
	25, 27, 30, 33, 36
	27, 29, 32, 35, 38

	S07
	BQTerrace
	0-120 frames
	26, 28, 30, 31, 34
	28, 29, 30, 32, 34


Class C: Size 832x480p (WVGA) 30-60 fps

	Sxx
	Name
	Duration
	QP values for CS1
	QP values for CS2

	S08
	BasketballDrill
	0-120 frames
	27, 30, 34, 37, 39
	29, 32, 35, 38, 40

	S09
	BQMall
	0-120 frames
	27, 31, 34, 37, 39
	28, 32, 35, 38, 40

	S10
	PartyScene
	0-120 frames
	31, 34, 37, 39, 41
	33, 35, 38, 40, 41

	S11
	RaceHorses
	0-120 frames
	28, 31, 34, 37, 39
	30, 33, 36, 38, 40


Class D: Size 416x240p (WQVGA) 30-60 fps
	Sxx
	Name
	Duration
	QP values for CS1
	QP values for CS2

	S12
	BasketballPass
	0-120 frames
	23, 27, 31, 33, 36
	25, 29, 33, 35, 38

	S13
	BQSquare
	0-120 frames
	24, 27, 30, 31, 34
	27, 30, 32, 33, 35

	S14
	BlowingBubbles
	0-120 frames
	23, 27, 30, 32, 35
	26, 29, 32, 33, 35

	S15
	RaceHorses
	0-120 frames
	21, 25, 29, 31, 34
	23, 27, 31, 33, 35


Class E: Size 1280x720p 60 fps
	Sxx
	Name
	Duration
	QP values for CS1
	QP values for CS2

	S16
	Vidyo1
	0-120 frames
	-
	24, 28, 31, 33, 36

	S17
	Vidyo3
	0-120 frames
	-
	26, 29, 32, 34, 37

	S18
	Vidyo4
	0-120 frames
	-
	25, 27, 30, 32, 35


Evaluation criteria
1. Measure impact on bitrate/PSNR using provided data. Use 5-point BD-PSNR and BD-Rate.

2. Memory compression ratio.

3. Complexity (encoding and decoding times)
4. Subjective quality (informal comments)
Time lines

+2W
: Deadline for sending email to coordinator expressing interest in participating in tool experiment.
+2W
: Deadline of formal description of all proposals.

+2W
: Distribution of document of tool experiment.
Geneva-2W
: Check of experimental results and check subjective quality
Geneva-1W
: Upload contributions
Geneva

: 
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(5) P (= ((pixel value) – (MB_min<<4)) >> S) 
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