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1 Introduction
The tool experiment targets at exploring the performance and value of DMVD and at analyzing the interaction of DMVD with other tools under consideration for HEVC.
The basic principle for Decoder-side Motion Vector Derivation (DMVD) is the prediction technique to derive motion vector information on a set of motion candidates. The prediction technique such as template matching and motion estimation can be applied at video decoder side to improve the coding efficiency without the requirement of motion vector transmission from video encoder side to video decoder side. A motion candidate is composed of a 2D motion vector and the associated reference picture index. The template matching cost of a candidate is obtained by calculating a cost criterion between the template region for the current picture and the template region referenced by the motion candidate. The template and the reference region in the reference picture are of identical shape; its position is offset by the displacement given by the 2D motion vector of the candidate.
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3 Tools under Test

3.1 DMVD Tools from the CfP

The tools in the table below have been contributed in proposals to the CfP. Please refer to these documents for a detailed description.
	Proponent
	Document 
	Codebase
	Tool description

	Huawei
	JCTVC-A111
	KTA2.6r1 
	Decoder motion derivation with a template and symmetrical motion vectors, MB size 16x16, P- and B-pictures including B-Direct-modes.

	Intel
	JCTVC-A106
	KTA2.6r1 
	Motion estimation and the template matching DMVD for B and P pictures including fast derived predictors with fractional pixel refinement. Cost metrics include target area, template matching & extended block size.

	JVC
	JCTVC-A108
	JM16.2
	Second MV derivation using decoder-side inter-reference ME

supported block size 16x16

P- and B-pictures

	MediaTek
	JCTVC-A109
	KTA2.6
	Apply DMVD on P16x16, P32x32, P64x64

Support DMVD Skip or DMVD NonSkip

Target size same as transform size (4x4, 8x8, 16x16, 32x32) for DMVD NonSkip

Target size same as motion partition size (16x16, 32x32, 64x64) for DMVD Skip

Fast search with EPZS predictors and fractional pixel refinement

Adaptive MV precision

P- and B-pictures supported

Syntax always transmitted for DMVD Skip and DMVD NonSkip, no parsing problem

	RWTH
	JCTVC-A112
	KTA2.6r1
	Candidate-based fast DMVD, 
maximum supported block size 32x32, 
P- and B-pictures


3.2 Additional Tools

3.2.1 Template matching prediction (Qualcomm)

Qualcomm’s Template matching prediction (QTMP) is a decoder side motion derivation technique for temporal prediction based on the method described in [5]. In template matching prediction methods, a group of reconstructed pixels (indicated by TB) surrounding a target block (indicated by B) is used as a template and the best matched template (indicated by TP) within reconstructed frame Ft-1 is searched for. This process is carried out both at the encoder and the decoder. So the motion information can be synchronous without signaling. Furthermore, multiple candidates (also known as multi-hypothesis) in the reference frame can be utilized to create a better predictor without increasing the amount of side information. 
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Figure 1 Template matching motion prediction.

QTMP is used at block sizes of 8x8 and above (including extended macroblock sizes). One flag is sent to signal whether regular motion or TMP is used for the block being considered. Each partition above 8x8 is divided into several square sub-partitions. The maximum sub-partition size is restricted to 16x16. For example, a 16x8 or 8x16 block consists of two 8x8 sub-partitions, and blocks of size 16x16 and above use 16x16 sub-partitions. A block of size 8x8 has four 4x4 sub-partitions. TMP is applied to each sub-partition and the template is an L-shape symmetric connected area to the upper-left corner of the considered sub-partition of size MxM as shown in Figure 2. The size of the template W is set to 4.
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Figure 2: Sub-partition and its template.
The template matching cost of a candidate is obtained by calculating the sum of absolute differences (SAD) between the template region of the considered sub-partition and the template region of a motion candidate in the reference frame. The prediction of a sub-partition is formed by averaging the N best candidates with the smallest costs.  N can vary from one partition to another. In QTMP implementation, N is set to 4 or 8 and is signaled to the decoder.
3.2.2 STDM extension and analysis (Peking University)
Peking University’s work will be based on the STDM (spatial-temporal direct mode) proposed by Huawei in [JCTVC-A111].
The basic idea of STDM is to exploit both spatial and temporal correlation to obtain the motion vector of B direct/skip macroblock or B direct block. The framework of Decoder-side Motion Vector Derivation (DMVD) is utilized, where encoder and decoder use the same derivation technique to obtain motion vector, thus no motion information need to be coded and transmitted. The motion vector of a B direct/skip macroblock or B direct block is selected from a set of spatial-temporal neighboring motion vectors, the selection criteria is to minimize a spatial-temporal cost function.

We will extend STDM to support large MB sizes and other new tools. Besides, we’d like to test its performance under different configurations. We also would like to test decoder complexity of STDM and do some improvement. 
4 Tool Experiment Tasks
The following tasks shall be performed in this core experiment. 
· Identify performance of DMVD tools and suitable tool configurations for CS1 and CS2

· Analyze DMVD interaction with tools listed in the TMuC [4] (as present in the software used for the evaluation)
5 Test Sequences and Test Points

Simulation results will be generated for sequences and coding conditions specified in the call for proposals [1]. For each sequence, four quantizer settings shall be used. The proposed quantizer step sizes for the JM are QPI=27, 30, 34, 38 and QPP=QPI+1, QPB=QPI+2. Results according to the CfP coding conditions as given by constraint set 1 and constraint set 2 shall be provided.  
The following test sequences shall be used:

Class A: 
2560x1600p 30 fps: "Traffic", "People on Street"

Class B1:
1920x1080p 24 fps: "ParkScene", "Kimono"

Class B2: 
1920x1080p 50-60 fps: "Cactus", "BasketballDrive"

Class C :
832x480p 30-60 fps (WVGA): "BasketballDrill", "BQMall", "PartyScene", 
RaceHorses"

In order to limit the simulation effort, results shall be provided for the first 100 frames of the test sequences Traffic, PeopleOnStreet, ParkScene, Cactus, BasketballDrive, BQTerrace, BasketballDrill, BQMall, PartyScene, and RaceHorses. For the test sequence Kimono, the last 100 frames shall be used.
All inputs the TE shall provide simulation results for sequences specified above. Participants are encouraged to provide additional results (more sequences, full-length sequences) on top of the proposed reference points. 

6 Time-line and Responsibilities
T1: 2010-May-7:
Final CE-description, selection of software basis, and description of proposals
T2: 2010-June-18
Tool integration and testing
T3: 2010-July-7: 
Cross-check
T4: 2010-July-14:
Input Document upload

7 Software and Configuration

The selection of the codebase for the tool experiment depends on the further development of the common JCT-VC activity. Here, KTA is used to for evaluation. 

For the joint TE activity, a SVN repository has been set up at RWTH Aachen University [6]. As a starting point the software of JCTVC-A112 has been made available in this repository. Read/Write access is granted by personal login. For access information, please send an email to wien@ient.rwth-aachen.de or kamp@ient.rwth-aachen.de.
8 Definition of Performance Measurement Criteria
The performance measurements are evaluated by switching on and off individual tools to identify their relative performance. The following measurements are considered to be used in this tool experiment.

8.1 Coding Performance Measurements

Objective rate-distortion measurements using PSNR, BD-PSNR, BD-Rate [2]

 REF _Ref132360435 \r \h 
[3].
The visual quality will be assessed by the involved experts.
8.2 Complexity Considerations

For assessment of the complexity impact, the following numbers should be provided:

· Algorithm description including tool configuration
· Number of operations (adds, multiplications, …) on number of reference frames

· Memory bandwidth consumption

· Encoding time (relative to the tool switched off)

· Decoding time (relative to the tool switched off)
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