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Abstract

This contribution presents a technology package of video coding tools in response to “Joint Call for Proposals on Video Compression Technology [1]

 REF _Ref258411426 \n \h 
[2]”. The proposed scheme is based on the standardized AVC codec [3][4] with a variety of enhancements, and is also enhanced from the coding scheme for the response [5] to Call for Evidence in HVC [6]. The bitrate reduction [7]

 REF _Ref258412510 \n \h 
[8] of the proposal compared to the anchor under the constraint set 1 coding condition is 28.66% on average and up to 45.14%. The bitrate reduction of the proposal compared to the anchor under the constraint set 2 coding condition (beta anchor) is 25.88% on average and up to 42.36%.
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1 Introduction

The proposed scheme adopts several new coding tools on the High profile of AVC, which means it is based on the hybrid coding of intra/inter prediction and transform of prediction errors. 
There are four types of slices, IDR, I, P and B whose definition is the same as AVC. Only intra-frame prediction is allowed in IDR or I slice. Inter prediction is applicable in P or B slice in addition to intra-frame prediction. In the case of inter prediction in P slices, prediction is performed from one reference picture among one or more reference pictures. In the case of inter prediction in B slices, prediction is performed from one or two reference pictures among one or more reference pictures. If prediction is performed from two reference pictures, prediction from each reference picture is firstly performed and then they are averaged with/without weighting.

Bitstream syntax structure is similar to that of AVC, except that a new layer called super macroblock layer is added between slice layer and macroblock layer for P or B slices in order to enable extending the maximum size of inter prediction block. Super macroblock consists of 4x4 macroblocks. Super macroblock is coded in raster scan order in a slice.
Figure 1 and Figure 2 depict block diagrams of encoder and decoder. Coding tools newly introduced to AVC or modified from AVC are underlined in the figures.

[image: image1]
Figure 1  Block diagram of encoder


[image: image2]
Figure 2  Block diagram of decoder

In the following sections, a technical description to explain the proposed scheme including data processing paths, individual data processing components, the programming language, random access behavior, expected encoding and decoding delay characteristics and assessment of complexity is provided. In addition, an Excel sheet with all white fields for the respective test cases filled is attached.

2 Algorithm description

2.1 Motion representation
The maximum block size of inter prediction is extended to super macroblock level (64x64 pixels) by M3C (MultipleMacroblock based Motion Compensation). It is expected that M3C will reduce the overhead of motion vectors when wide area has uniform motion vector. Available block sizes are 4x4, 4x8, 8x4, 8x8, 8x16, 16x8, 16x16, 16x32, 32x16, 32x32, 32x64, 64x32 and 64x64.

In addition, in order to extend the concept of direct modes in AVC, STDS (Spatio-Temporal Direct Selection) is introduced. STDS enables to use motion vector(s) from temporally adjacent (super) macroblock (TDS: Temporal Direct Selection) or spatially adjacent (super) macroblock (SDS: Spatially Direct Selection) as motion vector(s) for the current block (Figure 3). Table 1 shows the relationship between AVC spec. and STDS.
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Figure 3  Motion vector selection by Spatio-Temporal Direct Selection

Table 1  Relationship between AVC spec. and STDS
	
	MV
	MV predictor
	Other 

information
	DCT coef.

	Regular MC

(Same as AVC)
	Coded
	Spatial median
	RefIdx
	Not coded

	Skip

(Same as AVC)
	Not coded
	Spatial median
	Not coded
	Not coded

	Direct

(Same as AVC)
	Not coded
	Spatial direct
	Not coded
	Coded

	STDS
	Not coded
	Spatially or temporally selectable by selection index MB by MB
	Selection 

index
	Coded


Since STDS has flexibility of selecting motion vector(s) from spatial or temporal neighbors with small overhead, the accuracy of motion vector prediction is expected to improve. The maximum number of SDS candidates is four (left/up/up-right/up-left blocks). The maximum number of TDS candidates is five (collocated block and its right/down/left/up blocks). The total number of STDS candidates is nine and a selection index is signaled to determine which block is used. If a candidate block is not available because the block locates at the edge of the picture, the block is coded as an intra coded block, or the motion information (motion vector and reference picture pointer) is identical to the one with the smaller STDS selection index, the block is omitted from counting the STDS selection index (stds_idx) in order to reduce the overhead of index coding (Figure 4). 

	Position
	Reference block
	Availability
	
	syntax

(stds_idx)
	bin

	0
	Spatial Left
	Available
	(
	0
	0

	1
	Spatial Up
	Available
	
	1
	10

	2
	Spatial Up-Right
	Not Available
	
	exclusion

	3
	Spatial Up-Left
	Available
	
	2
	110

	4
	Temporal Collocate
	Available
	
	3
	1110

	5
	Temporal Right
	Not Available
	
	exclusion

	6
	Temporal Down
	Not Available
	
	exclusion

	7
	Temporal Left
	Available
	
	4
	1111

	8
	Temporal Up
	Not Available
	
	exclusion


Figure 4  An example of counting selection index

Table 2  Bin value assignment for STDS selection index

	
	
	stds_idx

	
	
	0
	1
	2
	3
	4
	5
	6
	7
	8

	Number of available reference blocks
	2
	0
	1
	―
	―
	―
	―
	―
	―
	―

	
	3
	0
	10
	11
	―
	―
	―
	―
	―
	―

	
	4
	0
	10
	110
	111
	―
	―
	―
	―
	―

	
	5
	0
	10
	110
	1110
	1111
	―
	―
	―
	―

	
	6
	00
	01
	10
	110
	1110
	1111
	―
	―
	―

	
	7
	00
	01
	100
	101
	110
	1110
	1111
	―
	―

	
	8
	00
	01
	100
	101
	110
	1110
	11110
	11111
	―

	
	9
	00
	01
	100
	101
	110
	1110
	11110
	111110
	111111


Accuracy of motion vector is 1/4 pixel for luminance, which is identical to AVC. For chrominance, it depends on the chroma sampling format. For the submitted material, since 4:2:0 format is used, accuracy of motion vector is 1/8 pixel for chrominance. 
If a motion vector points out fractional pixel position, interpolation filter is performed using surrounding pixels as explained below.

HAIF (High-Accuracy Interpolation Filter) is an interpolation filter to interpolate fractional pixels according to fractional pixel motion vector. The interpolation filter is defined as a 1-dimentional FIR filter. If the motion vector points out fractional pixel position both horizontally and vertically, the 1-dimentional FIR filter is performed horizontally and vertically.

In AVC, the purposes of the interpolation filter are (1) to reduce coding noise of decoded picture and (2) adjust the pixel position to fractional pixel position. Since this proposal adopts an image restoration filter to reduce coding noise, which will be explained in sub-section 2.5, the purpose of the interpolation filter is concentrated to (2). Therefore, each fractional pixel potion is derived directly from pixels at integer pixel positions to minimize low pass filter characteristics.

For luminance, the number of filter coefficients is eight. Filter coefficients [9]are as follows:

1/4 pixel position: {-3, 12, -37, 229, 71, -21, 6,-1} // 256

1/2 pixel position: {-3, 12, -39, 158, 158, -39, 12, -3} // 256

3/4 pixel position: {-1, 6, -21, 71, 229, -37, 12, -3} // 256

For chrominance, the same interpolation filter as AVC is used.

For B slices, bidirectional inter prediction may be used, which is identical to that of AVC. When encoding, the iterated motion estimation algorithm is used for bidirectional prediction, which is the same as that in JM15.1. The maximum search range for iteration can be -128 to +127.75 pixels horizontally and vertically.
For the submitted material, number of reference pictures is up to five, including one long term reference for IDR/I slice.

2.2 Intra-frame prediction

Intra-frame prediction is applicable to IDR, I, P, or B slice. The block size of intra-frame prediction is either 4x4, 8x8, or 16x16. Bidirectional intra prediction (BIP) [10] is added to the AVC intra-frame prediction for 4x4 and 8x8 intra-frame prediction for luminance. BIP consists of two technologies. 

WBP

One is WBP (Weighted Bi-intra Prediction) that combines two intra-frame prediction results by a weighted sum according to the distance between predicted pixel and pixel(s) used for prediction as shown in Figure 5. By combining two predictions, it is expected to predict multi-directional texture and reduce the coding noise of the reference pixels. Bipred_idx in Figure 6 is explained in Table 3 in the next paragraph.

[image: image4]
Figure 5  An example of weighted sum of two AVC intra-frame prediction

The samples in the bidirectional sub-blocks, predL[x,y], are derived from the following equation:


predL[x,y] = ( w[x,y] * predL0[x,y] + (128- w[x,y]) * predL1[x,y] + 64) >> 7

where predL0[x,y] and predL1[x,y] are the samples of the unidirectional sub-blocks, and w[x, y] is the weighting list for predL0[x,y] and predL1[x,y] according to the sample position (x,y). 

w[x,y] is derived from the following equation:


w[x,y] = dist2coef [r]


r = (ΔDh,L0[x,y] + ΔDv,L0[x,y]) – (ΔDh,L1[x,y] + ΔDv,L1[x,y]) + C

where ΔDh,L0[x,y] and ΔDv,L0[x,y] are the horizontal component and the vertical component of the distance between the sample at (x,y) to be coded and the L0 reference sample, and ΔDh,L1[x,y] and ΔDv,L1[x,y] are the horizontal component and the vertical component of the distance between the sample at (x,y) to be coded and the L1 reference sample. C is the constant. It can be 7 for 4x4 intra-frame prediction and 15 for 8x8 intra-frame prediction. 

Note –
When ΔDh,L0[x,y] and ΔDv,L0[x,y] are calculated, all reference pixels are assumed to be tight on the current sub-block.

Note –
The distance for the prediction modes of 22.5-degree direction (mode 6 for UR sub-block, mode 6 for BL sub-block, mode 5, 6, 7 and 8 for all sub-blocks of the raster coding order macroblock) is regarded as the distance for horizontal or vertical direction of the nearest degree. (e.g. NNW in Figure 8 is regarded as N.)

When the combination of plural samples is used for the L0 reference or the L1 reference, the position of the combined sample is considered as the center position of the combining samples. More specifically,

if the three samples are combined (mode 3, 4, 7 and 8 for UL sub-block, mode 3, 4 and 8 for UR sub-block, mode 3 and 4 for BL sub-block, mode 3 and 4 for BR sub-block, mode 3 and 4 for all sub-blocks of the raster coding order macroblock) to generate the combined sample, the center (or corner) sample among the three combining samples is considered to be the position of the reference sample.

dist2coef [ ] is specified as follows:

In the case of Intra_4x4 prediction,

dist2coef [ r ] = [ 1, 1, 1, 3, 6, 16, 35, 64, 93, 112, 122, 125, 127, 127, 127 ].

In the case of Intra_8x8 prediction,

dist2coef [ r ] = [ 1, 1, 2, 3, 3, 5, 6, 9, 12, 16, 21, 27, 35, 44, 54, 64,

74, 84, 93, 101, 107, 112, 116, 119, 122, 123, 125, 125, 126, 127, 127 ].

Figure 6 shows several examples of w[x,y].
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Figure 6  Examples of weighting coefficients w[x,y] for 4x4 intra-frame prediction
ASCO

The other is ASCO (Adaptive Sub-block Coding Order) that adds reverse coding order of luminance sub-block in a macroblock as shown in Figure 7. The reverse coding order is applicable if the sub-block size of intra-frame prediction is 4x4 or 8x8. By applying the reverse coding order, although the first coded sub-block(sub-block D) might be degraded, coding efficiency of other sub-blocks would be improved since bi-directional prediction from down/up (sub-block B) or right/left (sub-block C) or surrounding prediction from down/up/right/left (sub-block A) becomes available.


[image: image6]
Figure 7  Reverse coding order of luminance sub-block

Table 3 shows available intra-frame prediction modes for raster coding order and reverse coding order. N, E, S, W, NE. SE, …, WNW and NNW in corresponds to the prediction direction like compass as shown in Figure 8. e.g. N means the prediction direction to be from North (top) to South (bottom), which is identical to pred_mode=0 in AVC.

Table 3  Intra-frame prediction modes and bipred_idx (raster/reverse coding order)
	
	Raster coding order
	Reverse coding order

	Index of Pred_mode
	All sub-blocks
	UL sub-block
	UR sub-block
	BL sub-block
	BR sub-block

	0
	N

	1
	W

	2
	DC

	3
	NE

	4
	NW

	5
	NNW
	S
	S
	E
	WSW

	6
	WNW
	E
	SW
	WSW
	N/W (0)

	7
	NNE
	SE
	N/S (7)
	N/E (10)
	N/DC (1)

	8
	WSW
	SW
	W/S (9)
	W/E (8)
	W/DC (2)

	9
	N/W (0)
	N/S (7)
	DC/S (14)
	DC/E (18)
	N/NE (3)

	10
	N/DC (1)
	W/S (8)
	NE/S (15)
	NE/E (19)
	W/NE (4)

	11
	W/DC (2)
	N/E (9)
	NW/S (16)
	NW/E (20)
	DC/NE (5)

	12
	N/NE (3)
	W/E (10)
	SW/S (17)
	WSW/E (8)
	N/NW (6)

	13
	W/NE (4)
	N/W (0)
	N/W (0)
	N/W (0)
	W/NW (7)

	14
	N/NW (5)
	S/E (11)
	N/DC (1)
	N/DC (1)
	DC/NW (21)

	15
	W/NW (6)
	NW/SE (12)
	W/DC (2)
	W/DC (2)
	NE/NW (22)

	16
	N/WSW (0)
	NE/SW (13)
	NE/SW (13)
	NE/WSW (4)
	NE/WSW (4)


Note: Values in parentheses correspond to bipred_idx.

[image: image7]
Figure 8  Notation of prediction direction

Since DC prediction in sub-block A, B and C of reverse coding order can use reference pixels facing each other, the following process is applied to the DC prediction.

In the following description, the coefficients DC_4x4 and DC_8x8 are specified in Table 4 and Table 5.

Table 4  Coefficient for 4x4 intra-frame DC prediction
	Idx
	0
	1
	2
	3

	DC_4x4[idx]
	102
	77
	51
	26


Table 5  Coefficient for 8x8 intra-frame DC prediction

	Idx
	0
	1
	2
	3
	4
	5
	6
	7

	DC_8x8[idx]
	114
	100
	85
	71
	57
	43
	28
	14


4x4 intra-frame DC prediction for sub-block A

-
If all samples p[ x, -1 ], with x = 0..3 and p[ -1, y ], with y = 0..3, are marked as “available”,


pred4x4L[ x, y ] = ( DC_4x4[y]*p[x,-1 ] + DC_4x4[3-y]*p[ x,4 ]





+ DC_4x4[x]*p[ -1,y ] + DC_4x4[3-x]*p[ 4,y ] + 128 ) >> 8

-
Otherwise, If all samples p[ x,-1 ], with x = 0..3, are marked as “available”,


pred4x4L[ x, y ] = ( DC_4x4[ y ] * p[ x, -1] + DC_4x4[ 3-y ] * p[ x, 4 ] + 64 ) >> 7

-
Otherwise, If all samples p[ -1,-y ], with y = 0..3, are marked as “available”,


pred4x4L[ x, y ] = ( DC_4x4[ x ] * p[ -1, y] + DC_4x4[ 3-x ] * p[ 4, y ] + 64 ) >> 7

-
Otherwise, pred4x4L[ x, y ] =  
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4x4 intra-frame DC prediction for sub-block B

-
If all samples p[ x,-1 ], with x = 0..3, are marked as “available”,


pred4x4L[ x, y ] = ( DC_4x4[ y ] * p[ x, -1] + DC_4x4[ 3-y ] * p[ x, 4 ] + 64) >> 7

-
Otherwise, pred4x4L[ x, y ] = ( p[ 0, 4] + p[ 1, 4] + p[ 2, 4] + p[ 3, 4] + 2 ) >> 2

4x4 intra-frame DC prediction for sub-block C

-
If all samples p[ -1,-y ], with y = 0..3, are marked as “available”,


pred4x4L[ x, y ] = ( DC_4x4[ x ] * p[ -1, y] + DC_4x4[ 3-x ] * p[ 4, y ] + 64 ) >> 7

-
Otherwise, pred4x4L[ x, y ] = ( p[ 4, 0] + p[ 4, 1] + p[ 4, 2] + p[ 4, 3] + 2 ) >> 2

4x4 intra-frame DC prediction for sub-block D

-
If all samples p[ x, -5 ], with x = 0..3 and p[ -5, y ], with y = 0..3, are marked as “available”,


pred4x4L[ x, y ] = 
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-
Otherwise, if all samples p[-5,y], with y = 0..3, are marked as “available”,


pred4x4L[ x, y ] =  
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-
Otherwise, if all samples p[x,-5], with x = 0 .. 3, are marked as “available”, 




pred4x4L[ x, y ] =  
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-
Otherwise, pred4x4L[ x, y ] = ( 1 << ( BitDepthY – 1 ) )
8x8 intra-frame DC prediction for sub-block A

-
If all samples p[ x, -1 ], with x = 0..7 and p[ -1, y ], with y = 0..7, are marked as “available”,


pred8x8L[ x, y ] = ( DC_8x8[y]*p[x,-1 ] + DC_8x8[7-y]*p[ x,8 ]





+ DC_8x8[x]*p[ -1,y ] + DC_8x8[7-x]*p[ 8,y ] + 128 ) >> 8

-
Otherwise, If all samples p[ x,-1 ], with x = 0..7, are marked as “available”,


pred8x8L[ x, y ] = ( DC_8x8[ y ] * p[ x, -1] + DC_8x8[ 7-y ] * p[ x, 8 ] + 64 ) >> 7

-
Otherwise, If all samples p[ -1,-y ], with y = 0..7, are marked as “available”,


pred8x8L[ x, y ] = ( DC_8x8[ x ] * p[ -1, y] + DC_8x8[ 7-x ] * p[ 8, y ] + 64 ) >> 7

-
Otherwise, pred8x8L[ x, y ] =  
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8x8 intra-frame DC prediction for sub-block B

-
If all samples p[ x,-1 ], with x = 0..7, are marked as “available”,

pred8x8L[ x, y ] = ( DC_8x8[ y ] * p[ x, -1] + DC_8x8[ 7-y ] * p[ x, 8 ] + 64) >> 7

-
Otherwise, pred8x8L[ x, y ] =  
[image: image13.wmf]3
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8x8 intra-frame DC prediction for sub-block C

-
If all samples p[ -1,-y ], with y = 0..7, are marked as “available”,




pred8x8L[ x, y ] = ( DC_8x8[ x ] * p[ -1, y] + DC_8x8[ 7-x ] * p[ 8, y ] + 64 ) >> 7

-
Otherwise, pred8x8L[ x, y ] =  
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8x8 intra-frame DC prediction for sub-block D

-
If all samples p[ x, -9 ], with x = 0..7 and p[ -9, y ], with y = 0..7, are marked as “available”,


pred8x8L[ x, y ] =  
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-
Otherwise, if all samples p[-9,y], with y = 0..7, are marked as “available”,


pred8x8L[ x, y ] =  
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-
Otherwise, if all samples p[x,-9], with x = 0..3, are marked as “available”,


pred8x8L[ x, y ] =  
[image: image17.wmf]3
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-
Otherwise, pred8x8L[ x, y ] = ( 1 << ( BitDepthY – 1 ) )
2.3 Spatial transforms

Two kinds of orthogonal transforms are available for intra macroblock, which is selected according to intra-frame prediction mode explained in sub-section 2.2. If DC prediction is used in unidirectional prediction or one of the bidirectional predictions, DCT/IDCT is selected. Otherwise, (Inverse) Directional Unified Transform ((I)DUT) is selected. If inter prediction is used, DCT/IDCT is used.

Several kinds of transform block sizes are available according to the prediction block size explained in sub-sections 2.1 and 2.2. Table 6 is a summary of the relationship between prediction and transform.

Table 6  Relationship between prediction and transform
	Prediction
	Prediction block size
	Transform block size
	Transform type

	Intra
	4x4
	4x4
	DCT/DUT

	
	8x8
	8x8
	DCT/DUT

	
	16x16
	16x16
	DCT/DUT

	Inter
	4x4, 4x8, 8x4,
	4x4
	DCT

	
	8x8
	4x4, 8x8
	DCT

	
	8x16
	4x4, 8x8, 8x16
	DCT

	
	16x8
	4x4, 8x8, 16x8
	DCT

	
	16x16 to 64x64
	4x4, 8x8, 16x16
	DCT


Transform matrices used in DCT/IDCT for 4x4 and 8x8 blocks are the same as those of AVC. 
Transform matrices used in DCT/IDCT for 16x16, 8x16 and 16x8 blocks are the same as those of the attached software in [12] . Transform matrices used in DUT/IDUT for 4x4, 8x8 and 16x16 blocks are the same as those used for the horizontal intra-frame prediction mode (pred_mode = 1) of the attached software in [13].
2.4 Quantization

Adaptive quantization matrix selection (AQMS) [11] is used for quantization process. AQMS provides the selection mechanism of quantization matrix macroblock by macroblock by signaling a selection index. In the case of the submitted material, two kinds of quantization matrices are used. One is a flat matrix and the other is a weighting matrix similar to the AVC default matrix.

The generation function of the weighting matrix is described in the following equations:

QM4(x,y)=Clip3(1,255,((matrix_model_param0*r+8)>>4)+(matrix_model_param1+16))

QM8(x,y)=Clip3(1,255,((matrix_model_param0*r+16)>>5)+(matrix_model_param1+16))
QM16(x,y)=Clip3(1,255,((matrix_model_param0*r+32)>>6)+(matrix_model_param1+16))
matrix_model_param0 is a modeling parameter that shows the gradient of the weighting matrix according to frequency position. matrix_model_param1 is a modeling parameter that means an offset value of the weighting matrix component (0,0). (x,y) means the frequency position for 4x4, 8x8 or 16x16 block, respectively. QM4(x,y), QM8(x,y) and QM16(x,y) correspond to the value of the weighting matrices for 4x4, 8x8 and 16x16 blocks, and r means an absolute distance of the frequency position obtained by the following equation:

r = |x+y|

For the intra-frame predicted block, matrix_model_param0 is set to 115, and matrix_model_param1 is set to -10 for each weighting matrix for 4x4, 8x8 and 16x16 block. For the inter predicted block, matrix_model_param0 is set to 70, and matrix_model_param1 is set to -6 for each weighting matrix for 4x4, 8x8 and 16x16 block. The weighting matrix for 8x16 block uses the left half of the matrix for 16x16 block. The weighting matrix for 16x8 block uses the upper half of the matrix for 16x16 block.

The 4x4 weighting matrices derived according to above procedure are shown in Table 7. 
Table 7  Quantization weighting matrix for 4x4 intra-frame prediction and 4x4 inter prediction
	(x,y)
	0,0
	1,0
	0,1
	0,2
	1,1
	2,0
	3,0
	2,1
	1,2
	0,3
	1,3
	2,2
	3,1
	3,2
	2,3
	3,3

	QM4_Intra(x,y)
	6
	13
	13
	20
	20
	20
	28
	28
	28
	28
	35
	35
	35
	42
	42
	49

	QM4_Inter(x,y)
	10
	14
	14
	19
	19
	19
	23
	23
	23
	23
	28
	28
	28
	32
	32
	36


The (inverse) quantization process used in DCT/IDCT for 4x4 and 8x8 blocks is the same as that of AVC. 
The (inverse) quantization process used in DCT/IDCT for 16x16, 8x16 and 16x8 blocks is the same as that of the attached software in [12]. The (inverse) quantization process used in DUT/IDUT for 4x4, 8x8 and 16x16 blocks is the same as that of the attached software in [13].

Since this proposal adopts IBDI that expands the bit depth of input pictures from 8 bits to 12 bits, all the (inverse) quantization process are performed as 12 bit input process.
2.5 In-loop filtering

QALF

As described in Figure 1 and Figure 2, a loop filter (QALF: Quadtree-based Adaptive Loop Filter [14]

 REF _Ref258413608 \n \h 
[15][16]) may be applied to the decoded picture before storing to DPB. QALF is intended to reduce coding noise of the decoded picture, and it is decided slice by slice for luminance and chrominance whether the loop filter is applied to a block.

The luminance filter is a point-symmetrical 2-dimential FIR filter with non-zero coefficients in a concentric circle as shown in Figure 9. Coefficients of the filter are designed slice by slice at encoder and signaled to decoder. It is suggested to design the coefficients according to the Wiener filter design algorithm. In addition, it is decided block by block at encoder whether the filtering is performed and the decision is signaled to decoder based on quadtree structure, where the block size is decided according to the RD performance described in sub-section 4.14.


[image: image18]
Figure 9  Shape of Wiener filter

The chrominance filter is a 5x5-tap point symmetrical rectangular 2-dimentional FIR filter. Coefficients of the filter are designed slice by slice at encoder and signaled to decoder. It is also suggested to design the coefficients according to the Wiener filter design algorithm. The chrominance filter is applicable only when luminance filter becomes applicable in the slice layer. The decision whether to apply the filter can be for (1) both Cb and Cr, (2) .Cb only, (3) Cr only, or (4) no chrominance filtering.

Deblocking filter

Deblocking for WBP of BIP filter is slightly modified from that of AVC in order to optimize the strength of filtering. As explained in sub-section 2.2, WBP combines two intra-frame prediction results, which is expected to reduce coding noise of the reference pixels. In addition, the prediction accuracy for the block boundary of sub-block A is improved, since ASCO can refer to the intra-frame prediction from the surrounding reference pixels. Therefore, when WBP and/or ASCO is used as intra-frame prediction, the strength of deblocking filter is weakened.

The variable bS is derived as follows:
· If WBP and ASCO are used and luma_transform_size_8x8_flag is equal to 1:

· If the block edge is the edge of sub-block 0, bS equals to 1.

· Otherwise (i.e. the block edge is the edge of sub-block 1, 2 or 3 and the block edge is not included in the edge of sub-block 0), bS equals to 2.

· Otherwise, if WBP and ASCO are used and luma_transform_size_8x8_flag is equal to 0:

· If the block edge is the edge of sub-block 0, 4, 8 or 12, bS equals to 1.

· Otherwise (i.e. if the block edge is the edge of sub-block 1, 2, 3, 5, 6, 7, 9, 10, 11, 13, 14, or 15, and the block edge is not included in the edge of sub-block 0, 4, 8, or 12), bS equals to 2.

· Otherwise, if WBP is used and ASCO is not used,

· bS equals to 1.

· Otherwise (i.e. WBP is not used),

· If the block edge is the edge of macroblock, bS equals to 3.

· Otherwise, bS equals to 2.

Filter offsets (alpha, beta) in Table 8 are used for the submitted material, which are differentiated according to the picture resolution (HD or higher, or SD or lower resolution).

Table 8  Filter offset (alpha, beta)
	
	I-slice
	P,B-slice

	Class A, B, E
	(-1,-3)
	(-2,-2)

	Class C, D
	(0,0)
	(-2,-2)


2.6 Entropy coding

In this proposal, CABAC (Context-based Adaptive Binary Arithmetic Coding) is used as an entropy coder for the most of part like AVC. Another entropy coding tool is Exponential-Golomb code.

CABAC uses the following contexts in addition to the ones for AVC:

Motion representation:

6

Intra-frame prediction:

7

Spatial transform:

160

Quantization:


1

In-loop filtering:

3

Each context consists of a 6-bit state index and a 1-bit MPS (Most Probable Symbol).

In addition, when intra-frame prediction is used, FAS (Fixed Alternative Scan) is applied to the transformed and quantized coefficients so that the coefficients with the higher probability of non-zero values are scanned earlier. The scan order depends on the intra-frame prediction mode as shown in Table 9 to Table 11.
When inter prediction is used, the zig-zag scan order is used.
Table 9  Scan order for 4x4 DCT/IDCT/DUT/IDUT
	idx
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15

	RasToFAS_4[0]
	0
	1
	2
	3
	4
	5
	8
	9
	6
	12
	10
	7
	13
	11
	14
	15

	RasToFAS_4[1]
	0
	4
	8
	12
	1
	5
	9
	13
	2
	3
	6
	10
	14
	7
	11
	15

	RasToFAS_4[2]
	0
	1
	4
	5
	8
	2
	9
	3
	6
	12
	10
	13
	14
	7
	11
	15

	RasToFAS_4[3]
	0
	1
	4
	5
	2
	8
	6
	9
	10
	12
	13
	3
	14
	7
	11
	15

	RasToFAS_4[4]
	0
	1
	4
	5
	8
	2
	6
	9
	10
	12
	13
	3
	14
	7
	11
	15

	RasToFAS_4[5]
	0
	1
	2
	4
	5
	6
	8
	9
	3
	7
	10
	12
	13
	14
	11
	15

	RasToFAS_4[6]
	0
	4
	8
	1
	5
	9
	13
	12
	10
	14
	6
	2
	3
	11
	7
	15

	RasToFAS_4[7]
	0
	1
	2
	5
	4
	6
	3
	9
	7
	10
	8
	14
	13
	12
	11
	15

	RasToFAS_4[8]
	0
	4
	8
	5
	9
	12
	1
	13
	10
	14
	6
	2
	7
	3
	11
	15


Table 10  Scan order for 8x8 DCT/IDCT/DUT/IDUT
	idx
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15

	RasToFAS_8[0]
	4
	5
	3
	2
	0
	1
	6
	7
	8
	11
	9
	10
	12
	26
	16
	18

	RasToFAS_8[1]
	0
	8
	16
	24
	32
	17
	9
	1
	40
	25
	33
	48
	7
	2
	10
	41

	RasToFAS_8[2]
	0
	1
	8
	3
	16
	2
	9
	4
	10
	17
	24
	11
	5
	26
	18
	32

	RasToFAS_8[3]
	0
	8
	1
	9
	2
	16
	17
	24
	3
	10
	25
	26
	18
	4
	11
	19

	RasToFAS_8[4]
	0
	1
	8
	9
	2
	16
	17
	18
	3
	25
	10
	24
	26
	19
	11
	32

	RasToFAS_8[5]
	0
	1
	2
	8
	3
	10
	9
	16
	18
	11
	17
	4
	19
	12
	26
	24

	RasToFAS_8[6]
	0
	8
	1
	16
	17
	24
	9
	25
	32
	18
	10
	2
	26
	33
	34
	27

	RasToFAS_8[7]
	0
	1
	8
	2
	10
	9
	16
	11
	17
	3
	18
	26
	19
	27
	4
	25

	RasToFAS_8[8]
	0
	8
	16
	1
	9
	17
	25
	24
	32
	33
	2
	18
	10
	26
	7
	3


	idx
	16
	17
	18
	19
	20
	21
	22
	23
	24
	25
	26
	27
	28
	29
	30
	31

	RasToFAS_8[0]
	24
	17
	13
	19
	25
	20
	28
	32
	27
	34
	35
	14
	33
	21
	41
	36

	RasToFAS_8[1]
	3
	56
	11
	26
	18
	34
	19
	4
	49
	20
	27
	42
	57
	5
	28
	12

	RasToFAS_8[2]
	12
	25
	19
	33
	20
	34
	40
	27
	28
	6
	41
	13
	35
	7
	42
	21

	RasToFAS_8[3]
	12
	27
	32
	33
	35
	20
	34
	42
	5
	28
	7
	13
	43
	41
	36
	48

	RasToFAS_8[4]
	27
	33
	4
	34
	28
	12
	40
	35
	20
	41
	5
	43
	36
	42
	29
	49

	RasToFAS_8[5]
	25
	27
	34
	5
	32
	33
	20
	28
	35
	21
	13
	43
	29
	41
	7
	40

	RasToFAS_8[6]
	3
	19
	40
	11
	41
	4
	42
	35
	7
	20
	43
	51
	49
	12
	36
	5

	RasToFAS_8[7]
	24
	12
	20
	33
	32
	5
	34
	36
	35
	28
	13
	21
	29
	41
	43
	7

	RasToFAS_8[8]
	41
	34
	40
	42
	11
	19
	27
	4
	5
	12
	35
	48
	50
	28
	43
	20


	Idx
	32
	33
	34
	35
	36
	37
	38
	39
	40
	41
	42
	43
	44
	45
	46
	47

	RasToFAS_8[0]
	29
	40
	42
	51
	48
	22
	43
	56
	49
	44
	15
	37
	58
	50
	57
	59

	RasToFAS_8[1]
	35
	43
	50
	13
	29
	44
	51
	36
	59
	21
	58
	14
	52
	37
	6
	45

	RasToFAS_8[2]
	36
	43
	48
	49
	29
	22
	50
	14
	44
	56
	57
	37
	51
	15
	58
	52

	RasToFAS_8[3]
	40
	21
	29
	14
	6
	37
	44
	50
	49
	22
	51
	52
	30
	45
	60
	38

	RasToFAS_8[4]
	13
	48
	7
	21
	6
	44
	37
	50
	56
	51
	14
	45
	30
	22
	52
	57

	RasToFAS_8[5]
	44
	36
	14
	48
	42
	37
	6
	30
	50
	22
	49
	51
	15
	52
	45
	53

	RasToFAS_8[6]
	52
	28
	48
	50
	59
	6
	57
	13
	21
	44
	56
	37
	60
	38
	14
	45

	RasToFAS_8[7]
	6
	42
	44
	48
	40
	52
	49
	22
	30
	50
	45
	14
	51
	37
	53
	15

	RasToFAS_8[8]
	49
	36
	57
	13
	51
	52
	58
	59
	6
	29
	21
	37
	56
	44
	14
	22


	Idx
	48
	49
	50
	51
	52
	53
	54
	55
	56
	57
	58
	59
	60
	61
	62
	63

	RasToFAS_8[0]
	45
	30
	52
	38
	23
	53
	31
	60
	61
	46
	62
	39
	54
	47
	63
	55

	RasToFAS_8[1]
	60
	53
	30
	22
	61
	15
	38
	46
	31
	23
	54
	62
	39
	55
	63
	47

	RasToFAS_8[2]
	30
	45
	59
	38
	23
	60
	53
	31
	46
	61
	39
	54
	47
	62
	63
	55

	RasToFAS_8[3]
	15
	56
	59
	58
	61
	53
	57
	46
	39
	23
	54
	47
	62
	31
	55
	63

	RasToFAS_8[4]
	53
	58
	38
	15
	60
	59
	46
	23
	39
	31
	61
	54
	62
	47
	63
	55

	RasToFAS_8[5]
	57
	59
	23
	38
	58
	60
	39
	31
	56
	61
	46
	62
	54
	47
	55
	63

	RasToFAS_8[6]
	53
	29
	30
	22
	61
	46
	15
	58
	62
	54
	23
	31
	47
	63
	39
	55

	RasToFAS_8[7]
	38
	60
	23
	57
	59
	54
	46
	31
	58
	56
	61
	39
	62
	63
	55
	47

	RasToFAS_8[8]
	45
	53
	60
	30
	38
	61
	15
	46
	23
	54
	31
	39
	62
	55
	47
	63


Table 11  Scan order for 16x16 DCT/IDCT/DUT/IDUT
	idx
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15

	RasToFAS_16[0]
	0
	1
	2
	3
	16
	4
	5
	6
	17
	7
	32
	8
	18
	9
	19
	48

	RasToFAS_16[1]
	0
	16
	32
	1
	48
	64
	80
	96
	17
	112
	2
	128
	33
	144
	160
	3

	RasToFAS_16[2]
	0
	1
	16
	32
	2
	17
	3
	48
	18
	33
	64
	4
	80
	96
	5
	19

	RasToFAS_16[3]
	0
	1
	16
	32
	2
	17
	3
	48
	18
	33
	64
	4
	49
	80
	5
	19


	idx
	16
	17
	18
	19
	20
	21
	22
	23
	24
	25
	26
	27
	28
	29
	30
	31

	RasToFAS_16[0]
	10
	20
	21
	22
	33
	64
	80
	11
	23
	34
	35
	49
	65
	96
	112
	128

	RasToFAS_16[1]
	49
	176
	4
	18
	65
	81
	97
	113
	129
	192
	5
	6
	19
	34
	145
	161

	RasToFAS_16[2]
	49
	112
	128
	6
	20
	21
	34
	65
	81
	97
	113
	144
	7
	22
	35
	50

	RasToFAS_16[3]
	34
	65
	96
	112
	128
	6
	20
	21
	35
	50
	81
	97
	113
	129
	144
	160


	idx
	32
	33
	34
	35
	36
	37
	38
	39
	40
	41
	42
	43
	44
	45
	46
	47

	RasToFAS_16[0]
	12
	13
	14
	24
	25
	36
	37
	38
	39
	50
	51
	52
	53
	66
	67
	81

	RasToFAS_16[1]
	208
	224
	7
	8
	9
	20
	21
	22
	23
	35
	36
	50
	51
	66
	67
	82

	RasToFAS_16[2]
	129
	145
	160
	176
	8
	9
	23
	24
	36
	37
	38
	51
	66
	67
	82
	98

	RasToFAS_16[3]
	7
	8
	9
	22
	23
	24
	36
	37
	38
	51
	52
	66
	67
	82
	83
	98


	idx
	48
	49
	50
	51
	52
	53
	54
	55
	56
	57
	58
	59
	60
	61
	62
	63

	RasToFAS_16[0]
	82
	97
	98
	113
	114
	129
	130
	144
	145
	160
	161
	176
	177
	192
	208
	15

	RasToFAS_16[1]
	98
	99
	114
	115
	130
	131
	146
	162
	177
	193
	209
	240
	10
	11
	12
	13

	RasToFAS_16[2]
	114
	130
	161
	177
	192
	10
	25
	39
	40
	52
	53
	54
	55
	68
	69
	70

	RasToFAS_16[3]
	114
	130
	145
	146
	161
	176
	177
	192
	208
	10
	11
	12
	13
	14
	15
	25


	idx
	64
	65
	66
	67
	68
	69
	70
	71
	72
	73
	74
	75
	76
	77
	78
	79

	RasToFAS_16[0]
	26
	27
	28
	29
	30
	31
	40
	41
	42
	43
	44
	45
	46
	47
	54
	55

	RasToFAS_16[1]
	14
	15
	24
	25
	26
	27
	28
	29
	30
	31
	37
	38
	39
	40
	41
	42

	RasToFAS_16[2]
	83
	84
	85
	99
	100
	101
	115
	116
	131
	132
	146
	147
	162
	163
	178
	193

	RasToFAS_16[3]
	26
	27
	28
	29
	30
	31
	39
	40
	41
	42
	43
	44
	45
	46
	47
	53


	idx
	80
	81
	82
	83
	84
	85
	86
	87
	88
	89
	90
	91
	92
	93
	94
	95

	RasToFAS_16[0]
	56
	57
	58
	59
	60
	61
	62
	63
	68
	69
	70
	71
	72
	73
	74
	75

	RasToFAS_16[1]
	43
	44
	45
	46
	47
	52
	53
	54
	55
	56
	57
	58
	59
	60
	61
	62

	RasToFAS_16[2]
	194
	208
	209
	224
	240
	11
	12
	13
	14
	15
	26
	27
	28
	29
	30
	31

	RasToFAS_16[3]
	54
	55
	56
	57
	58
	59
	60
	61
	62
	63
	68
	69
	70
	71
	72
	73


	idx
	96
	97
	98
	99
	100
	101
	102
	103
	104
	105
	106
	107
	108
	109
	110
	111

	RasToFAS_16[0]
	76
	77
	78
	79
	83
	84
	85
	86
	87
	88
	89
	90
	91
	92
	93
	94

	RasToFAS_16[1]
	63
	68
	69
	70
	71
	72
	73
	74
	75
	76
	77
	78
	79
	83
	84
	85

	RasToFAS_16[2]
	41
	42
	43
	44
	45
	46
	47
	56
	57
	58
	59
	60
	61
	62
	63
	71

	RasToFAS_16[3]
	74
	75
	76
	77
	78
	79
	84
	85
	86
	87
	88
	89
	90
	91
	92
	93


	idx
	112
	113
	114
	115
	116
	117
	118
	119
	120
	121
	122
	123
	124
	125
	126
	127

	RasToFAS_16[0]
	95
	99
	100
	101
	102
	103
	104
	105
	106
	107
	108
	109
	110
	111
	115
	116

	RasToFAS_16[1]
	86
	87
	88
	89
	90
	91
	92
	93
	94
	95
	100
	101
	102
	103
	104
	105

	RasToFAS_16[2]
	72
	73
	74
	75
	76
	77
	78
	79
	86
	87
	88
	89
	90
	91
	92
	93

	RasToFAS_16[3]
	94
	95
	99
	100
	101
	102
	103
	104
	105
	106
	107
	108
	109
	110
	111
	115


	idx
	128
	129
	130
	131
	132
	133
	134
	135
	136
	137
	138
	139
	140
	141
	142
	143

	RasToFAS_16[0]
	117
	118
	119
	120
	121
	122
	123
	124
	125
	126
	127
	131
	132
	133
	134
	135

	RasToFAS_16[1]
	106
	107
	108
	109
	110
	111
	116
	117
	118
	119
	120
	121
	122
	123
	124
	125

	RasToFAS_16[2]
	94
	95
	102
	103
	104
	105
	106
	107
	108
	109
	110
	111
	117
	118
	119
	120

	RasToFAS_16[3]
	116
	117
	118
	119
	120
	121
	122
	123
	124
	125
	126
	127
	131
	132
	133
	134


	idx
	144
	145
	146
	147
	148
	149
	150
	151
	152
	153
	154
	155
	156
	157
	158
	159

	RasToFAS_16[0]
	136
	137
	138
	139
	140
	141
	142
	143
	146
	147
	148
	149
	150
	151
	152
	153

	RasToFAS_16[1]
	126
	127
	132
	133
	134
	135
	136
	137
	138
	139
	140
	141
	142
	143
	147
	148

	RasToFAS_16[2]
	121
	122
	123
	124
	125
	126
	127
	133
	134
	135
	136
	137
	138
	139
	140
	141

	RasToFAS_16[3]
	135
	136
	137
	138
	139
	140
	141
	142
	143
	147
	148
	149
	150
	151
	152
	153


	idx
	160
	161
	162
	163
	164
	165
	166
	167
	168
	169
	170
	171
	172
	173
	174
	175

	RasToFAS_16[0]
	154
	155
	156
	157
	158
	159
	162
	163
	164
	165
	166
	167
	168
	169
	170
	171

	RasToFAS_16[1]
	149
	150
	151
	152
	153
	154
	155
	156
	157
	158
	159
	163
	164
	165
	166
	167

	RasToFAS_16[2]
	142
	143
	148
	149
	150
	151
	152
	153
	154
	155
	156
	157
	158
	159
	164
	165

	RasToFAS_16[3]
	154
	155
	156
	157
	158
	159
	162
	163
	164
	165
	166
	167
	168
	169
	170
	171


	idx
	176
	177
	178
	179
	180
	181
	182
	183
	184
	185
	186
	187
	188
	189
	190
	191

	RasToFAS_16[0]
	172
	173
	174
	175
	178
	179
	180
	181
	182
	183
	184
	185
	186
	187
	188
	189

	RasToFAS_16[1]
	168
	169
	170
	171
	172
	173
	174
	175
	178
	179
	180
	181
	182
	183
	184
	185

	RasToFAS_16[2]
	166
	167
	168
	169
	170
	171
	172
	173
	174
	175
	179
	180
	181
	182
	183
	184

	RasToFAS_16[3]
	172
	173
	174
	175
	178
	179
	180
	181
	182
	183
	184
	185
	186
	187
	188
	189


	idx
	192
	193
	194
	195
	196
	197
	198
	199
	200
	201
	202
	203
	204
	205
	206
	207

	RasToFAS_16[0]
	190
	191
	193
	194
	195
	196
	197
	198
	199
	200
	201
	202
	203
	204
	205
	206

	RasToFAS_16[1]
	186
	187
	188
	189
	190
	191
	194
	195
	196
	197
	198
	199
	200
	201
	202
	203

	RasToFAS_16[2]
	185
	186
	187
	188
	189
	190
	191
	195
	196
	197
	198
	199
	200
	201
	202
	203

	RasToFAS_16[3]
	190
	191
	193
	194
	195
	196
	197
	198
	199
	200
	201
	202
	203
	204
	205
	206


	idx
	208
	209
	210
	211
	212
	213
	214
	215
	216
	217
	218
	219
	220
	221
	222
	223

	RasToFAS_16[0]
	207
	209
	210
	211
	212
	213
	214
	215
	216
	217
	218
	219
	220
	221
	222
	223

	RasToFAS_16[1]
	204
	205
	206
	207
	210
	211
	212
	213
	214
	215
	216
	217
	218
	219
	220
	221

	RasToFAS_16[2]
	204
	205
	206
	207
	210
	211
	212
	213
	214
	215
	216
	217
	218
	219
	220
	221

	RasToFAS_16[3]
	207
	209
	210
	211
	212
	213
	214
	215
	216
	217
	218
	219
	220
	221
	222
	223


	idx
	224
	225
	226
	227
	228
	229
	230
	231
	232
	233
	234
	235
	236
	237
	238
	239

	RasToFAS_16[0]
	224
	225
	226
	227
	228
	229
	230
	231
	232
	233
	234
	235
	236
	237
	238
	239

	RasToFAS_16[1]
	222
	223
	225
	226
	227
	228
	229
	230
	231
	232
	233
	234
	235
	236
	237
	238

	RasToFAS_16[2]
	222
	223
	225
	226
	227
	228
	229
	230
	231
	232
	233
	234
	235
	236
	237
	238

	RasToFAS_16[3]
	224
	225
	226
	227
	228
	229
	230
	231
	232
	233
	234
	235
	236
	237
	238
	239


	idx
	240
	241
	242
	243
	244
	245
	246
	247
	248
	249
	250
	251
	252
	253
	254
	255

	RasToFAS_16[0]
	240
	241
	242
	243
	244
	245
	246
	247
	248
	249
	250
	251
	252
	253
	254
	255

	RasToFAS_16[1]
	239
	241
	242
	243
	244
	245
	246
	247
	248
	249
	250
	251
	252
	253
	254
	255

	RasToFAS_16[2]
	239
	241
	242
	243
	244
	245
	246
	247
	248
	249
	250
	251
	252
	253
	254
	255

	RasToFAS_16[3]
	240
	241
	242
	243
	244
	245
	246
	247
	248
	249
	250
	251
	252
	253
	254
	255


2.7 Additional algorithmic description discussion topic #1 –IBDI-
IBDI (Internal Bit Depth Increase) [17] is a coding tool that expands the bit depth of input picture from M bits to N bits (HAIP: High Accuracy Internal Process) and shrinks the bit depth of decoded picture at DPB input (DPC: Decoded Picture Compression) from N bits to M bits at encoder side (M < N ). At decoder side, the decoded picture with the bit depth of N is rounded to M bits for output (Figure 2).

By applying HAIP, the accuracy of all internal processes is increased (N-M) bits. This intends to reduce the rounding error of intra-fame prediction, spatial transform, in-loop filtering in order to improve coding efficiency.

DPC intends to maintain the capacity of DPB and bandwidth of DPB access to the ones for the picture with the original bit depth. In the case of the submitted material, M equals to 8 and N equals to 12. Storing the 12 bit decoded picture to DPB will require 1.5 times of DPB capacity and 1.5 times of memory bandwidth compared to storing the 8 bit decoded picture. Therefore, the bit depth compression process of the decoded picture from 12 bits to 8 bits is performed to each color component macroblock by macroblock as follows: 

(1) Obtain the minimum pixel value Min and the maximum pixel value Max of the component

(2) Calculate a 8 bit minimum pixel value MB_min = Min >> 4

(3) Calculate a dynamic range R between Max and (MB_min<<4)
(4) Decide the right shift value S so that R becomes less than (256 << S)
(5) Calculate the storing pixel P (= ((pixel value) – (MB_min<<4)) >> S) and store P

(6) MB_min and S are also stored to DPB
The bit depth decompression process is performed to each color component macroblock by macroblock as follows: 

(1) Obtain MB_min, S and P from DPB
(2) Calculate the decompressed pixel value D (= P << S + MB_min) and use D as the pixel value

Figure 10 explains the relationship of above values.


[image: image19]
Figure 10  Bit depth compression process

2.8 Additional algorithmic description discussion topic #2 – RDOQ-
This proposal adopts an encoding technique (RDOQ) that was used to generate the anchor streams. The encoding algorithm of RDOQ is the same as that in JM16.2 [18]. BaseQp is decided by Picture RDO with RDOQ_QP_Num is equal to 5. In order to reduce the encoding time, an early termination technique in JM11.0KTA2.6 [19] is adopted.
2.9 Additional algorithmic description discussion topic #3 – WP-
WP defined in AVC is used in this proposal. Algorithm to derive coefficients and offset is the similar to the one in JM15.1 [20] that adopts up to three pass picture level RDO. The following exceptions are adopted:
New offset derivation method [19] that derives offset by subtracting the average value of coding picture and that of motion compensated reference picture is used.

In P slice, if the better coding result among 1st pass coding and 2nd pass coding uses 75% or more intra macroblocks, the slice is coded as I slice.

3 Compression performance discussion

3.1 Objective versus subjective compression performance

The objective compression performance is described in sub-sections 3.2 and.3.3 The subjective compression performance evaluation was conducted by the proponent informally, and confirmed in general that the improvement of picture quality compared to the anchors follows the objective compression performance improvement.
3.2 Constraint set 1 configuration relative to Alpha anchor

Bjøntegaard Delta-Rate and Delta-PSNR relative to the anchors are shown. “High” means the values for the higher 4 bitrate points and “Low” means the values for the lower 4 bitrate points. For both BD-Rate (ΔBitrate) and BD-PSNR (ΔPSNR), a positive number means that the proposal showed the better coding performance than the anchor.
3.2.1 Class A

	Sxx
	Name
	Y
	Cb
	Cr

	
	
	⊿Bitrate

(High/Low) (%)
	⊿Bitrate
(High/Low) (%)
	⊿Bitrate
(High/Low) (%)

	S01
	Traffic
	30.72
	31.84
	30.40
	31.98
	35.26
	35.23

	S02
	People on Street
	16.19
	18.04
	25.01
	28.13
	30.36
	36.01

	Average
	23.45
	24.94
	27.71
	30.05
	32.81
	35.62


	Sxx
	Name
	Y
	Cb
	Cr

	
	
	⊿PSNR

(High/Low) (dB)
	⊿PSNR

(High/Low) (dB)
	⊿PSNR

(High/Low) (dB)

	S01
	Traffic
	1.204
	0.905
	0.719
	0.763
	1.417
	0.890

	S02
	People on Street
	0.902
	0.709
	0.625
	0.680
	1.028
	0.861

	Average
	1.053
	0.807
	0.672
	0.721
	1.223 
	0.875


3.2.2 Class B

	Sxx
	Name
	Y
	Cb
	Cr

	
	
	⊿Bitrate

(High/Low) (%)
	⊿Bitrate
(High/Low) (%)
	⊿Bitrate
(High/Low) (%)

	S03
	Kimono
	30.52
	31.91
	29.07
	31.65
	30.52
	32.27

	S04
	ParkScene
	21.97
	24.39
	29.97
	28.54
	29.41
	28.34

	S05
	Cactus
	30.54
	30.21
	33.74
	31.45
	31.85
	30.31

	S06
	BasketballDrive
	29.85
	30.88
	33.43
	33.30
	29.39
	29.79

	S07
	BQTerrace
	44.78
	43.52
	57.94
	51.87
	62.39
	58.61

	Average
	31.53
	32.18
	36.83
	35.36
	36.71
	35.86


	Sxx
	Name
	Y
	Cb
	Cr

	
	
	⊿PSNR

(High/Low) (dB)
	⊿PSNR

(High/Low) (dB)
	⊿PSNR

(High/Low) (dB)

	S03
	Kimono
	1.131
	0.785
	0.576
	0.664
	1.362
	0.796

	S04
	ParkScene
	0.882
	0.710
	0.759
	0.699
	1.018
	0.565

	S05
	Cactus
	0.929
	0.804
	0.465
	0.506
	1.109
	0.851

	S06
	BasketballDrive
	0.962
	0.921
	0.732
	0.813
	1.185
	1.032

	S07
	BQTerrace
	0.761
	0.745
	0.812
	0.820
	0.954
	0.825

	Average
	0.933 
	0.793 
	0.669 
	0.700 
	1.125 
	0.814 


3.2.3 Class C

	Sxx
	Name
	Y
	Cb
	Cr

	
	
	⊿Bitrate

(High/Low) (%)
	⊿Bitrate
(High/Low) (%)
	⊿Bitrate
(High/Low) (%)

	S08
	BasketballDrill
	30.27
	29.68
	28.24
	29.58
	30.33
	30.82

	S09
	BQMall
	28.47
	29.22
	28.62
	27.26
	31.26
	31.13

	S10
	PartyScene
	31.23
	31.16
	26.46
	24.53
	27.74
	26.25

	S11
	RaceHorses
	24.29
	26.25
	28.18
	27.90
	30.56
	31.12

	Average
	28.56
	29.08
	27.87
	27.32
	29.97
	29.83


	Sxx
	Name
	Y
	Cb
	Cr

	
	
	⊿PSNR

(High/Low) (dB)
	⊿PSNR

(High/Low) (dB)
	⊿PSNR

(High/Low) (dB)

	S08
	BasketballDrill
	1.461
	1.317
	1.088
	1.077
	1.444
	1.324

	S09
	BQMall
	1.509
	1.025
	0.818
	0.761
	1.646
	1.009

	S10
	PartyScene
	1.423
	0.653
	0.613
	0.505
	1.350
	0.543

	S11
	RaceHorses
	1.103
	0.905
	0.773
	0.785
	1.206
	0.988

	Average
	1.374 
	0.975 
	0.823 
	0.782 
	1.411 
	0.966 


3.2.4 Class D

	Sxx
	Name
	Y
	Cb
	Cr

	
	
	⊿Bitrate

(High/Low) (%)
	⊿Bitrate
(High/Low) (%)
	⊿Bitrate
(High/Low) (%)

	S12
	BasketballPass
	19.92
	20.22
	25.50
	23.33
	22.94
	22.42

	S13
	BQSquare
	44.74
	45.14
	48.33
	38.64
	50.92
	39.87

	S14
	BlowingBubbles
	26.21
	23.81
	30.17
	24.11
	32.06
	24.99

	S15
	RaceHorses
	16.81
	17.08
	25.42
	24.09
	26.52
	25.52

	Average
	26.92
	26.56
	32.36
	27.54
	33.11
	28.20


	Sxx
	Name
	Y
	Cb
	Cr

	
	
	⊿PSNR

(High/Low) (dB)
	⊿PSNR

(High/Low) (dB)
	⊿PSNR

(High/Low) (dB)

	S12
	BasketballPass
	1.135
	1.003
	0.943
	0.775
	1.062
	0.881

	S13
	BQSquare
	2.077
	1.358
	1.141
	0.760
	2.101
	0.925

	S14
	BlowingBubbles
	1.283
	1.126
	1.019
	0.736
	1.113
	0.785

	S15
	RaceHorses
	0.958
	0.996
	0.975
	0.806
	0.906
	0.879

	Average
	1.181 
	0.931 
	0.804 
	0.743 
	1.260 
	0.877 


3.2.5 Overall

	Overall average
	Y
	Cb
	Cr

	
	⊿Bitrate

(High/Low) (%)
	⊿Bitrate
(High/Low) (%)
	⊿Bitrate
(High/Low) (%)

	
	28.43
	28.89
	32.03
	30.42
	33.43
	32.18


	Overall average
	Y
	Cb
	Cr

	
	⊿PSNR

(High/Low) (dB)
	⊿PSNR

(High/Low) (dB)
	⊿PSNR

(High/Low) (dB)

	
	1.181
	0.931
	0.804
	0.743
	1.260
	0.877


3.3 Constraint set 2 configuration relative to Beta and Gamma anchors
3.3.1 Class B

	
	
	
	
	

	
	
	

	

	


	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	


	
	
	
	
	

	
	
	

	

	


	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	


	Anchor
	Sxx
	Name
	Y
	Cb
	Cr

	
	
	
	ΔBitrate

(High/Low) (%)
	ΔBitrate

(High/Low) (%)
	ΔBitrate

(High/Low) (%)

	Beta
	S03
	Kimono
	29.62 
	31.48 
	21.94 
	24.87 
	20.35 
	23.14 

	
	S04
	ParkScene
	18.34 
	21.72 
	17.09 
	18.41 
	19.11 
	20.87 

	
	S05
	Cactus
	32.16 
	33.09 
	28.15 
	31.29 
	29.77 
	32.95 

	
	S06
	BasketballDrive
	27.52 
	28.77 
	20.29 
	23.42 
	17.91 
	20.02 

	
	S07
	BQTerrace
	37.00 
	38.55 
	39.08 
	41.55 
	39.87 
	44.39 

	
	Average
	28.93 
	30.72 
	25.31 
	27.91 
	25.40 
	28.28 

	Gamma
	S03
	Kimono
	46.69 
	47.56 
	35.13 
	37.47 
	35.21 
	38.30 

	
	S04
	ParkScene
	37.36 
	41.87 
	36.31 
	41.93 
	38.31 
	44.35 

	
	S05
	Cactus
	49.96 
	50.82 
	46.31 
	46.31 
	49.34 
	50.50 

	
	S06
	BasketballDrive
	43.06 
	44.43 
	39.12 
	43.84 
	34.79 
	37.96 

	
	S07
	BQTerrace
	57.88 
	62.76 
	62.32 
	66.21 
	65.74 
	71.08 

	
	Average
	46.99 
	49.49 
	43.84 
	47.15 
	44.68 
	48.44 


	Anchor
	Sxx
	Name
	Y
	Cb
	Cr

	
	
	
	ΔPSNR

(High/Low) (dB)
	ΔPSNR

(High/Low) (dB)
	ΔPSNR

(High/Low) (dB)

	Beta
	S03
	Kimono
	1.197 
	1.396 
	0.441 
	0.513 
	0.477 
	0.489 

	
	S04
	ParkScene
	0.699 
	0.857 
	0.351 
	0.353 
	0.330 
	0.322 

	
	S05
	Cactus
	1.002 
	1.209 
	0.392 
	0.467 
	0.746 
	0.851 

	
	S06
	BasketballDrive
	0.963 
	1.159 
	0.454 
	0.570 
	0.554 
	0.649 

	
	S07
	BQTerrace
	0.717 
	0.926 
	0.446 
	0.490 
	0.405 
	0.472 

	
	Average
	0.916 
	1.109 
	0.417 
	0.479 
	0.502 
	0.557 

	Gamma
	S03
	Kimono
	2.167 
	2.383 
	0.776 
	0.857 
	0.914 
	0.920 

	
	S04
	ParkScene
	1.671 
	1.917 
	0.892 
	0.916 
	0.777 
	0.776 

	
	S05
	Cactus
	1.925 
	2.216 
	0.728 
	0.812 
	1.432 
	1.571 

	
	S06
	BasketballDrive
	1.773 
	2.106 
	1.040 
	1.269 
	1.227 
	1.380 

	
	S07
	BQTerrace
	1.683 
	2.192 
	0.973 
	1.114 
	0.988 
	1.204 

	
	Average
	1.844 
	2.163 
	0.882 
	0.994 
	1.068 
	1.170 


3.3.2 Class C

	
	
	
	
	

	
	
	

	

	


	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	


	
	
	
	
	

	
	
	

	

	


	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	


	Anchor
	Sxx
	Name
	Y
	Cb
	Cr

	
	
	
	ΔBitrate

(High/Low) (%)
	ΔBitrate

(High/Low) (%)
	ΔBitrate

(High/Low) (%)

	Beta
	S08
	BasketballDrill
	36.13 
	35.52 
	40.63 
	39.48 
	39.34 
	38.09 

	
	S09
	BQMall
	23.49 
	27.65 
	20.93 
	26.86 
	22.88 
	27.51 

	
	S10
	PartyScene
	18.96 
	21.50 
	14.32 
	15.87 
	17.18 
	16.15 

	
	S11
	RaceHorses
	13.21 
	14.05 
	11.43 
	13.88 
	15.79 
	18.87 

	
	Average
	22.95 
	24.68 
	21.83 
	24.03 
	23.80 
	25.16 

	Gamma
	S08
	BasketballDrill
	53.19 
	51.84 
	56.41 
	53.61 
	55.23 
	52.13 

	
	S09
	BQMall
	39.85 
	43.43 
	38.49 
	44.10 
	38.88 
	42.94 

	
	S10
	PartyScene
	44.38 
	47.08 
	43.02 
	42.28 
	44.23 
	41.61 

	
	S11
	RaceHorses
	22.88 
	24.02 
	18.89 
	22.33 
	23.23 
	28.14 

	
	Average
	40.08 
	41.59 
	39.20 
	40.58 
	40.39 
	41.20 


	Anchor
	Sxx
	Name
	Y
	Cb
	Cr

	
	
	
	ΔPSNR

(High/Low) (dB)
	ΔPSNR

(High/Low) (dB)
	ΔPSNR

(High/Low) (dB)

	Beta
	S08
	BasketballDrill
	1.709 
	1.703 
	1.478 
	1.334 
	1.621 
	1.491 

	
	S09
	BQMall
	1.193 
	1.473 
	0.548 
	0.650 
	0.663 
	0.773 

	
	S10
	PartyScene
	0.774 
	0.849 
	0.271 
	0.289 
	0.308 
	0.283 

	
	S11
	RaceHorses
	0.549 
	0.578 
	0.245 
	0.301 
	0.376 
	0.465 

	
	Average
	1.056 
	1.151 
	0.635 
	0.643 
	0.742 
	0.753 

	Gamma
	S08
	BasketballDrill
	2.869 
	2.852 
	2.254 
	2.081 
	2.467 
	2.227 

	
	S09
	BQMall
	2.269 
	2.591 
	1.154 
	1.332 
	1.280 
	1.479 

	
	S10
	PartyScene
	2.063 
	2.018 
	0.920 
	0.911 
	0.920 
	0.893 

	
	S11
	RaceHorses
	1.010 
	1.035 
	0.439 
	0.535 
	0.611 
	0.780 

	
	Average
	2.053 
	2.124 
	1.192 
	1.215 
	1.320 
	1.345 


3.3.3 Class D

	
	
	
	
	

	
	
	

	

	


	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	


	
	
	
	
	

	
	
	

	

	


	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	


	Anchor
	Sxx
	Name
	Y
	Cb
	Cr

	
	
	
	ΔBitrate

(High/Low) (%)
	ΔBitrate

(High/Low) (%)
	ΔBitrate

(High/Low) (%)

	Beta
	S12
	BasketballPass
	11.29 
	12.76 
	8.89 
	8.96 
	6.21 
	5.72 

	
	S13
	BQSquare
	20.86 
	23.96 
	26.16 
	31.50 
	25.70 
	34.51 

	
	S14
	BlowingBubbles
	9.46 
	9.46 
	7.82 
	7.47 
	10.20 
	10.65 

	
	S15
	RaceHorses
	6.44 
	6.76 
	7.52 
	7.93 
	8.44 
	8.82 

	
	Average
	12.01 
	13.23 
	12.60 
	13.97 
	12.64 
	14.93 

	Gamma
	S12
	BasketballPass
	24.41 
	25.29 
	21.32 
	23.74 
	15.33 
	16.56 

	
	S13
	BQSquare
	58.68 
	61.41 
	70.39 
	71.73 
	67.91 
	68.82 

	
	S14
	BlowingBubbles
	35.82 
	36.25 
	35.39 
	32.18 
	38.92 
	34.73 

	
	S15
	RaceHorses
	13.82 
	15.55 
	11.89 
	14.47 
	12.44 
	15.48 

	
	Average
	33.18 
	34.63 
	34.75 
	35.53 
	33.65 
	33.90 


	Anchor
	Sxx
	Name
	Y
	Cb
	Cr

	
	
	
	ΔPSNR

(High/Low) (dB)
	ΔPSNR

(High/Low) (dB)
	ΔPSNR

(High/Low) (dB)

	Beta
	S12
	BasketballPass
	0.592 
	0.601 
	0.277 
	0.245 
	0.237 
	0.192 

	
	S13
	BQSquare
	0.775 
	0.877 
	0.337 
	0.321 
	0.448 
	0.445 

	
	S14
	BlowingBubbles
	0.415 
	0.397 
	0.221 
	0.174 
	0.291 
	0.229 

	
	S15
	RaceHorses
	0.340 
	0.323 
	0.262 
	0.227 
	0.290 
	0.255 

	
	Average
	0.531 
	0.549 
	0.275 
	0.242 
	0.316 
	0.281 

	Gamma
	S12
	BasketballPass
	1.345 
	1.269 
	0.724 
	0.644 
	0.620 
	0.573 

	
	S13
	BQSquare
	2.860 
	2.860 
	1.106 
	0.949 
	1.483 
	1.311 

	
	S14
	BlowingBubbles
	1.804 
	1.715 
	1.073 
	0.851 
	1.174 
	0.903 

	
	S15
	RaceHorses
	0.772 
	0.779 
	0.434 
	0.414 
	0.451 
	0.455 

	
	Average
	1.695 
	1.656 
	0.834 
	0.714 
	0.932 
	0.811 



3.3.4 Class E
	
	
	
	
	

	
	
	

	

	


	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	


	
	
	
	
	

	
	
	

	

	


	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	


	Anchor
	Sxx
	Name
	Y
	Cb
	Cr

	
	
	
	ΔBitrate

(High/Low) (%)
	ΔBitrate

(High/Low) (%)
	ΔBitrate

(High/Low) (%)

	Beta
	S16
	Vidyo1
	40.91 
	42.36 
	41.57 
	44.50 
	43.55 
	46.36 

	
	S17
	Vidyo2
	35.50 
	37.84 
	43.68 
	49.25 
	45.62 
	47.24 

	
	S18
	Vidyo3
	39.59 
	42.20 
	47.05 
	51.99 
	49.57 
	50.87 

	
	
	Average
	38.67 
	40.80 
	44.10 
	48.58 
	46.25 
	48.16 

	Gamma
	S16
	Vidyo1
	53.03 
	50.86 
	54.97 
	55.38 
	58.51 
	57.93 

	
	S17
	Vidyo2
	46.96 
	53.42 
	52.71 
	62.00 
	54.70 
	59.30 

	
	S18
	Vidyo3
	53.11 
	54.98 
	60.06 
	61.03 
	64.11 
	61.82 

	
	
	Average
	51.03 
	53.09 
	55.91 
	59.47 
	59.11 
	59.69 


	Anchor
	Sxx
	Name
	Y
	Cb
	Cr

	
	
	
	ΔPSNR

(High/Low) (dB)
	ΔPSNR

(High/Low) (dB)
	ΔPSNR

(High/Low) (dB)

	Beta
	S16
	Vidyo1
	1.727 
	2.244 
	0.881 
	1.265 
	1.152 
	1.513 

	
	S17
	Vidyo2
	1.484 
	1.979 
	0.921 
	1.154 
	1.341 
	1.534 

	
	S18
	Vidyo3
	1.514 
	2.107 
	1.216 
	1.680 
	1.349 
	2.014 

	
	Average
	1.575 
	2.110 
	1.006 
	1.366 
	1.281 
	1.687 

	Gamma
	S16
	Vidyo1
	2.469 
	3.065 
	1.297 
	1.718 
	1.767 
	2.184 

	
	S17
	Vidyo2
	2.294 
	2.952 
	1.367 
	1.924 
	1.802 
	2.053 

	
	S18
	Vidyo3
	2.322 
	3.119 
	1.740 
	2.388 
	2.031 
	2.877 

	
	Average
	2.361 
	3.046 
	1.468 
	2.010 
	1.867 
	2.371 


3.3.5 Overall

	
	
	
	
	

	
	
	

	

	


	
	
	
	
	
	
	


	
	
	
	
	

	
	
	

	

	


	
	
	
	
	
	
	


	Anchor
	
	Y
	Cb
	Cr

	
	
	ΔBitrate

(High/Low) (%)
	ΔBitrate

(High/Low) (%)
	ΔBitrate

(High/Low) (%)

	Beta
	Overall Average
	25.03 
	26.73 
	24.79 
	27.33 
	25.72 
	27.89 

	Gamma
	Overall Average
	42.57 
	44.47 
	42.67 
	44.91 
	43.55 
	45.10 


	Anchor
	
	Y
	
	Cb
	
	Cr
	

	
	
	ΔPSNR

(High/Low) (dB)
	ΔPSNR

(High/Low) (dB)
	ΔPSNR

(High/Low) (dB)

	Beta
	Overall Average
	0.978 
	1.167 
	0.546 
	0.627 
	0.662 
	0.749 

	Gamma
	Overall Average
	1.956 
	2.192 
	1.057 
	1.170 
	1.247 
	1.349 


4 Complexity analysis

4.1 Encoding time and measurement methodology

The encoder for this proposal is implemented as a single thread program and compiled by Microsoft® Visual Studio® 2005 Standard Edition. QueryPerformanceFrequency() and QueryPerformanceCounter() are used to measure the encoding time of this proposal. These are supported by the operating system. Counter values at the beginning and the end of encoding are measured and the operation time including I/O stall time is derived by dividing the difference by the operating frequency of the CPU. 

Table 12 shows the encoding time in seconds for the proposal.
Table 12  Encoding time in seconds
	Class
	Sxx
	Ry
	C1
	C2
	Sxx
	Ry
	C1
	C2

	A
	S01
	R1
	131213.3
	
	S02
	R1
	163810.7
	

	
	
	R2
	142616.1
	
	
	R2
	183630.4
	

	
	
	R3
	156218.2
	
	
	R3
	200110.0
	

	
	
	R4
	182370.5
	
	
	R4
	224678.9
	

	
	
	R5
	219816.1
	
	
	R5
	247461.8
	

	B1
	S03
	R1
	115494.5
	95595.8
	S04
	R1
	107123.3
	100469.1

	
	
	R2
	131080.8
	106459.6
	
	R2
	118205.0
	116784.2

	
	
	R3
	147358.3
	121122.4
	
	R3
	132147.6
	131412.8

	
	
	R4
	170527.8
	133999.8
	
	R4
	152882.4
	144856.3

	
	
	R5
	193247.9
	151071.2
	
	R5
	175885.3
	154913.4

	B2
	S05
	R1
	237562.6
	181942.4
	S06
	R1
	255186.5
	195163.4

	
	
	R2
	257498.3
	198561.5
	
	R2
	271754.1
	216082.1

	
	
	R3
	278367.2
	216017.0
	
	R3
	294348.5
	236700.3

	
	
	R4
	308484.6
	233885.0
	
	R4
	324131.3
	256823.2

	
	
	R5
	340244.6
	249993.8
	
	R5
	353061.7
	278497.7

	
	S07
	R1
	258695.7
	233356.3
	
	
	
	

	
	
	R2
	282371.8
	259587.6
	
	
	
	

	
	
	R3
	310357.6
	282909.9
	
	
	
	

	
	
	R4
	350607.5
	301803.9
	
	
	
	

	
	
	R5
	392182.3
	329536.1
	
	
	
	

	C
	S08
	R1
	48658.7
	35489.0
	S09
	R1
	56055.6
	42322.7

	
	
	R2
	53721.3
	35045.4
	
	R2
	63962.0
	48722.4

	
	
	R3
	60525.8
	39171.2
	
	R3
	70140.2
	50165.7

	
	
	R4
	65297.0
	46237.3
	
	R4
	76373.9
	55647.6

	
	
	R5
	72953.2
	47657.6
	
	R5
	84388.0
	64717.5

	
	S10
	R1
	48613.5
	41715.7
	S11
	R1
	42090.2
	28640.8

	
	
	R2
	52539.3
	45219.6
	
	R2
	44880.7
	29766.3

	
	
	R3
	58105.7
	51168.2
	
	R3
	48440.1
	34221.3

	
	
	R4
	64638.7
	57273.4
	
	R4
	51827.1
	37133.3

	
	
	R5
	73697.0
	62966.7
	
	R5
	56766.2
	39614.8

	D
	S12
	R1
	17674.9
	14588.2
	S13
	R1
	15711.5
	19076.7

	
	
	R2
	19133.7
	15520.0
	
	R2
	17781.7
	20492.7

	
	
	R3
	20098.5
	16572.6
	
	R3
	19595.7
	21511.0

	
	
	R4
	21767.9
	18671.7
	
	R4
	23149.7
	21642.1

	
	
	R5
	23950.9
	21000.8
	
	R5
	26467.1
	21900.2

	
	S14
	R1
	14789.9
	17863.2
	S15
	R1
	13334.3
	11604.3

	
	
	R2
	16767.3
	20005.5
	
	R2
	14292.0
	12623.5

	
	
	R3
	18079.3
	21436.3
	
	R3
	14931.2
	13341.3

	
	
	R4
	20547.4
	22364.8
	
	R4
	16236.1
	14266.0

	
	
	R5
	23470.3
	23366.0
	
	R5
	17601.4
	14940.6

	E
	S16
	R1
	
	71266.8
	S17
	R1
	　
	66106.2

	
	
	R2
	
	81369.6
	
	R2
	
	74119.8

	
	
	R3
	
	93191.4
	
	R3
	
	80929.4

	
	
	R4
	
	108777.4
	
	R4
	
	86700.3

	
	
	R5
	
	124243.0
	
	R5
	
	98943.4

	
	S18
	R1
	
	65000.6
	
	
	
	

	
	
	R2
	
	75136.5
	
	
	
	

	
	
	R3
	
	80965.5
	
	
	
	

	
	
	R4
	
	89267.6
	
	
	
	

	
	
	R5
	
	104326.4
	
	
	
	


4.2 Decoding time and measurement methodology and comparison vs. anchor bitstreams decoded by JM 17.0
The decoder for this proposal is implemented as a single thread program and compiled by Microsoft® Visual Studio® 2005 Standard Edition. Windows ntimer, which is suggested for decoding time measurement by CfP, is used to measure the decoding time. According to the discussion on the JCT-VC reflector, the anchor streams were decoded by the JM17.0 decoder compiled with the original compiler option and decoded pictures were stored on the HDD. Table 13 and Table 14 show the decoding time in seconds for output enabled and output disabled, respectively. For both tables, the left side is the decoding time of alpha and beta anchor streams by JM 17.0 [21] and the right side is the decoding time for the proposal.
Table 13  Decoding time in seconds for output enabled (left: anchor decoded by JM 17.0, right: proposal)
	Class
	Sxx
	Ry
	C1
	C2
	Sxx
	Ry
	C1
	C2
	
	Class
	Sxx
	Ry
	C1
	C2
	Sxx
	Ry
	C1
	C2

	A
	S01
	R1
	13.3
	
	S02
	R1
	12.8
	
	
	A
	S01
	R1
	168.5
	
	S02
	R1
	167.7
	

	
	
	R2
	14.5
	
	
	R2
	14.0
	
	
	
	
	R2
	172.6
	
	
	R2
	167.4
	

	
	
	R3
	15.2
	
	
	R3
	14.5
	
	
	
	
	R3
	180.9
	
	
	R3
	168.3
	

	
	
	R4
	17.0
	
	
	R4
	16.7
	
	
	
	
	R4
	183.3
	
	
	R4
	184.6
	

	
	
	R5
	19.6
	
	
	R5
	20.7
	
	
	
	
	R5
	190.3
	
	
	R5
	198.3
	

	B1
	S03
	R1
	12.8
	13.8
	S04
	R1
	12.4
	12.7
	
	B1
	S03
	R1
	168.8
	135.2
	S04
	R1
	159.5
	117.9

	
	
	R2
	15.0
	10.9
	
	R2
	13.7
	15.3
	
	
	
	R2
	173.8
	146.0
	
	R2
	163.8
	124.6

	
	
	R3
	15.7
	12.1
	
	R3
	15.5
	11.5
	
	
	
	R3
	182.7
	159.6
	
	R3
	167.7
	131.3

	
	
	R4
	17.6
	14.0
	
	R4
	16.8
	13.3
	
	
	
	R4
	188.9
	170.1
	
	R4
	171.9
	138.8

	
	
	R5
	19.3
	16.2
	
	R5
	18.3
	15.0
	
	
	
	R5
	196.2
	177.8
	
	R5
	176.1
	145.6

	B2
	S05
	R1
	20.3
	22.6
	S06
	R1
	25.8
	18.0
	
	B2
	S05
	R1
	319.5
	250.0
	S06
	R1
	346.5
	261.5

	
	
	R2
	22.7
	17.3
	
	R2
	38.8
	31.8
	
	
	
	R2
	319.0
	263.4
	
	R2
	358.3
	281.9

	
	
	R3
	27.4
	19.3
	
	R3
	30.5
	37.8
	
	
	
	R3
	325.8
	273.9
	
	R3
	369.3
	300.4

	
	
	R4
	25.0
	22.8
	
	R4
	33.3
	31.6
	
	
	
	R4
	339.0
	285.4
	
	R4
	373.9
	323.3

	
	
	R5
	28.5
	29.6
	
	R5
	36.8
	30.1
	
	
	
	R5
	344.9
	297.6
	
	R5
	382.7
	336.9

	
	S07
	R1
	36.0
	24.4
	
	
	
	
	
	
	S07
	R1
	426.7
	294.8
	
	
	
	

	
	
	R2
	34.3
	36.9
	
	
	
	
	
	
	
	R2
	429.3
	308.6
	
	
	
	

	
	
	R3
	36.4
	28.8
	
	
	
	
	
	
	
	R3
	427.3
	315.9
	
	
	
	

	
	
	R4
	36.2
	29.5
	
	
	
	
	
	
	
	R4
	427.0
	331.8
	
	
	
	

	
	
	R5
	38.5
	31.1
	
	
	
	
	
	
	
	R5
	420.5
	347.0
	
	
	
	

	C
	S08
	R1
	3.9
	3.6
	S09
	R1
	5.7
	4.5
	
	C
	S08
	R1
	56.1
	40.7
	S09
	R1
	62.1
	50.2

	
	
	R2
	3.9
	2.8
	
	R2
	6.2
	5.6
	
	
	
	R2
	57.8
	44.7
	
	R2
	64.6
	52.6

	
	
	R3
	5.1
	4.5
	
	R3
	6.4
	5.3
	
	
	
	R3
	61.3
	49.1
	
	R3
	68.0
	55.3

	
	
	R4
	4.6
	4.2
	
	R4
	6.5
	5.8
	
	
	
	R4
	62.5
	54.2
	
	R4
	71.7
	58.7

	
	
	R5
	6.2
	5.5
	
	R5
	7.2
	7.1
	
	
	
	R5
	66.4
	60.5
	
	R5
	75.3
	63.3

	
	S10
	R1
	5.0
	4.1
	S11
	R1
	3.5
	2.8
	
	
	S10
	R1
	57.3
	43.9
	S11
	R1
	32.9
	28.5

	
	
	R2
	4.4
	4.5
	
	R2
	3.8
	3.4
	
	
	
	R2
	61.1
	45.0
	
	R2
	33.6
	29.8

	
	
	R3
	6.0
	4.2
	
	R3
	4.2
	3.5
	
	
	
	R3
	64.0
	48.5
	
	R3
	35.6
	32.0

	
	
	R4
	5.7
	5.4
	
	R4
	4.4
	4.4
	
	
	
	R4
	66.6
	51.0
	
	R4
	37.5
	34.4

	
	
	R5
	6.6
	5.9
	
	R5
	4.6
	5.2
	
	
	
	R5
	69.8
	56.2
	
	R5
	40.0
	38.5

	D
	S12
	R1
	1.2
	1.0
	S13
	R1
	1.5
	1.3
	
	D
	S12
	R1
	13.4
	10.9
	S13
	R1
	20.2
	14.9

	
	
	R2
	1.3
	1.3
	
	R2
	1.7
	1.4
	
	
	
	R2
	13.9
	11.9
	
	R2
	19.9
	15.8

	
	
	R3
	1.5
	1.4
	
	R3
	1.8
	1.5
	
	
	
	R3
	14.6
	12.4
	
	R3
	19.7
	16.1

	
	
	R4
	1.6
	1.6
	
	R4
	2.0
	1.7
	
	
	
	R4
	15.6
	13.6
	
	R4
	20.3
	16.6

	
	
	R5
	2.1
	2.0
	
	R5
	2.3
	2.3
	
	
	
	R5
	16.9
	15.0
	
	R5
	20.3
	17.3

	
	S14
	R1
	1.2
	1.0
	S15
	R1
	0.9
	0.9
	
	
	S14
	R1
	14.0
	10.4
	S15
	R1
	8.6
	8.2

	
	
	R2
	1.2
	1.3
	
	R2
	1.1
	1.0
	
	
	
	R2
	14.8
	11.3
	
	R2
	8.9
	8.8

	
	
	R3
	1.3
	1.4
	
	R3
	1.2
	1.1
	
	
	
	R3
	15.3
	11.8
	
	R3
	9.5
	9.3

	
	
	R4
	1.5
	1.6
	
	R4
	1.4
	1.3
	
	
	
	R4
	16.1
	12.9
	
	R4
	10.3
	10.3

	
	
	R5
	2.0
	2.0
	
	R5
	1.8
	1.7
	
	
	
	R5
	16.7
	14.6
	
	R5
	11.0
	11.1

	E
	S16
	R1
	
	7.2
	S17
	R1
	
	7.0
	
	E
	S16
	R1
	
	92.8
	S17
	R1
	
	100.4

	
	
	R2
	
	6.4
	
	R2
	
	7.8
	
	
	
	R2
	
	102.8
	
	R2
	
	107.7

	
	
	R3
	
	8.5
	
	R3
	
	8.3
	
	
	
	R3
	
	110.9
	
	R3
	
	110.8

	
	
	R4
	
	9.6
	
	R4
	
	9.6
	
	
	
	R4
	
	119.7
	
	R4
	
	115.2

	
	
	R5
	
	11.4
	
	R5
	
	11.2
	
	
	
	R5
	
	124.8
	
	R5
	
	120.2

	
	S18
	R1
	
	7.4
	
	
	
	
	
	
	S18
	R1
	
	93.3
	
	
	
	

	
	
	R2
	
	8.5
	
	
	
	
	
	
	
	R2
	
	112.6
	
	
	
	

	
	
	R3
	
	8.7
	
	
	
	
	
	
	
	R3
	
	115.6
	
	
	
	

	
	
	R4
	
	9.9
	
	
	
	
	
	
	
	R4
	
	121.4
	
	
	
	

	
	
	R5
	
	11.2
	
	
	
	
	
	
	
	R5
	
	124.1
	
	
	
	


Table 14  Decoding time in seconds for output disabled (left: anchor decoded by JM 17.0, right: proposal)
	Class
	Sxx
	Ry
	C1
	C2
	Sxx
	Ry
	C1
	C2
	
	Class
	Sxx
	Ry
	C1
	C2
	Sxx
	Ry
	C1
	C2

	A
	S01
	R1
	12.5
	
	S02
	R1
	12.6
	
	
	A
	S01
	R1
	168.2
	
	S02
	R1
	166.9
	

	
	
	R2
	12.9
	
	
	R2
	13.4
	
	
	
	
	R2
	172.3
	
	
	R2
	166.1
	

	
	
	R3
	13.9
	
	
	R3
	14.3
	
	
	
	
	R3
	179.9
	
	
	R3
	167.3
	

	
	
	R4
	15.3
	
	
	R4
	15.7
	
	
	
	
	R4
	182.8
	
	
	R4
	184.1
	

	
	
	R5
	18.1
	
	
	R5
	18.6
	
	
	
	
	R5
	190.0
	
	
	R5
	197.2
	

	B1
	S03
	R1
	12.8
	9.1
	S04
	R1
	12.1
	8.4
	
	B1
	S03
	R1
	169.5
	135.1
	S04
	R1
	160.0
	117.6

	
	
	R2
	14.1
	10.9
	
	R2
	13.7
	10.2
	
	
	
	R2
	173.8
	145.6
	
	R2
	164.2
	124.5

	
	
	R3
	15.6
	12.2
	
	R3
	15.3
	11.5
	
	
	
	R3
	182.9
	159.3
	
	R3
	167.6
	130.7

	
	
	R4
	17.2
	13.9
	
	R4
	16.4
	13.3
	
	
	
	R4
	188.9
	169.6
	
	R4
	172.4
	138.6

	
	
	R5
	19.1
	16.0
	
	R5
	17.9
	15.1
	
	
	
	R5
	196.6
	177.3
	
	R5
	175.8
	145.0

	B2
	S05
	R1
	20.0
	15.0
	S06
	R1
	25.7
	17.9
	
	B2
	S05
	R1
	318.2
	248.7
	S06
	R1
	347.0
	261.0

	
	
	R2
	21.0
	17.4
	
	R2
	28.4
	20.5
	
	
	
	R2
	317.8
	262.0
	
	R2
	358.9
	281.7

	
	
	R3
	22.3
	19.1
	
	R3
	30.4
	24.3
	
	
	
	R3
	325.0
	272.1
	
	R3
	370.1
	300.0

	
	
	R4
	25.0
	21.7
	
	R4
	33.1
	27.1
	
	
	
	R4
	337.6
	284.8
	
	R4
	374.6
	322.5

	
	
	R5
	27.5
	24.5
	
	R5
	35.3
	29.8
	
	
	
	R5
	343.9
	296.4
	
	R5
	383.0
	336.2

	
	S07
	R1
	32.9
	22.0
	
	
	
	
	
	
	S07
	R1
	427.8
	294.1
	
	
	
	

	
	
	R2
	34.1
	23.6
	
	
	
	
	
	
	
	R2
	430.7
	307.8
	
	
	
	

	
	
	R3
	35.0
	25.4
	
	
	
	
	
	
	
	R3
	428.3
	315.0
	
	
	
	

	
	
	R4
	36.0
	28.4
	
	
	
	
	
	
	
	R4
	427.5
	330.9
	
	
	
	

	
	
	R5
	38.4
	31.3
	
	
	
	
	
	
	
	R5
	421.2
	346.1
	
	
	
	

	C
	S08
	R1
	3.4
	2.5
	S09
	R1
	4.7
	3.4
	
	C
	S08
	R1
	55.8
	40.2
	S09
	R1
	61.8
	49.7

	
	
	R2
	3.6
	2.7
	
	R2
	5.2
	3.7
	
	
	
	R2
	57.1
	44.5
	
	R2
	64.5
	52.3

	
	
	R3
	3.9
	3.2
	
	R3
	5.6
	4.2
	
	
	
	R3
	61.2
	48.7
	
	R3
	68.1
	55.0

	
	
	R4
	4.4
	3.8
	
	R4
	6.0
	4.9
	
	
	
	R4
	62.4
	53.6
	
	R4
	71.4
	58.5

	
	
	R5
	5.1
	4.7
	
	R5
	6.7
	5.7
	
	
	
	R5
	66.0
	60.0
	
	R5
	75.4
	62.9

	
	S10
	R1
	4.0
	2.8
	S11
	R1
	3.0
	2.3
	
	
	S10
	R1
	57.8
	43.7
	S11
	R1
	33.0
	28.2

	
	
	R2
	4.3
	3.1
	
	R2
	3.2
	2.6
	
	
	
	R2
	61.1
	44.9
	
	R2
	33.7
	29.7

	
	
	R3
	4.8
	3.8
	
	R3
	3.5
	3.0
	
	
	
	R3
	64.2
	48.5
	
	R3
	35.6
	31.9

	
	
	R4
	5.3
	4.4
	
	R4
	3.9
	3.6
	
	
	
	R4
	66.7
	51.0
	
	R4
	37.7
	34.3

	
	
	R5
	5.9
	5.3
	
	R5
	4.5
	4.2
	
	
	
	R5
	70.0
	55.9
	
	R5
	39.9
	38.3

	D
	S12
	R1
	1.1
	1.0
	S13
	R1
	1.5
	1.1
	
	D
	S12
	R1
	13.4
	10.9
	S13
	R1
	20.4
	14.9

	
	
	R2
	1.3
	1.1
	
	R2
	1.6
	1.3
	
	
	
	R2
	14.0
	11.9
	
	R2
	20.1
	15.8

	
	
	R3
	1.4
	1.3
	
	R3
	1.7
	1.4
	
	
	
	R3
	14.7
	12.4
	
	R3
	19.9
	16.2

	
	
	R4
	1.7
	1.6
	
	R4
	2.0
	1.7
	
	
	
	R4
	15.6
	13.6
	
	R4
	20.5
	16.6

	
	
	R5
	2.0
	2.0
	
	R5
	2.4
	2.3
	
	
	
	R5
	16.8
	15.1
	
	R5
	20.5
	17.4

	
	S14
	R1
	1.1
	0.9
	S15
	R1
	0.9
	0.8
	
	
	S14
	R1
	14.1
	10.5
	S15
	R1
	8.6
	8.1

	
	
	R2
	1.2
	1.1
	
	R2
	1.0
	1.0
	
	
	
	R2
	14.8
	11.2
	
	R2
	8.9
	8.8

	
	
	R3
	1.3
	1.3
	
	R3
	1.1
	1.1
	
	
	
	R3
	15.3
	11.8
	
	R3
	9.5
	9.3

	
	
	R4
	1.6
	1.6
	
	R4
	1.4
	1.4
	
	
	
	R4
	16.2
	12.8
	
	R4
	10.3
	10.2

	
	
	R5
	2.0
	2.1
	
	R5
	1.7
	1.7
	
	
	
	R5
	16.8
	14.6
	
	R5
	11.1
	11.1

	E
	S16
	R1
	
	5.0
	S17
	R1
	
	4.9
	
	E
	S16
	R1
	
	90.0
	S17
	R1
	
	97.6

	
	
	R2
	
	5.5
	
	R2
	
	5.2
	
	
	
	R2
	
	100.6
	
	R2
	
	105.9

	
	
	R3
	
	5.5
	
	R3
	
	5.6
	
	
	
	R3
	
	108.8
	
	R3
	
	108.7

	
	
	R4
	
	6.4
	
	R4
	
	6.2
	
	
	
	R4
	
	118.3
	
	R4
	
	113.0

	
	
	R5
	
	7.6
	
	R5
	
	7.4
	
	
	
	R5
	
	123.7
	
	R5
	
	118.9

	
	S18
	R1
	
	5.2
	
	
	
	
	
	
	S18
	R1
	
	90.5
	
	
	
	

	
	
	R2
	
	5.5
	
	
	
	
	
	
	
	R2
	
	111.0
	
	
	
	

	
	
	R3
	
	5.8
	
	
	
	
	
	
	
	R3
	
	114.8
	
	
	
	

	
	
	R4
	
	6.5
	
	
	
	
	
	
	
	R4
	
	120.0
	
	
	
	

	
	
	R5
	
	7.6
	
	
	
	
	
	
	
	R5
	
	122.4
	
	
	
	


4.3 Description of computing platform used to determine encoding and decoding times reported in sections 4.1 and 4.2
Operating environment for encoder and decoder executables is shown in Table 15.

Table 15  Operating environment

	CPU
	Intel® Core2 ™ Duo E8600 (3.33GHz)

	Memory
	8GB (DDR2-6400)

	HDD
	WD5000AAKS (500GB, SATA, 7200RPM)

	OS
	Microsoft® Windows® XP Professional x64 Edition Version 2003 Service Pack 2

	Compiler
	Microsoft® VisualStudio® 2005 Standard Edition

	Encoder executable
	64 bit CUI application, with the following compiler options:

/O2 /GL /I "..\\" /D "WIN32" /D "NDEBUG" /D "_CONSOLE" /D "_CRT_SECURE_NO_DEPRECATE" /D "_UNICODE" /D "UNICODE" /FD /EHsc /MT /Fo"x64\Release\\" /Fd"x64\Release\vc80.pdb" /W4 /nologo /c /Wp64 /Zi /TP /errorReport:prompt

	Decoder executable
	32 bit CUI application, with the following compiler options:

/O2 /GL /I "..\\" /D "WIN32" /D "NDEBUG" /D "_CONSOLE" /D "_CRT_SECURE_NO_DEPRECATE" /D "_UNICODE" /D "UNICODE" /FD /EHsc /MT /Fo"Release\\" /Fd"Release\vc80.pdb" /W4 /nologo /c /Wp64 /Zi /TP /errorReport:prompt


4.4 Expected memory usage of encoder

Constraint set 1

This proposal adopts hierarchical B structure with 8-picture "groups of pictures (GOPs)”, which is the same as the alpha anchor. Therefore, the number of pictures for input picture buffer is eight. As explained in sub-section 2.1, number of reference pictures is five. In addition, two pictures for decoded picture buffer are necessary to realize QALF filter design and filtering.

Since one picture corresponds to one frame of the input sequence, the minimum capacity of frame memory is shown in Table 16.

Table 16  Minimum capacity of frame memory for constraint set 1 encoder
	Class
	A
	B
	C
	D

	Memory capacity (Bytes)
	92,160,000
	46,656,000
	8,985,600
	2,246,400


Since this proposal adopts HAIF, each interpolation filter coefficient set is independent from each other. In encoder, interpolated pixels are referred repeatedly when performing motion estimation. Therefore, if an encoder implementation uses 16 times capacity of frame memory as JM 17.0 does, interpolation of fractional pixels is required only once, which will reduce the encoding time.
Constraint set 2

This proposal adopts hierarchical P structure, which is the same as the beta anchor. Therefore, the number of pictures for input picture is one. As explained in sub-section 2.1, the number of reference pictures is five. In addition, two pictures for decoded picture buffer are necessary to realize QALF filter design and filtering.

Since one picture corresponds to one frame of the input sequence, the minimum capacity of frame memory is shown in Table 17.

Table 17  Minimum capacity of frame memory for constraint set 2 encoder
	Class
	B
	C
	D
	E

	Memory capacity (Bytes)
	24,883,200
	4,792,320
	1,198,080
	11,059,200


Since this proposal adopts HAIF, each interpolation filter coefficient set is independent from each other. In encoder, interpolated pixels are referred repeatedly when performing motion estimation. Therefore, if an encoder implementation uses 16 times capacity of frame memory as JM 17.0 does, interpolation of fractional pixels is required only once, which will reduce the encoding time.

4.5 Expected memory usage of decoder

As explained in sub-section 2.1, number of reference pictures is five. In addition, less than one picture for decoded picture buffer is necessary to realize QALF filtering.

One picture corresponds to one frame of the input sequence. Therefore, the minimum capacity of frame memory is shown in 

Table 18  Minimum capacity of frame memory for decoder
	Class
	A
	B
	C
	D
	E

	Memory capacity (Bytes)
	36,864,000
	18,662,400
	3,594,240
	898,560
	8,294,400


4.6 Complexity characteristics of encoder motion estimation and motion segmentation selection

Search center derivation for each 1/3 x 1/3 area of the picture
At first, the derivation process of search center for motion estimation is performed as follows:

1. Input pictures (luminance) are sub-sampled to1/4 both horizontally and vertically by averaging 4x4 pixels.
2. A motion vector for a super macroblock between two temporally adjacent pictures is derived in the forward direction and in the backward direction (constraint set 1 case only). Diamond search algorithm is used to determine the motion vector. The maximum search range can be from -64 to +64 pixels.
3. A wide area motion vector is derived by averaging of the motion vectors for 1/3 x 1/3 area of the picture.
4. When encoding a picture whose temporal distance from the reference picture is more than one, a motion vector tracking scheme that accumulates the wide area motion vectors for the collocated areas (in display order) is used to obtain the wide area motion vector (Figure 11). The derived wide area motion vector is regarded as that of the candidate motion vectors for the corresponding block.

[image: image20]
Figure 11  Motion vector tracking scheme
Finally, the RD cost for the motion vector candidates (the wide area motion vector and the prediction motion vector derived in the same manner as AVC) are evaluated to determine the search centers for the all sizes of inter prediction blocks by using integer pixels. The RD cost is derived by the following equation:
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Motion vector estimation for unidirectional prediction
For each reference picture (forward and backward), EPZS, which is implemented in JM15.1, is performed except that the search center is determined by the search center derivation process explained above. Therefore, the following operations are performed to obtain the motion vector and refIdx (i.e. the same as JM15.1):

1) Maximum of 107 candidate search in integer pixel unit by evaluating the cost of 
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 for each picture

2) Maximum of 9 candidate search in 1/2 pixel unit by evaluating the cost of 
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3) Maximum of 8 candidate search in 1/4 pixel unit by evaluating the cost of 
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4) Obtain the minimum cost of 
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Iterated motion vector estimation for bidirectional prediction

As explained in sub-section 2.1, the iterated motion vector estimation algorithm is used to estimate the motion vectors for bidirectional prediction as follows:
(1) Obtain the best motion vector in integer pixel unit for L0 by fixing the motion vector for L1 and evaluating the cost of eight neighboring motion vectors for L0 repeatedly

(2) Obtain the best motion vector in integer pixel unit for L1 by fixing the motion vector for L0 and evaluating the cost of eight neighboring motion vectors for L1 repeatedly

(3) Obtain the best motion vector in 1/2 pixel unit for L0 by fixing the motion vector for L1 and evaluating the cost of eight neighboring motion vectors for L0 repeatedly

(4) Obtain the best motion vector in 1/4 pixel unit for L0 by fixing the motion vector for L1 and evaluating the cost of eight neighboring motion vectors for L0 repeatedly

(5) Obtain the best motion vector in 1/2 pixel unit for L1 by fixing the motion vector for L0 and evaluating the cost of eight neighboring motion vectors for L1 repeatedly

(6) Obtain the best motion vector in 1/4 pixel unit for L1 by fixing the motion vector for L0 and evaluating the cost of eight neighboring motion vectors for L1 repeatedly

(7) Repeat steps (3) to (6) once
Decision of inter prediction block size

The decision of inter prediction block size is made by the same algorithm of JM11.0KTA2.3 [22].

4.7 Complexity characteristics of decoder motion compensation

As explained in sub-section 2.1, HAIF uses a 1-dimentinal 8 tap FIR filter for both horizontal and vertical directions. Table 19 shows the number of operations per pixel, which is derived assuming the inter prediction block size of 4x4.

Table 19  Number of operations per pixel for each fractional pixel position of HAIF
	Operation
	Multiply
	Addition/Shift

	Fractional 

pixel position
	Horizontal

	
	0
	1/4
	1/2
	3/4
	0
	1/4
	1/2
	3/4

	Vertical
	0
	0.00
	8.00
	4.00
	8.00
	0.00
	9.00
	9.00
	9.00

	
	1/4
	8.00
	30.00
	19.00
	30.00
	9.00
	28.25
	28.25
	28.25

	
	1/2
	4.00
	19.00
	15.00
	19.00
	9.00
	28.25
	28.25
	28.25

	
	3/4
	8.00
	30.00
	19.00
	30.00
	9.00
	28.25
	28.25
	28.25


This proposal adopts Weighted Prediction which is the same algorithm as that of AVC.

4.8 Complexity characteristics of encoder intra-frame prediction type selection

1) Macroblock level mode decision
As explained in sub-section 2.2, macroblock level prediction modes regarding BIP (Raster4x4 (intra-frame prediction of 4x4 block in raster coding order), Raster8x8 (intra-frame prediction of 8x8 block in raster coding order), Reverse4x4 (intra-frame prediction of 4x4 block in reverse coding order) and Reverse8x8 (intra-frame prediction of 8x8 block in reverse coding order)) are added to the modes in AVC (Intra4x4, Intra8x8 and Intra16x16). When selecting a macroblock level prediction mode, this proposal adopts an early termination scheme to reduce the average of encoding burden [10]. Firstly, all macroblock level prediction modes in AVC are evaluated. Secondly, the difference of the RD cost of Intra4x4 and that of Intra8x8 (early termination cost) is calculated. If the early termination cost is lower than a threshold, all macroblock level prediction modes regarding BIP are evaluated. Otherwise, if the early termination cost is a minus value, Raster8x8 and Reverse8x8 are evaluated. Otherwise, Raster4x4 and Reverse4x4 are evaluated.

2) Sub-block level mode decision
In the case of Intra4x4 and Intra8x8, nine modes are examined and one mode is selected according to the RD cost, respectively. In the case of Intra16x16, four modes are examined and one mode is selected according to the RD cost.

In the case of Raster4x4, Raster8x8, Reverse4x4 and Reverse8x8, there are 17 mode candidates, respectively. Pseudo-RD costs for each candidate that use SATD is calculated to reduce the number of candidates to N. N is derived as follows:
N = TABLE[(QpI >> 3)];  (0 <= QpI <= 51)

TABLE[8] = {12, 11, 11, 10, 10, 9, 9, 8};

For the remaining N candidates, the RD costs are calculated and the best mode is selected.
4.9 Complexity characteristics of decoder intra-frame prediction operation

When unidirectional prediction is selected, the complexity of decoder intra-frame prediction is the same as that of AVC. When WBP is selected, two intra-frame predictions and weighted average for the predicted pixels are necessary.

4.10 Complexity characteristics of encoder transforms and transform type selection

Computational complexity of DCT and DUT is shown in Table 20.
Table 20  Computational complexity for 2D-DCT and 2D-DUT
	Transform type
	Transform block size
	computational complexity

	
	
	additions per pixel
	multiplications per pixel

	DCT
	4x4
	Same as AVC

	
	8x8
	Same as AVC

	
	16x8
	24
	24

	
	8x16
	24
	24

	
	16x16
	32
	32

	DUT
	4x4
	8
	8

	
	8x8
	16
	16

	
	16x16
	32
	32


As explained in sub-section 2.3, transform type for intra-frame prediction is decided according to the intra-frame prediction mode. Therefore, the number of trials for intra-frame predicted block follows the number of available intra-frame prediction modes (i.e. up to 17).

As explained in sub-section 2.3, transform type for inter prediction is always DCT.

4.11 Complexity characteristics of decoder inverse transform operation

Computational complexity of IDCT and IDUT is shown in Table 21, which is the same as DCT/DUT.
Table 21  Computational complexity for 2D-IDCT and 2D-IDUT
	Transform type
	Transform block size
	computational complexity

	
	
	additions per pixel
	multiplications per pixel

	IDCT
	4x4
	Same as AVC

	
	8x8
	Same as AVC

	
	16x8
	24
	24

	
	8x16
	24
	24

	
	16x16
	32
	32

	IDUT
	4x4
	8
	8

	
	8x8
	16
	16

	
	16x16
	32
	32


4.12 Complexity characteristics of encoder quantization and quantization type selection

Quantization matrix is selected in AQMS according to SAD of the luminance for input pictures that is a kind of pre-analysis for input pictures. The procedure to select a quantization matrix is explained below.

1) Calculate SAD of the luminance pixels for each sub-block.

2) If the SAD is lower than a threshold, a weighted matrix is used.

3) Otherwise, a flat matrix is used.

The threshold is derived by the following equation:

Th = (15<<(diff_bitdepth_luma))

where diff_bitdepth_luma means the absolute difference between the internal bit depth and the input bit depth. Therefore, the number of operations (addition/subtraction/absolute) is 4 per pixel.

4.13 Complexity characteristics of decoder inverse quantization

Since AQMS signals an index to select the quantization matrix, it is not necessary for decoder to determine which matrix is used by itself. Therefore, the complexity is the same as that of AVC.

4.14 Complexity characteristics of encoder in-loop filtering type selection

In this proposal, QALF adopts a kind of adaptive filter process. In this sub-section, a method of designing the filter coefficients for QALF is explained.

(A) Filtering process for luminance pixels

At first, the decision whether to perform luminance filtering is made slice by slice. In the following, QALF process for luminance pixels is explained.
1) Wiener filter design

The smallest filter (5x5 tap FIR filter) in Figure 9 is designed. The filter is a point-symmetrical non-separable FIR filter. The design scheme is the similar to that for non-separable adaptive interpolation filter except the DC offset is included as a coefficient in this proposal. When solving simultaneous equations, Gauss elimination scheme is used that adopts 64 bit fixed point integer operations.
The filter coefficients are expressed by signed 9 bit integer and difference values between designed coefficients and predicted coefficients are coded. In this proposal, Spatio-Temporal Coefficient Prediction (STCP) is adopted [16]. STCP provides the selection of prediction scheme (spatial prediction or temporal prediction), and the selection is made according to the amount of generated bits for the predicted coefficients.

2) Block adaptive filtering (BAF)

Firstly, the filter designed in the first step is applied to the luminance pixels of the whole slice. Two distortion values against the input picture are calculated with the decoded picture and the filtered decoded picture for a pre-determined size (NxN: 1x1, 2x2, 4x4, …, or 128x128) of block. If the distortion value for the decoded picture is larger than that for the filtered decoded picture, filtering is applied to the block. 

Secondly, the similar decision is made for 2MN x 2MN size of blocks (M=1,2,3,4). Three distortion values against the input picture are calculated with the decoded picture, the filtered decoded picture and the partially filtered decoded picture according to the decision for 2M-1N x 2M-1N size of blocks for a 2MN x 2MN size of block. The filtering information with smallest RD cost is selected for the BAF information for the 2MN x 2MN size of block, where D is the distortion value and R is the rate for the BAF information. The BAF information consists of the block filtering flags and block partition flags, which are expressed by a quadtree structure. The candidate is omitted from the RD evaluation if at least one of the following conditions is true:

· The number of blocks divided by the minimum block size is less than 10. 

· The number of blocks divided by the minimum block size is more than 60000

· The number of blocks divided by the maximum block size is less than 7.

· The number of blocks divided by the maximum block size satisfies the following conditions: 
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where 
b is the minimum block size,

l is the depth of layers,
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 is the difference of the distortion values for the original decoded picture and the filtered picture.

3) Re-design of Wiener filter

When the filtering area is determined, re-design (steps 1 and 2) of the filter is performed using only the filtering area. This step is performed three times.

4) Filter type decision
If the picture is a reference picture, filter type decision that decides the filter type in Figure 9 is performed according to RD cost using the minimum block size and the number of layers determined in step 2. Otherwise (i.e. non-reference picture), the 5x5 tap FIR filter is used.

In this step, the re-design of Wiener filter is performed three times like step 3.

5) Direct prediction mode

As the final step for luminance, the use of a direct prediction mode for luminance filter coefficients is decided. The direct prediction mode uses the filter coefficients that have been used for the previously coded pictures.

(B) Filtering process for chrominance pixels

When QALF for luminance is used, the decision whether to use chrominance filter to Cb and/or Cr is made slice by slice. In the following, QALF process for chrominance pixels is explained.
1) Wiener filter design

The chrominance filter is a point-symmetrical non-separable 5x5 tap FIR filter. During this step, the design of Wiener filter is performed for Cb, Cr, and both Cb and Cr.

2) Direct prediction mode

The use of a direct prediction mode for chrominance filter coefficients is decided. The direct prediction mode uses the filter coefficients that have been used for the previously coded pictures.

4.15 Complexity characteristics of decoder in-loop filtering operation

In this paragraph, the complexity of QALF and deblocking filter is discussed.

QALF

The number of multiplications for luminance in Figure 9 is 13, 15, 23 and 25, respectively. The number of additions and shifts for luminance is 26, 30, 46 and 50, respectively. These operations are applied to the blocks that are signaled to be filtered.
The number of multiplications and additions/shifts for chrominance is 13 and 26, respectively. These operations are applied to the chrominance component(s) that is/are signaled to be filtered.
Deblocking filter

As explain in sub-section 2.5, deblocking filter operation is similar to that of AVC except the decision scheme of filter strength. Therefore, the complexity of deblocking filter in this proposal is the same as that of AVC.

4.16 Complexity characteristics of encoder entropy coding type selection

Since this proposal specifies an entropy coder to a syntax element, it is unnecessary to select the entropy coding type.

4.17 Complexity characteristics of decoder entropy decoding operation

Since this proposal specifies an entropy coder to a syntax element, it is unnecessary to select the entropy coding type. As explained in sub-section 2.6, 177 of contexts are added to AVC context.

4.18 Degree of capability for encoder parallel processing

Since the basic coding scheme and the coding structure are similar to those of AVC, the same concept of parallel processing is applicable. Followings are several examples of parallel processing:

For entropy coding, since the submitted material is encoded by 1 slice per picture, it cannot be parallelized (for the submitted material). However, if the encoder adopts multiple (entropy) slices per picture, it can be parallelized.

For signal processing, the causality of the reference pixels restricts the parallel processing capability. Since an intra-frame prediction mode refers to the top-right sub-block, macroblocks locating on the same 22.5 degree line (ENE or WSW direction in Figure 8) can be processed in parallel. Since the signal processing of luminance and chrominance is independent, they can be processed in parallel. Since the inter prediction and transform are independent, they can be processed in parallel. When calculating the RD costs for several candidate modes, they can be processed in parallel.

4.19 Degree of capability for decoder parallel processing

Since the basic coding scheme and the coding structure are similar to those of AVC, the same concept of parallel processing is applicable.

For entropy decoding, since the submitted material is encoded by 1 slice per picture, it cannot be parallelized (for the submitted material). However, if the encoder adopts multiple (entropy) slices per picture, it can be parallelized.

For signal processing, the causality of the reference pixels restricts the parallel processing capability. Since an intra-frame prediction mode refers to the top-right sub-block, macroblocks locating on the same 22.5 degree line can be processed in parallel. Since the signal processing of luminance and chrominance is independent, they can be processed in parallel. Since the inter prediction and transform are independent, they can be processed in parallel.
4.20 Additional complexity discussion topic #1 –IBDI-
Since IBDI expands the bit depth of internal processing, operations of 16 bit accuracy in AVC exceed the 16 bit boundary of accuracy. This will reduce the parallelism of software (SIMD operation) in half. 
5 Algorithmic characteristics

5.1 Random access characteristics

Random access characteristics of this proposal are identical to those of AVC. For the submitted material for constraint set 1, random access is possible in every 1 second. For the submitted material for constraint set 2, random access is impossible.

5.2 Delay characteristics

Delay characteristics of this proposal are identical to those of AVC except that the design of Wiener filter in QALF may require additional delay. For the submitted material for constraint set 1, reordering delay of 8 frames is necessary. For the submitted material for constraint set 2, since this proposal uses hierarchical P structure that does not perform reordering, no delay except the additional delay explained above is required.

6 Software implementation description

The language of the submitted software is proprietary and developed in C++ and compiled with Microsoft® VisualStudio® 2005 Standard Edition.
7 Highlighted aspects discussion

QALF and HAIF have a synergetic effect. Although HAIF can’t get good results if it is used stand-alone, the coding efficiency of the combination of these two tools shows the better result than that of QALF. Those specifications of interpolation filter and loop filter should be discussed together.

QALF, AQMS and IBDI have been presented to the exploration activity in ITU-T SG16/Q.6 (VCEG), and were in KTA Software. Therefore, it would be a good start point to include these tools in the working model in this group.
8 Closing remarks

A video coding scheme that enhances the standardized AVC codec are proposed. The bitrate reduction of the proposal compared to the anchor under the constraint set 1 coding condition is 28.66% on average and up to 45.14%. The bitrate reduction of the proposal compared to the anchor under the constraint set 2 coding condition (beta anchor) is 25.88% on average and up to 42.36%.
It is suggested to use the proposed technologies as the base technologies of the JCT-VC standardization activity.
9 Patent rights declaration(s)
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