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_____________________________
Abstract

In order to improve the performance for the enhancement (resolution and quality) of the conventional applications, the video coding such as MPEG-4 AVC/H.264 (AVC) is advantageous to develop new applications. Therefore this contribution presents the tools which achieve the improvement intra-frame prediction and motion representation as the extension of AVC, and it is based on JM16.2 software.
In intra-frame prediction, “AC prediction using DC and intra prediction mode” is proposed. In motion representation, “Geometric Transform Prediction (GTP)”, “Decoder-side Block Boundary Decision Motion Compensation (DBBD)” and “Refinement Motion Compensation using Decoder-side Motion Estimation (RMC)” are proposed. In addition to the above tools, QALF tool is applied into the proposed software.

This proposal achieves the bitrate reduction of average 9.27% and up to 24.09% for constraint set 1 to alpha anchor, and achieves the bitrate reduction of average 3.18% and up to 22.71% for constraint set 2 to beta anchor, and achieves the bitrate reduction of average 26.49% and up to 53.66% for constraint set 2 to gamma anchor. 
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1 Introduction

This document describes our contribution to the Call for Proposals (CfP) on High Performance Video Coding Technologies [1].
It is necessary to improve the coding performance for the enhancement (resolution and quality) of the conventional applications, referring “Vision, Applications and Requirements for High-Performance Video Coding” [2]. And the block-based video coding such as MPEG-4 AVC/H.264 (AVC) is advantageous to achieve or develop new applications because conventional AV systems are based on these block-based video coding.
Thus this proposal, which is formed as the extension of AVC, includes tools which achieve the improvement of intra-frame prediction and motion representation.
In intra-frame prediction, “AC prediction using DC and intra prediction mode” is proposed. The tool can predict the luminance shift along the direction derived by the intra prediction.

In motion representation, “Geometric Transform Prediction (GTP)”, “Decoder-side Block Boundary Decision Motion Compensation (DBBD)” and “Refinement Motion Compensation using Decoder-side Motion Estimation (RMC)” are proposed. “GTP” can reduce geometrical distortion. “DBBD” can improve the quality of predictive picture by applying flexible partitioning. “RMC” can improve the efficiency of uni-predictive by using decoder-side motion estimation between reference pictures.

In addition to the above tools, proposed software includes QALF tool [3] that is adopted into the KTA software [4], and these tools are integrated into JM16.2-based software [5].
2 Algorithm description

The conceptual diagram of JVC proposal is shown in Fig. 1. The basic structure is not difference from the　AVC, but the parts of intra-frame prediction and motion representation. In the part of intra-frame prediction, the tool “AC prediction using DC and intra prediction mode” is added into the proposed model. Both of this tool and the conventional AVC intra prediction tools are implemented and one of these is selected as best mode decided by the block-based mode decision in the encoder. In the part of motion representation, three new tools “GTP”, “DBBD”, “RMC” are added into the proposed software. These all tools and the conventional AVC motion representation tools are implemented and one of these is selected as best mode decided by the block-based mode decision in the encoder. And QALF tool that is ported from KTA software is implemented into the proposed software. 
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Fig. 1 Conceptual Diagram of JVC proposal (decoder)

2.1 Motion representation
We introduce three proposed techniques for motion representation. The first one is “Geometric Transform Prediction (GTP)”, which can reduce geometrical distortion. The second one is “Decoder-side Block Boundary Decision Motion Compensation (DBBD)”, which can improve the quality of predictive picture by applying flexible partitioning. The last one is “Refinement Motion Compensation using Decoder-side Motion Estimation (RMC)”, which can improve the efficiency of uni-predictive by using decoder-side motion estimation between reference pictures.

2.1.1 Geometric Transform Prediction (GTP)
2.1.1.1  Motivation
An inter prediction is the one of the main features of conventional coding of moving pictures (such as MPEG-4 AVC/H.264, MPEG-2 Video/H.262, MPEG-4 Visual, etc.). The inter prediction performs motion compensation in a translation. Fig. 2 shows an example of the case of conventional inter prediction using a motion vector per macroblock.
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Fig. 2 Conventional inter prediction: 1 motion vector
In addition, AVC can divide a macroblock into 16 blocks in the most and can perform inter prediction by each 4x4 block as shown in Fig. 3.
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Fig. 3 Conventional inter prediction: 16 motion vectors
However, it is difficult to represent a rotation only in a translation. Similarly, it is difficult to represent a transformation (such as a scaling, a torsion, a twist or a warp) only in a translation. 

Consequently, we integrated the algorithm of “Geometric Transform Prediction (GTP)” into the proposed software.
2.1.1.2  Details of Geometric Transform Prediction (GTP)
Geometric Transform Prediction (GTP) is an inter prediction using geometric transform.

GTP supports a transformation including a scaling, a rotation, etc. in addition to a translation. In conventional inter prediction, a block is uniformly predicted using motion vector corresponding to each of the block as shown in Fig. 2 or Fig. 3. On the other hand, in GTP, a pixel in a block is predicted using a motion vector corresponding to each of the pixel. However, all motion vectors are not coded, and most motion vectors are calculated as described below.

There are three modes in the GTP as follows.

· Geometric Transform Mode A:
Each motion vector corresponding to four representative pixels is coded/decoded.
Each motion vector corresponding to all the remaining pixels is interpolated in horizontal and vertical direction.
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Fig. 4 Geometric Transform Mode A

· Geometric Transform Mode B:

Each motion vector corresponding to two representative pixels is coded/decoded.

Each motion vector corresponding to all the remaining pixels is interpolated in vertical direction, and is set to the same value in horizontal direction.
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Fig. 5 Geometric Transform Mode B
· Geometric Transform Mode C:
Each motion vector corresponding to two representative pixels is coded/decoded.
Each motion vector corresponding to all the remaining pixels is interpolated in horizontal direction, and are set to the same value in vertical direction.
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Fig. 6 Geometric Transform Mode C
The decoding process for a GTP block is as follows.

1. The motion vectors for two to four representative pixels per macroblock are decoded.

2. The motion vectors for all the remaining pixels are calculated from the motion vector of the representative pixels using a linear interpolation. 
However, the motion vectors are set to the same value in vertical direction in the case of Geometric Transform Mode B. Similarly, the motion vectors are set to the same value in horizontal direction in the case of Geometric Transform Mode C.
The precision of the calculated motion vectors is 1/256 sample, though the precision of the coding motion vectors is one-quarter luma sample.

3. Each pixel is predicted according to calculated motion vectors.
A linear interpolation is used for the pixel interpolation.
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Fig. 7 Decoding process for a Geometric Transform Prediction (GTP)

2.1.2 Decoder-side Block Boundary Decision Motion Compensation (DBBD)
2.1.2.1 Motivation

Fixed block patterns such as 16x16/16x8/8x16/8x8 can be used for motion compensation and a coding mode which indicates the block pattern is signaled as ‘mb_type’ in AVC. It can obtain high coding performance in the case that two or more different motions are included in a macroblock. However it is difficult to obtain high coding performance in the case of the prediction with a mismatch between a block boundary and the actual motion boundary as shown in Fig. 8. In order to minimize the influence of this problem, some techniques which increase the number of fixed block patterns compared to AVC have been already proposed. But it is not always effective to increase the number of fixed block patterns because the additional coding bits are required for indicating the coding mode. For this reason, it is desirable to support various block patterns for motion compensation without additional coding bits. Thus we propose the technique named “Decoder-side Block Boundary Decision Motion Compensation (DBBD)”.
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Fig. 8  The problem of fixed block patterns
2.1.2.2 Details of DBBD

DBBD can perform motion compensation with various block patterns without additional coding bits because the block boundary is decided on the decoder side. The conceptual diagram of DBBD is shown in Fig. 9. DBBD achieves high coding performance to exploit the correlation between an actual motion boundary and an object boundary on predicted pictures.
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Fig. 9  Conceptual diagram of DBBD

The points of DBBD implemented into our proposed software are as follows.

· 16x8 and 8x16 modes in AVC are replaced with 16xA and Ax16, respectively.
· ‘A’ is constrained to multiples of 4.

· It can be applied to bi-prediction in B-slice to perform the process of DBBD after generating bi-predictive picture of each block.
· Same syntax is used as AVC at macroblock level. (No more coding bits are required)
· Motion vector prediction of 16xA and Ax16 is the same as 16x8 and 8x16 in AVC, respectively.

· Each activity on candidate boundary is used to decide a real boundary.

· The order of motion vectors indicates the corresponding region of motion compensation.
The flowchart of DBBD is shown in Fig. 10.
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Fig. 10  The flowchart of DBBD

The decoding process of DBBD is as follows.
1. Generate two predicted pictures based on two motion vectors by the size of macroblock.

2. Decide a real boundary to evaluate each candidate boundary on two predicted pictures.

3. Get a final motion compensated picture using the real boundary.
On the other hand, the encoding process of DBBD is as follows.

1. Decide a provisional boundary for motion estimation.
2. Perform a motion estimation using the block divided by the provisional boundary.
3. Simulate the decoding process of DBBD to decide a real boundary and evaluate the final motion compensated picture.

DBBD is very useful for the next generation video coding that is requested to support various block patterns to obtain high coding performance.
2.1.3 Refinement Motion Compensation using Decoder-side Motion Estimation (RMC)
2.1.3.1  Motivation
Motion Compensation can improve coding efficiency using temporal correlation between a target picture and a decoded reference picture, but it is more susceptible to coding distortion of a reference picture. Coding distortion of a reference picture provides unneeded component of the distortion and the loss of texture with the predicted signal, so it degrades the prediction efficiency.

This proposed technique “Refinement Motion Compensation using Decoder-side Motion Estimation (RMC)” aims to improve the quality of reference block of motion compensation using decoder-side motion estimation between reference pictures.
2.1.3.2  Details of RMC
Fig. 11 shows the conceptual diagram of RMC.

RMC extracts the first MC block using reference picture 1 at first (same as uni-predictive prediction). And it calculates inter-reference motion vector between the first MC block and reference picture 2. Finally, it generates the new MC block (RMC block) by the synthesis of the first MC block and the second MC block extracted from reference picture 2 using inter-reference motion vector.

As a result, it can smooth the distortion of the reference picture and supplement the partially missing texture component to the reference picture like bi-predictive prediction. RMC needs only one motion vector for transmitting, so it can reduce additional information compared with bi-predictive prediction.
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Fig. 11 Conceptual diagram of RMC
Fig. 12 RMC in the case of P Slice
RMC is also effective in the case of small spatial or temporal correlation in motion, because it follows non-temporal correlation by Decoder-side Motion Estimation (not Direct-Mode).

RMC is applicable to not only B slice but also P Slice. 

In the case of B Slice, reference MC block can leads other past and future reference pictures as shown Fig. 11. In the case of P Slice, past reference MC block leads other past reference pictures as shown Fig. 12.
In this proposal, “Two Step Motion Compensation” method is used for improving precision of RMC block without enormous calculation on the encoder side. “Two Step Motion Compensation” algorithm on the decoder is shown by Fig. 13.
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Fig. 13 Two Step Motion Compensation in RMC
On the decoder side, at first it extracts the first MC block using motion vector “MVa_down” (1 pixel accuracy) which is generated by rounding off the accuracy of received motion vector “MVa”, and it generates “base RMC block” using inter-reference motion estimation between the first MC block and reference picture 2 (Step 1).

Next it calculates the phase shift vector “α” (1/4 pixel accuracy) from “MVa” and “MVa_down” and extracts “RMC block” by the shift “α” for “base RMC block”. And “RMC block” is used for prediction block (Step2).

On the encoder side, at first it gets 1 pixel accuracy base vector “MVa_down”, and generates “base RMC block” using inter-reference motion estimation (Step 1).

Next it evaluates the prediction error between target block and “base RMC block” inner half pixel area (it can degrade to same 1 pixel accuracy motion vector) by shifting the phase, and it estimates the best phase “α” (1/4 pixel accuracy) of “base RMC block” as “RMC block”. And “RMC block” is used for prediction block (Step2). 

The encoder sends motion vector “MVa” as summation of “MVa_down” and “α” in the same method of uni-predictive prediction (difference from PMV), and the decoder can divide “MVa_down” and “α” from “MVa”.

For using “Two Step Motion Compensation”, the decoder can use non-filtered block as the first MC block for decoder-side motion estimation. And the encoder can get high precision RMC block by using only 1 pixel accuracy base vectors (not use many 1/4 pixel accuracy vectors as base vectors).
In the proposed program, decoding flow for one macroblock motion compensation using RMC is shown as Fig. 14.

Uni-predictive mode is replaced by RMC mode per slice or macroblock. The flag of selection method of uni-predictive mode and RMC mode is sent in Slice Header. It decides that uni-predictive mode is replaced by RMC mode always or that uni-predictive mode is replaced by RMC mode per macroblock adaptive.

In the case of macroblock adaptive, selection flag is transmitted after reference list index.
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Fig. 14 Decoding flow for one macroblock motion compensation using RMC
On this proposal, reference picture 2 in the case of RMC mode is decided as follows. (see Fig. 15)

P Slice's case        reference picture 1 (base)    reference picture 2

                            Idx0                 -> Idx1

                            Other                -> Idx0

       B Slice's case        reference picture 1 (base)    reference picture 2

                            LIST0                -> LIST1 Idx0

                            LIST1                -> LIST0 Idx0
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Fig. 15 Relation of first reference and second reference on RMC
2.2 Intra-frame prediction
We introduce a proposed technique for intra-frame prediction in this section. The technique is “AC prediction using DC and intra prediction mode”. The tool achieves predicting the luminance change of the pixels to the direction derived by the intra prediction.
2.2.1 AC prediction using DC and intra prediction mode
2.2.1.1  Motivation

AVC-based intra prediction is a good technique, which can predict high frequencies with a few bits. However, the AVC-based intra predicted signal consists of a direction only and it has same value in the direction. So it is impossible to create predicted signal which has a value shift in the direction of prediction.
When the value of the signal to be coded has the monotonic shift in the direction of prediction, low AC coefficients appear with a DC coefficient, even though the proper intra prediction is selected. It prevents the improvement of coding efficiency because the levels of the low AC coefficients are not small. From this point of view, we propose the technique which predicts the AC coefficients by using the DC coefficient and intra prediction mode to reduce the residual AC coefficients.

2.2.1.2  Details of the AC prediction using DC and intra prediction mode

The point of this technique is to create an AC-predicted signal with a residual DC coefficient and an intra prediction mode. The AC-predicted signal, which we implemented, consists of a linear function. The DC coefficient is used to calculate the slope of the linear function, and intra prediction mode is used to calculate the direction of the prediction. The line of the function passes through following two points: one is average value, which is calculated from the DC coefficient, at the center of the current block; the other is zero at a reference position of the current block. Thus the AC-predicted signal includes the DC coefficient.

The DC coefficient and the intra prediction mode, which are the information to create the AC-predicted signal, are the sent information in AVC commonly, thus no additional information is needed to create the AC-predicted signal. 

In this technique, “intra_ac_pred_enable_flag” is added to each block, except the case where intra prediction is DC mode or the DC coefficient is zero (The prediction for these blocks is disabled implicitly). It indicates whether the AC prediction is enabled or not for each block. When the prediction is disabled implicitly, the AC prediction is not applied implicitly in the current block without the flag sending/receiving. We implemented this technique into intra 4x4 modes and intra 8x8 modes.

Fig. 16 illustrates the conceptual diagram in the decoder. At first, residual coefficients, an intra prediction mode and an intra predicted signal are created by conventional intra prediction. Residual coefficients are separated into residual AC coefficients and a DC coefficient. The AC residual signal is created by dequantizing and inverse transforming the residual AC coefficients. An AC-predicted signal is created by referring the DC coefficient and the intra prediction mode. A Decoded signal consists of the sum of the intra predicted signal, the AC-predicted signal and the AC residual signal.
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Fig. 16  Conceptual diagram of AC prediction using DC and intra prediction mode (decoder)

Fig. 17 shows a flowchart of block-decoding process of this technique.
1. Parse an intra prediction mode and residual coefficients and create an AVC-based intra predicted signal.

2. If the DC coefficient level is equal to zero or the intra prediction mode is a DC prediction mode (disabled implicitly), perform dequantization and inverse transform residual coefficients, and a decoded signal is the sum of intra prediction signal and decoded residual (conventional operation), and go to next block.

3. Otherwise, parse intra_ac_pred_enable_flag.

If intra_ac_pred_enable_flag is zero, create a decoded signal with typical operation, and go to next block. 

4. Otherwise, create an AC residual signal by dequantization and inverse transform residual AC coefficients, and AC predicted signal by referring dequantized DC coefficient and the intra prediction mode, and a decoded signal consists of the sum of intra prediction signal, AC predicted signal and AC residual signal, and go to next block.
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Fig. 17  flowchart of decoding process
2.3 Spatial transforms

New conceptual tools of spatial transforms are not applied into our proposal codec. The conventional spatial transforms based on AVC are used to our proposal codec.
2.4 Quantization

New conceptual tools of quantization are not applied into our proposal codec. The conventional quantization tools based on AVC are used to our proposal codec.

2.5 In-loop filtering

Adaptive loop filter is applied to reconstructed signals after deblocking filter process. In this proposal, Quad-tree based Adaptive Loop Filter (QALF) is used as adaptive loop filter. Implementation of this tool is based on KTA tools.
2.6 Entropy coding

New conceptual tools of entropy coding are not applied to our proposal. The conventional entropy coding tools based on AVC are used to our proposal codec.

2.7 Encoder Settings
We have performed our encoder based on the settings shown in Table 1 for C1 and C2 commonly. And individual settings for C1 and C2 are shown in Table 2.

Table 1 Encoder common settings
	Parameter Name
	Value

	ProfileIDC
	100

	LevelIDC
	51

	HierarchicalCoding
	3

	NumberReferenceFrames
	4

	SymbolMode
	1

	Transform8x8Mode
	1

	ScalingMatrixPresentFlag
	0

	RDOptimization
	1

	UseRDOQuant
	1

	RDOQ_Fast
	1

	RDOQ_QP_Num
	1

	AdaptiveRounding
	0

	WeightedPrediction
	1

	WeightedBiprediction
	1

	SearchMode
	3

	SearchRange
	128

	RDPictureDecision
	0


Table 2 Encoder individual settings
	Parameter Name
	C1 Value
	C2 Value

	EnableOpenGOP
	1
	0

	LowDelay
	0
	1

	IntraPeriod
	24-64
	0

	ReferenceReorder
	1
	2

	MemoryManagement
	1
	2

	PReplaceBSlice
	0
	1

	NumberBFrames
	7
	3


3 Compression performance discussion

3.1 Objective versus subjective compression performance

Subjective performance of our proposal will be better depending on objective performance since our new techniques improve the predictive efficiency. 

3.2 Constraint set 1 configuration relative to Alpha anchor

Simulation results for constraint set 1 are shown below as the graph of PSNR. More detailed results are put in the attached Excel file.
3.2.1 Class A
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3.2.2 Class B
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3.2.3 Class C
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3.2.4 Class D
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3.2.5 Overall

Table 3  BD-PSNR and BD-bitrate: C1 - alpha anchor
	Class
	BD-PSNR (R1-R4, R2-R5)
	BD-bitrate (R1-R4, R2-R5)

	Class A
	0.32 
	0.35 
	-6.52 
	-7.57 

	Class B
	0.19 
	0.20 
	-6.18 
	-7.60 

	Class C
	0.38 
	0.45 
	-8.47 
	-10.28 

	Class D
	0.57 
	0.64 
	-12.65 
	-13.90 

	Total average
	0.38 
	-9.27 


In summary, our proposal achieves the bitrate reduction of average 9.27% and up to 24.09% for constraint set 1 to alpha anchor. (Each value is calculated by BD-Bitrate[6] using the results R1 - R4 and R2 - R5.) Our techniques seem to be effective to all sequences.

3.3 Constraint set 2 configuration relative to Beta and Gamma anchors

Simulation results for constraint set 2 are shown below as the graph of PSNR. More detailed results are put in the attached Excel file.
3.3.1 Class B
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3.3.2 Class C
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3.3.3 Class D
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3.3.4 Class E
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3.3.5 Overall

Table 4  BD-PSNR and BD-bitrate: C2 - beta anchor
	Class
	BD-PSNR (R1-R4, R2-R5)
	BD-bitrate (R1-R4, R2-R5)

	Class B
	0.18 
	0.19 
	-6.08 
	-7.19 

	Class C
	0.02 
	0.04 
	-0.55 
	-1.13 

	Class D
	-0.01 
	-0.02 
	-0.47 
	-0.23 

	Class E
	0.16 
	0.20 
	-3.38 
	-5.26 

	Total average
	0.09 
	-3.18 


Table 5  BD-PSNR and BD-bitrate: C2 - gamma anchor
	Class
	BD-PSNR (R1-R4, R2-R5)
	BD-bitrate (R1-R4, R2-R5)

	Class B
	1.23 
	1.10 
	-30.44 
	-30.10 

	Class C
	1.01 
	1.05 
	-22.19 
	-23.11 

	Class D
	1.11 
	1.16 
	-24.63 
	-24.50 

	Class E
	1.45 
	1.33 
	-26.66 
	-29.09 

	Total average
	1.17 
	-26.49 


In summary, our proposal achieves the bitrate reduction of average 3.18% and up to 22.71% for constraint set 2 to beta anchor. And our proposal achieves the bitrate reduction of average 26.49% and up to 53.66% for constraint set 2 to gamma anchor. (Each value of bitrate reduction is calculated by BD-Bitrate using the results of R1 - R4 and R2 - R5.) Some sequences in class C and D seem to be worse than beta anchor. However we think our techniques are effective to all sequences according to our original experiment which compares our proposal with JM16.2 in the same settings which are described in section 2.7. 
4 Complexity analysis

4.1 Encoding time and measurement methodology
The results of encoding time for both constraint sets and all classes are shown in the following tables.

The unit of the value in the tables is a second.
Encoding time is measured with system time (time function) in this proposed encoder.
The platform used for the execution time measurement is described in section 4.3.

4.1.1 Constraint set 1 (C1)
Table 6  Encoding Time: C1 - Class A
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Traffic(S01)
	63,284 
	64,138 
	65,895 
	66,380 
	66,698 

	PeopleOnStreet(S02)
	67,756 
	67,756 
	75,346 
	83,675 
	85,822 


Table 7  Encoding Time: C1 - Class B
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Kimono(S03)
	53,506 
	55,129 
	56,561 
	57,652 
	58,509 

	ParkScene(S04)
	54,341 
	55,949 
	56,955 
	57,580 
	57,890 

	Cactus(S05)
	112,318 
	114,226 
	116,151 
	118,251 
	120,062 

	BasketballDrive(S06)
	117,960 
	121,166 
	123,746 
	126,151 
	128,147 

	BQTerrace(S07)
	143,417 
	144,935 
	146,314 
	148,538 
	151,046 


Table 8　Encoding Time: C1 - Class C
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballDrill(S08)
	21,434 
	21,777 
	22,172 
	22,553 
	22,907 

	BQMall(S09)
	27,263 
	27,718 
	28,231 
	28,562 
	28,727 

	PartyScene(S10)
	23,679 
	24,225 
	24,925 
	25,496 
	25,841 

	RaceHorses(S11)
	14,058 
	14,400 
	14,834 
	15,203 
	15,567 


Table 9　Encoding Time: C1 - Class D
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballPass(S12)
	5,945 
	6,112 
	6,216 
	6,360 
	6,474 

	BQSquare(S13)
	7,650 
	7,742 
	7,870 
	8,021 
	8,108 

	BlowingBubbles(S14)
	6,177 
	6,298 
	6,366 
	6,498 
	6,574 

	RaceHorses(S15)
	3,900 
	4,005 
	4,062 
	4,132 
	4,207 


4.1.2 Constraint set 2 (C2)
Table 10　Encoding Time: C2 - Class B
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Kimono(S03)
	36,653 
	37,170 
	37,665 
	37,850 
	38,792 

	ParkScene(S04)
	37,973 
	38,598 
	38,116 
	38,304 
	38,532 

	Cactus(S05)
	73,474 
	73,878 
	75,520 
	75,341 
	75,495 

	BasketballDrive(S06)
	77,601 
	79,698 
	81,053 
	80,885 
	82,727 

	BQTerrace(S07)
	96,611 
	94,551 
	96,588 
	97,682 
	101,954 


Table 11  Encoding Time: C2 - Class C
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballDrill(S08)
	14,106 
	14,360 
	14,583 
	14,724 
	14,883 

	BQMall(S09)
	17,898 
	18,068 
	18,202 
	18,234 
	18,158 

	PartyScene(S10)
	15,723 
	15,977 
	16,258 
	16,568 
	16,772 

	RaceHorses(S11)
	9,320 
	9,478 
	9,651 
	9,784 
	9,880 


Table 12  Encoding Time: C2 - Class D
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballPass(S12)
	3,913 
	3,977 
	4,030 
	4,118 
	4,145 

	BQSquare(S13)
	5,033 
	5,093 
	5,134 
	5,159 
	5,110 

	BlowingBubbles(S14)
	4,173 
	4,223 
	4,248 
	4,298 
	4,305 

	RaceHorses(S15)
	2,556 
	2,620 
	2,650 
	2,668 
	2,686 


Table 13  Encoding Time: C2 - Class E
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Vidyo1(S16)
	34,307 
	34,386 
	34,559 
	34,885 
	35,260 

	Vidyo3(S17)
	34,570 
	34,723 
	34,730 
	34,844 
	35,079 

	Vidyo4(S18)
	34,302 
	34,457 
	34,638 
	35,074 
	35,505 


4.2 Decoding time and measurement methodology and comparison vs. anchor bitstreams decoded by JM 17.0
The results of decoding time for both constraint sets and all classes are shown in the following tables.

The unit of the value in the tables is a second.
Decoding time is measured with system time (time function) in this proposed decoder (same as JM17.0).
The predictive structure for constraint set 2 is the same as beta anchor.

The platform used for the execution time measurement is described in section 4.3.
4.2.1 Constraint set 1 (C1)

· C1 - Class A
Table 14  Decoding Time of Proposed Decoder: C1 - Class A

	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Traffic(S01)
	128.44
	136.58
	146.77
	153.42
	149.33

	PeopleOnStreet(S02)
	134.92
	143.88
	157.85
	169.34
	172.37


Table 15  Decoding Time of JM17.0 Decoder: C1 - Class A - Alpha anchor

	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Traffic(S01)
	23.33 
	23.87 
	25.15 
	27.01
	30.85

	PeopleOnStreet(S02)
	23.84
	24.73
	25.79
	28.20
	31.75


· C1 - Class B
Table 16  Decoding Time of Proposed Decoder: C1 - Class B

	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Kimono(S03)
	110.64
	119.75
	132.58
	144.33
	150.54

	ParkScene(S04)
	91.14
	106.64
	117.08
	121.42
	120.77

	Cactus(S05)
	143.25
	164.45
	177.99
	190.34
	208.91

	BasketballDrive(S06)
	194.41
	215.40
	231.95
	241.33
	251.23

	BQTerrace(S07)
	233.00
	248.96
	259.62
	273.03
	280.63


Table 17  Decoding Time of JM17.0 Decoder: C1 - Class B - Alpha anchor

	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Kimono(S03)
	26.61 
	28.53 
	30.44 
	32.57 
	35.17 

	ParkScene(S04)
	25.77 
	27.50 
	29.52 
	31.20 
	33.36 

	Cactus(S05)
	48.62 
	49.68 
	51.54 
	54.93 
	59.00 

	BasketballDrive(S06)
	55.44 
	58.26 
	61.06 
	64.52 
	68.35 

	BQTerrace(S07)
	68.03 
	69.74 
	71.15 
	73.34 
	76.96 


· C1 - Class C
Table 18　 Decoding Time of Proposed Decoder: C1 - Class C

	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballDrill(S08)
	21.34 
	25.28 
	29.31 
	35.06 
	37.95 

	BQMall(S09)
	30.87 
	35.39 
	42.98 
	49.08 
	53.45 

	PartyScene(S10)
	27.25 
	32.19 
	39.24 
	44.71 
	47.44 

	RaceHorses(S11)
	20.03 
	22.07 
	24.64 
	28.36 
	31.83 


Table 19　 Decoding Time of JM17.0 Decoder: C1 - Class C - Alpha anchor

	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballDrill(S08)
	6.88 
	7.32 
	7.75 
	8.41 
	9.46 

	BQMall(S09)
	8.92 
	9.55 
	10.01 
	10.70 
	11.62 

	PartyScene(S10)
	7.61 
	7.89 
	8.66 
	9.43 
	10.27 

	RaceHorses(S11)
	5.33 
	5.68 
	6.14 
	6.57 
	7.52 


· C1 - Class D
Table 20　 Decoding Time of Proposed Decoder: C1 - Class D
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballPass(S12)
	7.94 
	9.34 
	10.44 
	11.19 
	11.33 

	BQSquare(S13)
	13.58 
	13.61 
	13.53 
	13.59 
	13.80 

	BlowingBubbles(S14)
	7.74 
	9.66 
	10.89 
	11.43 
	11.00 

	RaceHorses(S15)
	7.14 
	8.13 
	8.28 
	8.71 
	8.78 


Table 21　 Decoding Time of JM17.0 Decoder: C1 - Class D - Alpha anchor
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballPass(S12)
	1.88 
	2.12 
	2.34 
	2.72 
	3.22 

	BQSquare(S13)
	2.34 
	2.60 
	2.77 
	3.26 
	3.81 

	BlowingBubbles(S14)
	1.96 
	2.09 
	2.24 
	2.60 
	3.16 

	RaceHorses(S15)
	1.49 
	1.60 
	1.76 
	2.12 
	2.65 


4.2.2 Constraint set 2 (C2)

· C2 - Class B
Table 22　 Decoding Time of Proposed Decoder: C2 - Class B
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Kimono(S03)
	101.01 
	116.72 
	125.63 
	134.50 
	142.65 

	ParkScene(S04)
	78.28 
	89.02 
	102.09 
	113.51 
	126.33 

	Cactus(S05)
	102.57 
	112.99 
	126.75 
	145.61 
	170.83 

	BasketballDrive(S06)
	149.59 
	172.94 
	192.50 
	210.15 
	220.64 

	BQTerrace(S07)
	260.70 
	293.49 
	321.41 
	364.38 
	417.11 


Table 23　 Decoding Time of JM17.0 Decoder: C2 - Class B - Beta anchor

	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Kimono(S03)
	21.02 
	23.25 
	24.93 
	27.80 
	30.20 

	ParkScene(S04)
	19.84 
	22.41 
	24.26 
	26.68 
	29.41 

	Cactus(S05)
	38.83 
	41.94 
	45.00 
	48.42 
	52.32 

	BasketballDrive(S06)
	43.09 
	46.45 
	51.45 
	55.81 
	59.34 

	BQTerrace(S07)
	51.49 
	54.36 
	56.91 
	61.22 
	65.66 


Table 24　 Decoding Time of JM17.0 Decoder: C2 - Class B - Gamma anchor
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Kimono(S03)
	20.36 
	21.94 
	23.76 
	26.12 
	28.91 

	ParkScene(S04)
	19.24 
	21.11 
	23.23 
	25.61 
	28.23 

	Cactus(S05)
	37.73 
	39.98 
	42.32 
	45.96 
	49.76 

	BasketballDrive(S06)
	41.24 
	44.49 
	47.96 
	51.74 
	56.15 

	BQTerrace(S07)
	49.55 
	51.72 
	54.54 
	58.53 
	62.60 


· C2 - Class C
Table 25  Decoding Time of Proposed Decoder: C2 - Class C
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballDrill(S08)
	16.57 
	19.91 
	23.09 
	27.45 
	32.77 

	BQMall(S09)
	26.49 
	31.19 
	36.64 
	41.01 
	46.35 

	PartyScene(S10)
	23.00 
	27.87 
	36.97 
	47.47 
	59.94 

	RaceHorses(S11)
	16.20 
	18.84 
	21.86 
	25.68 
	30.75 


Table 26　 Decoding Time of JM17.0 Decoder: C2 - Class C - Beta anchor
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballDrill(S08)
	5.16 
	5.59 
	6.15 
	7.19 
	8.68 

	BQMall(S09)
	6.70 
	7.06 
	7.90 
	8.83 
	9.98 

	PartyScene(S10)
	5.45 
	6.03 
	7.02 
	8.02 
	9.31 

	RaceHorses(S11)
	4.31 
	4.76 
	5.26 
	6.03 
	7.05 


Table 27　 Decoding Time of JM17.0 Decoder: C2 - Class C - Gamma anchor

	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballDrill(S08)
	4.88 
	5.19 
	5.77 
	6.49 
	7.58 

	BQMall(S09)
	6.38 
	6.80 
	7.11 
	8.10 
	9.24 

	PartyScene(S10)
	5.11 
	5.72 
	6.56 
	7.46 
	8.67 

	RaceHorses(S11)
	4.00 
	4.36 
	4.83 
	5.50 
	6.42 


· C2 - Class D
Table 28  Decoding Time of Proposed Decoder: C2 - Class D

	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballPass(S12)
	5.85 
	6.54 
	7.31 
	8.15 
	9.24 

	BQSquare(S13)
	19.24 
	20.38 
	20.79 
	20.57 
	19.57 

	BlowingBubbles(S14)
	8.23 
	10.07 
	11.08 
	12.21 
	13.55 

	RaceHorses(S15)
	5.57 
	6.46 
	6.87 
	7.69 
	8.83 


Table 29　 Decoding Time of JM17.0 Decoder: C2 - Class D - Beta anchor
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballPass(S12)
	1.63 
	1.86 
	2.10 
	2.53 
	3.15 

	BQSquare(S13)
	1.89 
	2.16 
	2.35 
	2.90 
	3.58 

	BlowingBubbles(S14)
	1.61 
	1.83 
	2.16 
	2.53 
	3.31 

	RaceHorses(S15)
	1.30 
	1.52 
	1.67 
	2.09 
	2.62 


Table 30　 Decoding Time of JM17.0 Decoder: C2 - Class D - Gamma anchor

	Test Sequence
	R1
	R2
	R3
	R4
	R5

	BasketballPass(S12)
	1.51 
	1.66 
	1.91 
	2.24 
	2.75 

	BQSquare(S13)
	1.84 
	2.04 
	2.19 
	2.56 
	3.07 

	BlowingBubbles(S14)
	1.46 
	1.65 
	1.82 
	2.23 
	2.83 

	RaceHorses(S15)
	1.17 
	1.29 
	1.50 
	1.86 
	2.31 


· C2 - Class E
Table 31  Decoding Time of Proposed Decoder: C2 - Class E
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Vidyo1(S16)
	32.04 
	39.00 
	45.01 
	54.75 
	65.93 

	Vidyo3(S17)
	37.86 
	42.58 
	48.30 
	57.62 
	69.87 

	Vidyo4(S18)
	33.70 
	42.94 
	47.36 
	56.62 
	70.08 


Table 32　 Decoding Time of JM17.0 Decoder: C2 - Class E - Beta anchor
	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Vidyo1(S16)
	11.08 
	12.01 
	12.29 
	13.40 
	15.01 

	Vidyo3(S17)
	11.11 
	11.58 
	12.04 
	13.10 
	14.87 

	Vidyo4(S18)
	11.47 
	12.16 
	12.64 
	13.32 
	15.04 


Table 33　 Decoding Time of JM17.0 Decoder: C2 - Class E - Gamma anchor

	Test Sequence
	R1
	R2
	R3
	R4
	R5

	Vidyo1(S16)
	10.90 
	11.70 
	12.19 
	13.23 
	14.57 

	Vidyo3(S17)
	11.09 
	11.44 
	11.83 
	12.83 
	14.12 

	Vidyo4(S18)
	11.35 
	11.82 
	12.18 
	13.16 
	14.52 


4.3 Description of computing platform used to determine encoding and decoding times reported in sections 4.1 and 4.2
The Experiment environment used for the execution time measurement of the encoder and the decoder is shown in Table 34.
Table 34 Experiment environment

	Item
	Specification

	CPU
	Intel Xeon 5160 (2 CPU) 3.00GHz

	Memory
	16GB (DDR2 SDRAM FB-DIMM)

	Hard Disk
	SATA300 1.5TB HDD 7200rpm (ST31500341AS)

	OS
	Windows 7 Professional (64bit)

	Parallel Processing
	Not Used

	Executable
	Win32b


4.4 Expected memory usage of encoder

There is no additional picture memory except some working memory compared with AVC.

The additional working memory is due to the implementation method, and it is expected that maximum working memory is about 1 picture memory for QALF tool.

4.5 Expected memory usage of decoder

There is no additional picture memory except some working memory compared with AVC.
The additional working memory is due to the implementation method, and it is expected that maximum working memory is about 30x30 pixel memory for Decoder-side Motion Estimation on RMC tool.

4.6 Complexity characteristics of encoder motion estimation and motion segmentation selection
At motion representation part, three new techniques (GTP, DBBD, RMC) are added to AVC algorithm.
The additional complexity of motion estimation and motion segmentation of each tool in the encoder is as follows.

· Encoder Complexity of GTP
In order to obtain the motion vectors for the GTP, the motion estimation are applied on the encoder side. The method is the block matching and the complexity is equal to the one of earlier methods.

Three modes are added as candidates of the mode selection.

For mode selection, GTP needs the interpolation of the motion vector for each pixel.
· Encoder Complexity of DBBD
To apply DBBD, motion estimation is requested to decide a motion vector of each block. Although any algorithm of motion estimation can be applied into DBBD, we used the EPZS algorithm implemented in JM to equalize the condition to the anchors. In addition, simulation of the decoding process is requested to evaluate the final motion compensated picture.

· Encoder Complexity of RMC
To apply RMC, additional Motion Estimation is needed on both encoder and decoder for Decoder-side Motion Estimation.

On encoder side, it simulates Decoder-side Motion Estimation at 9 positions around uni-predictive ME’s results (output of JM16.2 EPZS method).

Specifications of Decoder-side Motion Estimation in RMC at one position on this proposal is as follows
RMC Block Size:

   16x16 uni-predictive only

Decoder-side Motion Estimation Search Range:

   Search Center Position:

Position shown by motion to 1 pixel accuracy motion vector (MVa_down) in ratio of the time between picture for target and reference pictures.

   Search Range:

±4.5 pixel (hierarchical block matching: 1 pixel accuracy and 1/4 pixel accuracy)
Sub-pixel / Quad-pixel Filtering:

6-tap / 2-tap filter (same as AVC)
   Matching Method:
SAD (luminance only)

   Decoder-side Motion Estimation Block Size:
16x16 only

On encoder, Bi-Predictive Estimation based selection of phase shift vector runs after every Decoder-side Motion Estimation,

   Search Range ;
-1/2 <= phase < 1/2 by 1/4 pixel accuracy on vertical and horizontal

   Matching Method:
SATD (luminance only)

· Encoder Complexity of others
The other complexity characteristics in this section are the same as JM16.2 reference software that is the implementation of AVC.
4.7 Complexity characteristics of decoder motion compensation
At motion representation part, three new techniques (GTP, DBBD, RMC) are added to AVC algorithm.
The additional complexity of motion compensation of new tools in the decoder is as follows.

· Decoder Complexity of GTP
When the GTP mode is selected, the interpolation of the motion vector is needed for each pixel in addition to the process of the conventional inter prediction.
· Decoder Complexity of DBBD
To apply DBBD, calculation of an activity on each candidate boundary is required to decide a real boundary which is used for getting a final motion compensated picture. The amount of computational cost depends on the number of candidates. In this proposal, we set the number of candidates to 3.

· Decoder Complexity of RMC
To apply RMC, additional Motion Estimation is needed on both encoder and decoder for Decoder-side Motion Estimation.

Specifications of Decoder-side Motion Estimation in RMC on this proposal is as follows
RMC Block Size:

   16x16 uni-predictive only

Decoder-side Motion Estimation Search Range:

   Search Center Position:

Position shown by motion to 1 pixel accuracy motion vector (MVa_down) in ratio of the time between picture for target and reference images.

   Search Range:
±4.5 pixel (hierarchical block matching: 1 pixel accuracy and 1/4 pixel accuracy)
Sub-pixel / Quad-pixel Filtering:
6-tap / 2-tap filter (same as AVC)
   Matching Method:

SAD (luminance only)

   Decoder-side Motion Estimation Block Size:

16x16 only
· Decoder Complexity of others
The other complexity characteristics in this section are the same as JM16.2 reference software that is the implementation of AVC.

4.8 Complexity characteristics of encoder intra-frame prediction type selection
At intra–frame prediction part, a new technique (AC prediction using DC and intra prediction mode) is added to AVC algorithm.
The additional complexity of type selection of intra-frame prediction of new tool in the encoder is as follows.

· Encoder Complexity of AC prediction using DC and intra prediction mode
All enabled modes and all disabled modes are tried to all available intra prediction modes with RD optimization. Thus it needs almost twice deciding mode time of JM16.2 reference software. 
The spatial complexity characteristic is the same as JM16.2 reference software.

· Encoder Complexity of others
The other complexity characteristics in this section are the same as JM16.2 reference software that is the implementation of AVC.

4.9 Complexity characteristics of decoder intra-frame prediction operation
At intra–frame prediction part, a new technique (AC prediction using DC and intra prediction mode) is added to AVC algorithm.
The additional complexity of intra-frame prediction of new tool in the decoder is as follows.
· Decoder Complexity of AC prediction using DC and intra prediction mode
The process to create AC-predicted signal is added, the time to that is same as the time to create intra predicted signal. So it needs at most twice time to decode intra macroblocks of JM16.2 reference software.

The spatial complexity characteristic is the same as JM16.2 reference software.

· Decoder Complexity of others
The other complexity characteristics in this section are the same as JM16.2 reference software that is the implementation of AVC.

4.10 Complexity characteristics of encoder transforms and transform type selection

· Encoder Complexity of others
The other complexity characteristics in this section are the same as JM16.2 reference software that is the implementation of AVC.

4.11 Complexity characteristics of decoder inverse transform operation

· Decoder Complexity of others
The other complexity characteristics in this section are the same as JM16.2 reference software that is the implementation of AVC.

4.12 Complexity characteristics of encoder quantization and quantization type selection

· Encoder Complexity of others
The other complexity characteristics in this section are the same as JM16.2 reference software that is the implementation of AVC.

4.13 Complexity characteristics of decoder inverse quantization

· Decoder Complexity of others
The other complexity characteristics in this section are the same as JM16.2 reference software that is the implementation of AVC.

4.14 Complexity characteristics of encoder in-loop filtering type selection
At in-loop filtering part, QALF method is added to AVC algorithm.
The additional complexity of type selection of in-loop filtering of QALF for the encoder is as follows.

· Encoder Complexity of QALF
In QALF, it needs a selection of loop filter type as follows.

    Filter Type:
9x9, 7x7, 5x5 symmetrical 2D filters

    Selection Method:
Block/Quad-tree based On/Off selection and filter tap size selection (3types)
    


based on Rate-Distortion Optimization Method.
· Encoder Complexity of others
The other complexity characteristics in this section are the same as JM16.2 reference software that is the implementation of AVC.

4.15 Complexity characteristics of decoder in-loop filtering operation

· Decoder Complexity of QALF
At in-loop filtering part, QALF method is added to AVC algorithm.
The additional complexity of in-loop filtering operation of QALF for the decoder is as follows.
· Decoder Complexity of others
At worst case, 9x9 symmetrical 2D filter is applied for all reconstructed signals.
4.16 Complexity characteristics of encoder entropy coding type selection

· Encoder Complexity of others
The other complexity characteristics in this section are the same as JM16.2 reference software that is the implementation of AVC.

4.17 Complexity characteristics of decoder entropy decoding operation

· Decoder Complexity of others
The other complexity characteristics in this section are the same as JM16.2 reference software that is the implementation of AVC.

4.18 Degree of capability for encoder parallel processing

The degree of capability is the same as JM16.2 reference software that is the implementation of AVC.

4.19 Degree of capability for decoder parallel processing

The degree of capability is the same as JM16.2 reference software that is the implementation of AVC.

5 Algorithmic characteristics

The new tools on this proposal don’t influence to “Random access characteristics” and “Delay characteristics” of based algorithm (AVC).
5.1 Random access characteristics

The random access characteristics are the same as JM16.2 reference software that is the implementation of AVC. In this proposal, the random access characteristics for constraint Set 1 is the same as alpha anchor setting.

5.2 Delay characteristics

The delay characteristics are the same as JM16.2 reference software that is the implementation of AVC. In this proposal, the delay characteristics for constraint Set 2 is the same as beta anchor setting.

6 Software implementation description
The proposal software is based on JM16.2.

The development environment and settings are shown in Table 35.

Table 35 Development environment and settings
	Item
	Specification

	Language
	C language

	IDE
	Microsoft Visual C++ 2008 Express Edition with sp1

	Compile Option
	same as environment of JM16.2

	Linker Option
	enable the option of “support over 2GB address” on the encoder only

	Additional Compiler
	No

	Additional Library
	No

	Executable
	Win32b


7 Highlighted aspects discussion
We think that four techniques which we present in this proposal are effective for a new coding standard.

But the implementation of new tools in this proposal is a part of realization of the concept of these technologies. 

Thus, we will investigate and confirm the performance of these technologies during the work of standardization.
Some of the future work is as follows.

· GTP
For GTP, we will implement and investigate the coding efficiency as following.

· adding more Geometric Prediction Type

· improving motion search

· applying to the block of other sizes
· DBBD

We have introduced DBBD only to 16xA and Ax16 and constrained ‘A’ to multiples of 4 since AVC has the transform which sizes are 8x8 and 4x4. So we are planning to try to perform DBBD with more flexible shapes such as 16x6 and 12x4.
· RMC

For RMC, we will implement and investigate the coding efficiency as following.

· Adaptation to variable block size MC (including large block size)

· Synthesizing method (not only averaging)

· Relation of the first MC block size and size of decoder-side motion estimation.

· AC prediction using DC and intra prediction mode
We will try to improve coding efficiency in intra prediction, and by applying to inter prediction.
8 Closing remarks

In this proposal, we introduce four new coding tools for improvement of intra-frame prediction and motion representation. These tools are integrated into our proposed software with one KTA tool on JM16.2 based codec, and our proposed software has the advance of coding efficiency for current standard (AVC).

We think that these tools are effective for a new coding standard, and can contribute to the sufficiently higher compression capability which is needed for the future high-quality applications.
9 Patent rights declaration(s)
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