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Introduction

The standardization of A/V source coders like MPEG-4 and H.26L does no longer exclusively address compression efficiency. Especially, the importance of functionalities like network friendliness and error resiliency has increased tremendously. This is obvious as the main application of A/V coded data is no more storage but A/V communication. Therefore, a collaboration and interworking between A/V coding standardization and network standardization bodies is necessary. In this contribution we discuss a coding scheme which is appropriate to obtain a relative simple interface between source coders and network interface. We introduce a network friendly A/V coding scheme and present an associated error protection for lossy packet networks. A relatively simple interface between network receiving entity (in our case H.323 based) and the source decoder is defined, too.
We will show that our concept fits into both the standardization of H.323 Annex H/I and H.26L. Therefore, we review the goals and requirements for the standardization of H.26L and H.323 Annex H/I. Then, we briefly introduce the concept of progressive A/V coding. We propose an error protection for lossy packet networks and discuss some results. We will conclude by proposing some concepts for future standardization activities.
A slightly different document APC1698 will be presented in Q.13.
Review of Requirements

In this section we briefly review the requirements derived for the standardization of H.26L and the objectives stated for the standardization to transmit A/V data on packet switched mobile networks to be defined in H.323 Annex H and H.323 Annex I. 

Requirements for H.26L

In document [1] functional requirements are listed which should be finally supported by the H.26L standard. Also in [2], some requirements for streaming video were discussed which might be an additional focus of H.26L. We will not comment the requirements here, but we will refer to them after introducing the idea of progressive A/V coding:

· Flexible application to delay constraints appropriate to a variety of services
Low delay (e.g., no B pictures) for real-time conferencing
moderate delay usage appropriate for server-based streaming application

· Error resilience
packet loss resilience
mobile channel corruption resilience

· Network friendliness
ease of packetization
information priority control 

· Streaming video requirements
Clients with greater connectivity must receive a better quality of experience, i.e.  bandwidth scalability
Clients with greater computing resources must receive a better quality of experience, i.e. processing scalability
Encoding engines with greater computing resources must achieve greater coding efficiency, i.e. user preferences
Random access and error resilience
Main Objectives for H.323 Annex H/I

Against the background that 3rd generation mobile networks will provide more and more packet switched transmission modes and that all types of networks whether fixed, mobile or satellite, will be combined, ITU Q13/SG16 took this evolution into account and started work on two annexes for H.323 that are related to mobility. These two annexes shall provide recommendations for terminal, user and service mobility for H.323 systems, as well as interworking with mobile and fixed networks. Annex H has been termed “User and Service Mobility in H.323” and will cover all aspects that permit users to access H.323 services regardless of their terminal, network or geographical location. That includes the change of the network point of attachment in H.323 to H.323 calls (hand over and roaming), the change of  the H.323 point of attachment (hand over and roaming), and network and terminal interworking. Annex H.323 I[3], “Packet Switched Visual Telephone Systems Over Error Prone Channels”, will focus on procedures that are necessary to enable satisfactory communication using H.323 on wireless, low-delay packet switched networks. Annex I shall be developed following H.324 Annex C. Issues of interest are packet loss, payload errors, jitter and latency. Since neither Annex H nor Annex I shall define data link and physical layers, the characterization of these layers of existing networks and the development of generic, network independent techniques for transport of H.323 on error prone channels are well to the fore. Whenever possible, existing protocols and procedures shall be used.

Progressive A/V-Coding

We will briefly describe the basics of progressive source coding, and, additionally, we will show that progressive source coding has advantages in a packet lossy environment combined with appropriate error protection.

The idea of progressive coding

Let us define a basic unit (BU) of source coded data which is usually represented by a number of samples in time and/or space. Typical definitions for video would be one group of blocks (GOB), one frame of a sequence or one group of pictures (GOP). The definition of a basic unit usually depends on the maximum tolerable delay for the application. For audio, we might think of segments representing, e.g., 20 ms of data. In our first approach, we define these basic units as independent, i.e. we can encode and decode each unit without having any knowledge of previous BUs. The basic structure of a progressive source encoder is shown in Figure 1. For each BUi, a bit packet of length Si is generated which represents this BU distortionless. We assume that a basic unit occurs with rate Ru BU per second.
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Figure 1 Basic structure of a progressive source encoder.

As the bit stream has an embedded structure, i.e. a reconstruction of a lower quality can be performed by representing the source with any portion si ≤Si of each BUi. The quality of each BU depends on the number of bits used for the representation of each unit. The decoder principle is shown in Figure 2.
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Figure 2 Basic structure of a progressive source decoder.

The structure of the bitstream results in several properties for the decoded source.

· Bits in the beginning of a packet are more important than later ones.

· Usually, the later bits can not be interpreted without knowledge of the earlier.

· The loss of later bits degrades the decoded quality gracefully, but does not introduce unpredictable distortion.

· In general, each decoded bit enhances the quality.

· Progressive coding can also be seen as a kind of data partitioning.

Additionally, we might release the independence condition of basic units and we introduce prediction for a certain amount of data. We call the predictively encoded part of the data base layer and we demand that this layer should be correctly received with high probability. Loosing this layer would cause error propagation. The code bits of the base layer are conveniently placed in the beginning of the data block.

It is fair to mention that progressive source coding generally results in worse rate-distortion performance. Typical rate-distortion curves for regular coding, progressive coding and mixed coding with a non-progressive base layer and a progressive enhancement layer are shown in Figure 3. For general description, we have normalized the quality where quality 1 represents lossless coding. Also, the rate is normalized to the entropy. For progressive and mixed coding we have only one encoded bitstream for all rates .The regular coding is just shown as an upper bound. Obviously, there exists a tradeoff between compression efficiency and functionality.
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Figure 3 Typical rate distortion characteristic for regular source coding, progressive source coding and mixed source coding with non-progressive base layer and progressive enhancement layer

Does progressive coding help to meet requirements?

We will now revisit the requirements and show the advantages offered by progressive source coding to obtain network friendliness.

· Flexible application to delay constraints appropriate to a variety of services
If the first bits of a BU are transmitted earlier, the decoder can start with decoding after receiving only a few bits and, for video, the rendering of  the sequence can be started. Therefore, the delay can be reduced for low quality applications, whereas high quality applications might have larger delay.
· Error resilience
As already outlined, progressive coding can be viewed as a kind of data partitioning scheme. Therefore, unequal error protection is very appropriate. We will evaluate this idea later and show the error resilience of progressive coding if appropriate error control coding is applied. By using such an error control scheme resilience against packet losses and/or bit errors can be obtained.
· Network friendliness
Packetization and rate control can be done quite easily by the network due to the bitstream properties by simply prioritizing the earlier bits.  Additionally, as progressive coding can be viewed as a data partitioning scheme, packet prioritization can be applied quite easily, too.
· Streaming video 
The applicability of progressive video to any kind of video streaming for multicast, variable bit rate or erroneous transmission is obvious. An extensive discussion of this topic is given in [6].

From this discussion, the advantages of progressive source coding are obvious in relation to network adaptation and streaming video requirements. 

Recent Approaches for Progressive Source  Coding

Very briefly we want to provide a (non complete) summary of progressive source coding techniques in recent standardization activities.

A proposal to achieve progressive coding of video sequences has recently been proposed by Li [5]. As for conventional SNR scalability methods, this proposal uses two layers, a base layer which uses an efficient hybrid transform coding scheme based on motion compensation, and an enhancement layer by which the image quality is improved (higher SNR) compared to the base layer. The essential difference is, that the enhancement data stream can be chopped on frame level at an arbitrary point, the more bits can be decoded at the receiver side, the better are the reconstructed images. This way a fine granular scalability (FGS) is achieved in contrast to stepwise quality changes for multilayer scalability approaches. 

Li’s method uses a bit-plane encoding of the residue between the quantized and the non-quantized DCT coefficients to achieve this feature [5]. In order to avoid drift effects in the enhancement layer reference is made only to the base layer of the same frame and not to the enhancement layer of previous frames. The method is not restricted to DCT, the principle holds for any other transform and can thus be applied also to Telenor’s H.26L integer transform [4].

In [6] different FGS applications are discussed. A packet prioritisation is proposed for situations where there is no feedback channel available (e.g. for multicast). The disadvantage of this approach is, that expensive intelligent routers have to be used in the whole communication link. Furthermore, prioritisation does not help in error prone mobile communication links. The present approach does not need any prioritisation and can cope to a certain extend with lossy transmission which frequently occurs in mobile communication or in congestion situations in packet switched networks.

Also JPEG-2000 [7] addresses progressive coding. Let us briefly review the objectives formulated for next generation compression which are supported by progressive coding. Most of them are also related to video coding objectives.

· Lossless and lossy compression in the course of progressive decoding. Example applications are image archival application, medical images, network applications and pre-press imagery.

· Progressive transmission by pixel accuracy and resolution for WWW applications, image archival, etc.

· Sequential built up capability (real time coding)

In [7] progressive quality resolution is defined as “Ability to extract lower bit-rate images from a codestream without redundant decoding or sacrifice of image quality (at that bit rate)”. 

However, neither the relatively inefficient MPEG-4 approach nor the still image codecs are satisfactory for H.26L. Therefore, we suggest to come up with an H.26L approach focussing on progressive video and coding efficiency. 

Error Correction Approach

We will now elaborate how we can use progressive video coding for transmission via erroneous channels. We will especially focus on packet erasure channels. Therefore, we define a packet erasure channel model and discuss the transmission of progressively source coded data.

Expected channels

Usually, in packet switched transmission we deal not with erroneous packets but erased packets, i.e. we know that a packet is missing or corrupted by bit errors. This is due to the usage of sequence numbers and CRC checks in packet transmission. In our further discussions we will not include channels which insert bit errors. However, the concept of channels with bit errors is straightforward and, therefore, we stay with the principles and also the most interesting case – packet erasures. Additionally, we have three further parameters on packet channels which have to be defined: the packet length, the packet erasure characteristics, and the bit rate. Again, for simplicity, we define packets of equal length B for our discussion and fix the bit rate to Rb in bit/s. And finally, the packet erasure characteristics are assumed to be appropriately modeled by a single parameter, the packet erasure rate p. We are aware that in mobile environments packets are not erased statistically independent, however, for our discussion this assumption is sufficient. We will discuss this problem later. Summarizing our channel model, we assume packets of length B, a bit rate of Rb, i.e. a packet rate of Rp= Rb/B packet/s and we have statistically independent erasures that occur with rate p.

Proposal for an error correction scheme

We will now propose a coding scheme which uses a progressively coded source with a base layer having a fixed number of bits per basic unit and apply an identical error protection scheme to each BU. The goal of the coding scheme is to provide a basic quality (base layer quality) for bad channels and enhanced quality for better or error free channels. We map the channel condition directly onto the bit rate by applying an appropriate error correction scheme. Therefore, in combination with progressive source coding this error protection scheme results in good quality for error free transmission and even for bad channels, a basic quality can be achieved. 

According to the previous section we assume a progressively coded source defined by a basic unit occurring with rate Ru. Therefore, using the previously defined channel we have N= Rp/ Ru packets per basic unit, and, N•B bits per BU. For ease of exposition we assume N  to be an integer value.

Our forward error correction system is based on Reed-Solomon (RS) codes (e.g. [8]) with erasure decoding and block interleaving. RS codes are a special case of linear, nonbinary block codes. As these codes are maximum distance separable, they represent the best block code in terms of maximum erasure correction capability with minimum redundancy. We will restrict ourselves on systematic RS codes based on GF(28) with maximum code length 255 bytes. By shortening this (n=255, k) code we can obtain any (N’=255-x, K’=k-x) code with x={0,1,...,254}  and erasure correcting capability N’-K’. Therefore, we have N=8N’ bits per codeword.

In Figure 4 the basic idea of our proposed coding scheme is shown. First, we partition the base layer in AL equally sized segments of length N’-L bytes and, then, we encode each segment with a RS code with parameters (N’, N’-L). We write the resulting AL code words row-wise into a B x N’ block interleaver. The enhancement layer is subdivided according to some criteria into B- AL segments of different size as shown in Figure 4. The most important part (first part) of the enhancement layer is partitioned into AL-1 segments and each segment is now encoded applying an RS code with parameters (N’, N’-L+1). We sequentially continue to encode the enhancement layer by segmenting the residual most important part into Al segments and each segment is then encoded applying an RS code with parameters (N’, N’-l) until we reach l=0, i.e. no RS encoding is performed. Each code word is written row-wise into the block interleaver. The residual part of the enhancement layer may not be transmitted. We define the error protection vector A=[ A0, A1,..., Al,... AL-1, AL ] and A=( Ll=0 Al.
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Figure 4 Interleaver and coding scheme.

Each column is now mapped directly onto a transmission packet of length B. At the receiving side the incoming packets are written column-wise into the deinterleaver according to Figure 5. As outlined above, the receiver will detect any lost packet and will set the respective column as an erasure. If we assume Y erased packets, all code words with at least Y redundancy bytes can be reconstructed. Additionally, some further information might be reconstructed according to Figure 5. The decoder now delivers only the correctly received part to the source decoder. Therefore, the interface is quite simple as we only deliver correct data. The amount of data is channel dependent, i.e. if we have a good channel a large portion is delivered, but if the channel is bad we only deliver a small fraction. However, this fraction which is equivalent to the base layer is still correct and, hence, sufficient to reconstruct the source with basic quality. 

We also might assume an error resilient base layer which might combat very losses if the base layer error protection has also failed. However, for coding efficiency we suggest no too spent too much effort on error resiliency in the base layer as errors in the base layer result in an unpredictable drift effect.
The error protection A defines the error protection scheme which has to be known to both transmitter and receiver. By choosing A appropriately we obtain the special cases no error protection ([N’]) or equal error protection (EEP) with level L ([0, ...,0, AL=N’]). 
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Figure 5 Packet erasures, deinterleaving and decoding.

The protection level for the base layer L and the error protection vector A might be selected according to the source properties and the channel properties. This vector might be defined in a setup procedure and might be updated in case of changing channel conditions. We will discuss this in an example in the next section.

Examples

Let us now consider two examples to elaborate the previous discussion.

Example 1: Calculation of system performance

Parameters of channel and application: B=384 bit, Rb=76.8 kbit/s, Ru=10  => N=20, Rv=200 packet/s, A=48

We demand that the base layer has a decoding failure probability less than 10-6 and select L appropriately to meet this requirement. We also compare to uncoded transmission. For different erasure probabilities and different error protection schemes, we achieve the following results.

Table 1 Results for different erasure rates and different protection schemes

p
A
L
r
base layer bit
info bit
av. source bit
av. source rate

0.02
[48]
0
1.000
7690
7690
5127.2
0.6676

0.02
[0,0,0,0,0,0,0,48]
7
0.650
4992
4992
4992.0
0.6500

0.02
[1,1,1,1,1,1,1,41]
7
0.679
4264
5216
5152.6
0.6709

0.02
[3,3,3,3,3,3,3,27]
7
0.738
2808
5664
5373.8
0.7127

0.02
[6,6,6,6,6,6,6,6]
7
0.825
624
6336
5955.6
0.7755

0.1
[48]
0
1.000
7690
7690
933.7
0.1216

0.1
[0,0,0,0,0,0,0,0,0,0,0,48]
11
0.450
3456
3456
3456.0
0.4500

0.1
[1,1,1,1,1,1,1,1,1,1,1,37]
11
0.519
2664
3984
3679.2
0.4791

0.1
[3,3,3,3,3,3,3,3,3,3,3,15]
11
0.656
1080
5040
4125.6
0.5372

0.1
[4,4,4,4,4,4,4,4,4,4,4,4]
11
0.725
288
5568
4348.8
0.5663

0.2
[48]
0
1.000
7690
7690
88.5
0.0115

0.2
[0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,48]
16
0.200
1536
1536
1536
0.2000

0.2
[1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,32]
16
0.342
1024
2624
2044.8
0.2662

0.2
[2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,16]
16
0.483
512
3712
2553.6
0.3325

0.2
[2,2,2,3,3,3,3,3,3,3,3,3,3,3,3,3,3]
16
0.578
96
4440
3116.4
0.4058

In Table 1 for different erasure rates and different protection vectors A, we obtained the following parameters: The rate r which defines the ratio between source bits and overall bits,  the maximum number of bits for the base layer, the overall number of information bits which are transmitted, the average number of source bits which can be decoded neglecting the systematic bits in the no more decodable level and the ratio between averaged decoded source bits and overall bits.

It can be observed that for all error rates the EEP scheme provides the largest part for the base layer compared to the other schemes. However, if we apply unequal error protection (UEP) the average decoded source rate increases significantly. Therefore, we can expect on average a better quality for UEP schemes compared to EEP. This is due to the higher rate r, i.e. for erasure free transmission we get much better quality in the UEP case, since the number of information bits is higher.  For EEP, even for erasure free transmission the quality can not be increased compared to erroneous transmission. It can be seen that even for high erasure probabilities the average source rate is still sufficiently high to provide a reasonable quality.

Example 2: UMTS-like system combined with MPEG-4 FGS 

In this example we used UMTS like parameters for packet length and data rate. Additionally, we used the approach in [7] to obtain results for several error correction schemes and different erasure rates.

Parameters of channel and application: 
B=512 bit, Rb=192 kbit/s, Ru=15, Bit rate of base layer 64 kbit/s  => N=25, Rv=375 packet/s, A=64.
The results for different error rates and different protection schemes are shown in Table 2. We compare uncoded transmission, equal error protection and unequal error protection in our results. For error protection schemes we always demanded to have an erasure probability of the base layer of less than 10-3. Additionally, we request from the error protection scheme that the number of bits for the base layer protection should always be larger than the average number of source bits in the base layer (4267) . For evaluation we did some simple calculations for the expected average number of decoded source bits and the average ratio of decoded information divided by the overall number of bits (source and redundancy). Additionally, to show that our calculations are lower bounds we performed some simulations. The simulation results show that the number of decoded bits is always slightly higher than in the case of calculation. This is due to the additional usage of the systematic bits of the first non-decodable RS code word.

The results are comparable to the results of example 1. We are able to meet the requirements for the base layer erasure rate and base layer protection up to an erasure rate of 0.3. This makes the presented approach very flexible. If we use the criteria simulated average source rate for the same erasure probability always the EEP scheme is superior to unprotected transmission if the erasure rate is above 0.002. UEP is always better than EEP transmission. Therefore only for very low erasure rates it is not worth to use error protection. Again the error protection can be set up very easily by just agreeing on the vector A.

For mobile channels, the error characteristics will change slightly as packet erasures might occur more frequently in bursts. However, the principle coding scheme will still be the same. Therefore, the proposed scheme is applicable to all kind of packet lossy channels. 

Conclusions
We have presented a coding scheme for lossy packet networks. Therefore, we introduced progressive A/V coding as a network friendly source coding algorithm. We presented an error correction scheme which is appropriate to combat packet erasures and to prioritize certain data parts. The interface between network receiving entity and source decoder was kept simple by only delivering the correct part of the data to the source decoder. The fraction of the delivered data depends on the current channel statistics.
We propose that in the standardization of H.26L the idea of progressive video coding is adopted to meet the network friendliness requirements. We have presented the advantages of progressive video coding. Additionally, we propose that error protection approaches like forward error correction tools shall not be part of the H.26L standardization.
However, the network layers shall provide prioritized packet transmission. For packet lossy networks we proposed an error correction scheme which helps us to prioritize data. We suggest to adopt our approach of prioritization as a core of the H.323 Annex I standardization. If this scheme is accepted to be an appropriate approach, we will provide a detailed description for the H.323 Annex I standardization process. Furthermore, all prioritizing mechanism of existing protocols and transmission systems might be used. Therefore, similar to the standardization of H.324 Annex C an internal error correction approach might be adopted as well as the interface to existing protocols shall be defined.
We are aware that it is necessary to show subjective an objective video results. We will provide material for the next meeting, but we wanted to start the discussion on this topic as early as possible. Further discussion and evaluation of this promising concept is necessary. We hope to get some feedback from the experts in SG16 Q.13 and Q.15.
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Annex A: Results for Example 2

Table 2 Calculated and simulated results for different error protection schemes and different erasure rates

p
A
L
r
base layer protection
av. base 

layer bit
info bit
av. source 

bit calc.
av. source 

rate calc.
av. source 

bit sim.
av. source 

rate sim.


Uncoded transmission

p=0.001
[ 64 ]
0
1
0
4267
12800
12483.8
0.9753
12487.1
0.9756


p=0.002
[ 64 ]
0
1
0
4267
12800
12175.1
0.9512
12180.8
0.9516


p=0.005
[ 64 ]
0
1
0
4267
12800
11292.4
0.8822
11301.4
0.8829


p=0.01
[ 64 ]
0
1
0
4267
12800
9956.11
0.7778
9975.63
0.7793


p=0.02
[ 64 ]
0
1
0
4267
12800
7724.35
0.6035
7759.90
0.6062


p=0.05
[ 64 ]
0
1
0
4267
12800
3550.59
0.2774
3606.15
0.2817


p=0.1
[ 64 ]
0
1
0
4267
12800
918.91
0.0718
970.96
0.0759


p=0.2
[ 64 ]
0
1
0
4267
12800
48.38
0.0038
79.87
0.0062


p=0.3
[ 64 ]
0
1
0
4267
12800
1.72
0.0001
20.55
0.0016


Equal Error Protection to obtain base layer error probability below 10-3

p=0.001
[0 0 64]
2
0.920
11776
4267
11776
11776.0
0.920
11778.3
0.9202


p=0.002
[0 0 0 64]
3
0.880
11264
4267
11264
11264.0
0.880
11275.0
0.8808


p=0.005
[0 0 0 64]
3
0.880
11264
4267
11264
11263.9
0.880
11268.1
0.8804


p=0.01
[0 0 0 0 64]
4
0.840
10752
4267
10752
10752.0
0.840
10772.4
0.8416


p=0.02
[0 0 0 0 0 64]
5
0.800
10240
4267
10240
10239.9
0.800
10274.7
0.8027


p=0.05
[0 0 0 0 0 0 64]
6
0.760
9728
4267
9728
9726.4
0.760
9780.6
0.7641


p=0.1
[0 0 0 0 0 0 0 0 0 64]
9
0.640
8192
4267
8192
8191.4
0.640
8243.8
0.6440


p=0.2
[0 0 0 0 0 0 0 0 0 0 0 0 0 64]
13
0.480
6144
4267
6144
6143.53
0.480
6174.68
0.4824


p=0.3
[ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 64 ]
16
0.360
4608
4267
4608
4607.6
0.360
4626.7
0.3614


Unequal Error Protection to obtain base layer error probability below 10-3 and to fulfil base layer protection length 4267

p=0.001
[20 20 24]
2
0.958
4416
4267
12256
12156.0
0.9497
12158.7
0.9499


p=0.002
[13 13 13 25]
3
0.929
4400
4267
11888
11758.1
0.9186
11763.0
0.9190


p=0.005
[13 13 13 25]
3
0.929
4400
4267
11888
11563.8
0.9034
11574.4
0.9042


p=0.01
[9 9 10 10 26]
4
0.898
4368
4267
11496
11047.8
0.8653
11068.2
0.8647


p=0.02
[0 4 8 8 17 27]
5
0.846
4320
4267
10824
10734.0
0.8386
10768.8
0.8413


p=0.05
[0 0 4 7 10 14 29]
6
0.804
4408
4267
10296
10145.0
0.7926
10199.1
0.7968


p=0.1
[0 0 2 3 3 4 5 6 7 34]
9
0.701
4352
4267
8968
8592.1
0.6713
8644.4
0.6753


p=0.2
[0 0 0 0 0 0 0 2 2 3 4 4 4 45]
13
0.516
4320
4267
6608
6553.4
0.5112
6584.6
0.5144


p=0.3
[ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 64 ]
16
0.360
4608
4267
4608
4607.6
0.3600
4626.7
0.3614
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Diagramm3

		0		0		0

		0.1		0.0816496581		0.1

		0.1414213562		0.1154700538		0.1414213562

		0.1732050808		0.1414213562		0.1732050808

		0.2		0.1632993162		0.2

		0.2236067977		0.1825741858		0.2236067977

		0.2449489743		0.2		0.2449489743

		0.2645751311		0.2160246899		0.2645751311

		0.2828427125		0.2309401077		0.2828427125

		0.3		0.2449489743		0.3

		0.316227766		0.2581988897		0.316227766

		0.331662479		0.2708012802		0.331662479

		0.3464101615		0.2828427125		0.3464101615

		0.3605551275		0.2943920289		0.3605551275

		0.3741657387		0.3055050463		0.3741657387

		0.3872983346		0.316227766		0.3872983346

		0.4		0.3265986324		0.4

		0.4123105626		0.3366501646		0.4123105626

		0.4242640687		0.3464101615		0.4242640687

		0.4358898944		0.3559026084		0.4358898944

		0.2		0.2		0.2

		0.4582575695		0.3741657387		0.4582575695

		0.469041576		0.3829708431		0.469041576

		0.4795831523		0.3915780041		0.4795831523

		0.4898979486		0.4		0.4898979486

		0.5		0.4082482905		0.5

		0.5099019514		0.4163331999		0.5080849094

		0.5196152423		0.4242640687		0.5160157782

		0.5291502622		0.4320493799		0.5238010894

		0.5385164807		0.4396968653		0.5314485748

		0.5477225575		0.4472135955		0.538965305

		0.5567764363		0.4546060566		0.5463577661

		0.5656854249		0.4618802154		0.5536319249

		0.5744562647		0.469041576		0.5607932855

		0.5830951895		0.4760952286		0.5678469381

		0.5916079783		0.4830458915		0.5747976011

		0.6		0.4898979486		0.5816496581

		0.608276253		0.4966554809		0.5884071904

		0.6164414003		0.5033222957		0.5950740052

		0.6244997998		0.5099019514		0.6016536609

		0.4		0.4		0.4

		0.6403124237		0.5228129047		0.6145646142

		0.6480740698		0.5291502622		0.6209019717

		0.6557438524		0.5354126135		0.627164323

		0.6633249581		0.5416025603		0.6333542698

		0.6708203932		0.5477225575		0.639474267

		0.6782329983		0.5537749242		0.6455266337

		0.68556546		0.5597618541		0.6515135637

		0.692820323		0.5656854249		0.6574371345

		0.7		0.5715476066		0.6632993162

		0.7071067812		0.5773502692		0.6691019787

		0.7141428429		0.5830951895		0.674846899

		0.7211102551		0.5887840578		0.6805357673

		0.7280109889		0.5944184833		0.6861701929

		0.7348469228		0.6		0.6917517095

		0.7416198487		0.6055300708		0.6972817804

		0.7483314774		0.6110100927		0.7027618022

		0.7549834435		0.6164414003		0.7081931098

		0.7615773106		0.6218252702		0.7135769797

		0.7681145748		0.6271629241		0.7189146336

		0.6		0.6		0.6

		0.7810249676		0.6377042157		0.7294559252

		0.7874007874		0.6429100507		0.7346617603

		0.7937253933		0.6480740698		0.7398257794

		0.8		0.6531972647		0.7449489743

		0.8062257748		0.6582805886		0.7500322981

		0.8124038405		0.6633249581		0.7550766676

		0.8185352772		0.6683312552		0.7600829647

		0.8246211251		0.6733003292		0.7650520388

		0.8306623863		0.6782329983		0.7699847078

		0.8366600265		0.6831300511		0.7748817606

		0.8426149773		0.687992248		0.7797439576

		0.8485281374		0.692820323		0.7845720326

		0.8544003745		0.6976149845		0.7893666941

		0.8602325267		0.7023769169		0.7941286264

		0.8660254038		0.7071067812		0.7988584907

		0.8717797887		0.7118052168		0.8035569263

		0.8774964387		0.716472842		0.8082245515

		0.8831760866		0.7211102551		0.8128619646

		0.8888194417		0.7257180352		0.8174697448

		0.8		0.8		0.8

		0.9		0.7348469228		0.8265986324

		0.9055385138		0.7393691004		0.83112081

		0.9110433579		0.7438637868		0.8356154964

		0.916515139		0.7483314774		0.8400831869

		0.9219544457		0.7527726527		0.8445243622

		0.9273618495		0.7571877794		0.848939489

		0.9327379053		0.7615773106		0.8533290201

		0.938083152		0.7659416862		0.8576933957

		0.9433981132		0.7702813339		0.8620330434

		0.9486832981		0.7745966692		0.8663483788

		0.9539392014		0.7788880964		0.8706398059

		0.9591663047		0.7831560083		0.8749077178

		0.9643650761		0.7874007874		0.8791524969

		0.9695359715		0.7916228058		0.8833745153

		0.9746794345		0.7958224258		0.8875741353

		0.9797958971		0.8		0.8917517095

		0.9848857802		0.8041558721		0.8959075817

		0.9899494937		0.8082903769		0.9000420864

		0.9949874371		0.8124038405		0.90415555

		1		1		1

				0.8205689083		0.9123206179

				0.8246211251		0.9163728347

				0.8286535263		0.9204052358

				0.8326663998		0.9244181093

				0.8366600265		0.9284117361

				0.8406346809		0.9323863904

				0.8445906306		0.9363423402

				0.8485281374		0.940279847

				0.8524474568		0.9441991664

				0.8563488386		0.9481005481

				0.8602325267		0.9519842362

				0.8640987598		0.9558504693

				0.8679477711		0.9596994806

				0.8717797887		0.9635314982

				0.8755950358		0.9673467453

				0.8793937306		0.9711454401

				0.8831760866		0.9749277962

				0.886942313		0.9786940226

				0.8906926144		0.9824443239

		1.2		1.2		1.2

				0.898146239		0.9898979486

				0.9018499506		0.9936016601

				0.9055385138		0.9972902233

				0.9092121131		1.0009638227

				0.9128709292		1.0046226387

				0.916515139		1.0082668485

				0.9201449161		1.0118966257

				0.9237604307		1.0155121402

				0.9273618495		1.0191135591

				0.9309493363		1.0227010458

				0.9345230513		1.0262747608

				0.938083152		1.0298348615

				0.9416297928		1.0333815023

				0.9451631253		1.0369148348

				0.9486832981		1.0404350076

				0.9521904571		1.0439421667

				0.9556847458		1.0474364553

				0.9591663047		1.0509180142

				0.9626352719		1.0543869814

		1.4		1.4		1.4

				0.9695359715		1.061287681

				0.972967968		1.0647196775

				0.9763879011		1.0681396106

				0.9797958971		1.0715476066

				0.9831920803		1.0749437898

				0.9865765725		1.078328282

				0.9899494937		1.0817012032

				0.9933109617		1.0850626713

				0.9966610925		1.0884128021

				1		1.0917517095



regular

progressive

base+enhance

rate/entropy

normalized quality

0

0

0

0.4472135955

0.3651483717

0.4472135955

0.632455532

0.5163977795

0.608149489

0.7745966692

0.632455532

0.7242072416

0.894427191

0.7302967433

0.8220484529

1

0.8164965809

0.9082482905

0.894427191

0.9861789005

0.9660917831

1.0578434926



Diagramm5

		0		0		0

		0.1		0.0816496581		0

		0.1414213562		0.1154700538		0

		0.1732050808		0.1414213562		0

		0.2		0.1632993162		0

		0.2236067977		0.1825741858		0

		0.2449489743		0.2		0

		0.2645751311		0.2160246899		0

		0.2828427125		0.2309401077		0

		0.3		0.2449489743		0

		0.316227766		0.2581988897		0

		0.331662479		0.2708012802		0

		0.3464101615		0.2828427125		0

		0.3605551275		0.2943920289		0

		0.3741657387		0.3055050463		0

		0.3872983346		0.316227766		0

		0.4		0.3265986324		0

		0.4123105626		0.3366501646		0

		0.4242640687		0.3464101615		0

		0.4358898944		0.3559026084		0

		0.2		0.3651483717		0

		0.4582575695		0.3741657387		0

		0.469041576		0.3829708431		0

		0.4795831523		0.3915780041		0

		0.4898979486		0.4		0

		0.5		0.4082482905		0.5

		0.5099019514		0.4163331999		0.5080849094

		0.5196152423		0.4242640687		0.5160157782

		0.5291502622		0.4320493799		0.5238010894

		0.5385164807		0.4396968653		0.5314485748

		0.5477225575		0.4472135955		0.538965305

		0.5567764363		0.4546060566		0.5463577661

		0.5656854249		0.4618802154		0.5536319249

		0.5744562647		0.469041576		0.5607932855

		0.5830951895		0.4760952286		0.5678469381

		0.5916079783		0.4830458915		0.5747976011

		0.6		0.4898979486		0.5816496581

		0.608276253		0.4966554809		0.5884071904

		0.6164414003		0.5033222957		0.5950740052

		0.6244997998		0.5099019514		0.6016536609

		0.4		0.5163977795		0.608149489

		0.6403124237		0.5228129047		0.6145646142

		0.6480740698		0.5291502622		0.6209019717

		0.6557438524		0.5354126135		0.627164323

		0.6633249581		0.5416025603		0.6333542698

		0.6708203932		0.5477225575		0.639474267

		0.6782329983		0.5537749242		0.6455266337

		0.68556546		0.5597618541		0.6515135637

		0.692820323		0.5656854249		0.6574371345

		0.7		0.5715476066		0.6632993162

		0.7071067812		0.5773502692		0.6691019787

		0.7141428429		0.5830951895		0.674846899

		0.7211102551		0.5887840578		0.6805357673

		0.7280109889		0.5944184833		0.6861701929

		0.7348469228		0.6		0.6917517095

		0.7416198487		0.6055300708		0.6972817804

		0.7483314774		0.6110100927		0.7027618022

		0.7549834435		0.6164414003		0.7081931098

		0.7615773106		0.6218252702		0.7135769797

		0.7681145748		0.6271629241		0.7189146336

		0.6		0.632455532		0.7242072416

		0.7810249676		0.6377042157		0.7294559252

		0.7874007874		0.6429100507		0.7346617603

		0.7937253933		0.6480740698		0.7398257794

		0.8		0.6531972647		0.7449489743

		0.8062257748		0.6582805886		0.7500322981

		0.8124038405		0.6633249581		0.7550766676

		0.8185352772		0.6683312552		0.7600829647

		0.8246211251		0.6733003292		0.7650520388

		0.8306623863		0.6782329983		0.7699847078

		0.8366600265		0.6831300511		0.7748817606

		0.8426149773		0.687992248		0.7797439576

		0.8485281374		0.692820323		0.7845720326

		0.8544003745		0.6976149845		0.7893666941

		0.8602325267		0.7023769169		0.7941286264

		0.8660254038		0.7071067812		0.7988584907

		0.8717797887		0.7118052168		0.8035569263

		0.8774964387		0.716472842		0.8082245515

		0.8831760866		0.7211102551		0.8128619646

		0.8888194417		0.7257180352		0.8174697448

		0.8		0.7302967433		0.8220484529

		0.9		0.7348469228		0.8265986324

		0.9055385138		0.7393691004		0.83112081

		0.9110433579		0.7438637868		0.8356154964

		0.916515139		0.7483314774		0.8400831869

		0.9219544457		0.7527726527		0.8445243622

		0.9273618495		0.7571877794		0.848939489

		0.9327379053		0.7615773106		0.8533290201

		0.938083152		0.7659416862		0.8576933957

		0.9433981132		0.7702813339		0.8620330434

		0.9486832981		0.7745966692		0.8663483788

		0.9539392014		0.7788880964		0.8706398059

		0.9591663047		0.7831560083		0.8749077178

		0.9643650761		0.7874007874		0.8791524969

		0.9695359715		0.7916228058		0.8833745153

		0.9746794345		0.7958224258		0.8875741353

		0.9797958971		0.8		0.8917517095

		0.9848857802		0.8041558721		0.8959075817

		0.9899494937		0.8082903769		0.9000420864

		0.9949874371		0.8124038405		0.90415555

		1		0.8164965809		0.9082482905

				0.8205689083		0.9123206179

				0.8246211251		0.9163728347

				0.8286535263		0.9204052358

				0.8326663998		0.9244181093

				0.8366600265		0.9284117361

				0.8406346809		0.9323863904

				0.8445906306		0.9363423402

				0.8485281374		0.940279847

				0.8524474568		0.9441991664

				0.8563488386		0.9481005481

				0.8602325267		0.9519842362

				0.8640987598		0.9558504693

				0.8679477711		0.9596994806

				0.8717797887		0.9635314982

				0.8755950358		0.9673467453

				0.8793937306		0.9711454401

				0.8831760866		0.9749277962

				0.886942313		0.9786940226

				0.8906926144		0.9824443239

		1.2		0.894427191		0.9861789005

				0.898146239		0.9898979486

				0.9018499506		0.9936016601

				0.9055385138		0.9972902233

				0.9092121131		1.0009638227

				0.9128709292		1.0046226387

				0.916515139		1.0082668485

				0.9201449161		1.0118966257

				0.9237604307		1.0155121402

				0.9273618495		1.0191135591

				0.9309493363		1.0227010458

				0.9345230513		1.0262747608

				0.938083152		1.0298348615

				0.9416297928		1.0333815023

				0.9451631253		1.0369148348

				0.9486832981		1.0404350076

				0.9521904571		1.0439421667

				0.9556847458		1.0474364553

				0.9591663047		1.0509180142

				0.9626352719		1.0543869814

		1.4		0.9660917831		1.0578434926

				0.9695359715		1.061287681

				0.972967968		1.0647196775

				0.9763879011		1.0681396106

				0.9797958971		1.0715476066

				0.9831920803		1.0749437898

				0.9865765725		1.078328282

				0.9899494937		1.0817012032

				0.9933109617		1.0850626713

				0.9966610925		1.0884128021

				1		1.0917517095



regular

progressive

mixed

rate/entropy

normalized quality

0

0.4472135955

0.632455532

0.7745966692

0.894427191

1



Tabelle1

		0		0		0				0		0		1		0

		0.01		0.1		0.0816496581		1.5		0		0.1		1

		0.02		0.1414213562		0.1154700538		1.5		0		0.2		1

		0.03		0.1732050808		0.1414213562				0		0.3		1

		0.04		0.2		0.1632993162				0		0.4		1

		0.05		0.2236067977		0.1825741858				0		0.5		1

		0.06		0.2449489743		0.2				0		0.6		1

		0.07		0.2645751311		0.2160246899				0		0.7		1

		0.08		0.2828427125		0.2309401077				0		0.8		1

		0.09		0.3		0.2449489743				0		0.9		1

		0.1		0.316227766		0.2581988897				0		1		1

		0.11		0.331662479		0.2708012802				0

		0.12		0.3464101615		0.2828427125				0

		0.13		0.3605551275		0.2943920289				0

		0.14		0.3741657387		0.3055050463				0

		0.15		0.3872983346		0.316227766				0

		0.16		0.4		0.3265986324				0

		0.17		0.4123105626		0.3366501646				0

		0.18		0.4242640687		0.3464101615				0

		0.19		0.4358898944		0.3559026084				0

		0.2		0.4472135955		0.3651483717				0						0.2

		0.21		0.4582575695		0.3741657387				0

		0.22		0.469041576		0.3829708431				0

		0.23		0.4795831523		0.3915780041				0

		0.24		0.4898979486		0.4				0

		0.25		0.5		0.4082482905				0.5

		0.26		0.5099019514		0.4163331999				0.5080849094

		0.27		0.5196152423		0.4242640687				0.5160157782

		0.28		0.5291502622		0.4320493799				0.5238010894

		0.29		0.5385164807		0.4396968653				0.5314485748

		0.3		0.5477225575		0.4472135955				0.538965305

		0.31		0.5567764363		0.4546060566				0.5463577661

		0.32		0.5656854249		0.4618802154				0.5536319249

		0.33		0.5744562647		0.469041576				0.5607932855

		0.34		0.5830951895		0.4760952286				0.5678469381

		0.35		0.5916079783		0.4830458915				0.5747976011

		0.36		0.6		0.4898979486				0.5816496581

		0.37		0.608276253		0.4966554809				0.5884071904

		0.38		0.6164414003		0.5033222957				0.5950740052

		0.39		0.6244997998		0.5099019514				0.6016536609

		0.4		0.632455532		0.5163977795				0.608149489						0.4

		0.41		0.6403124237		0.5228129047				0.6145646142

		0.42		0.6480740698		0.5291502622				0.6209019717

		0.43		0.6557438524		0.5354126135				0.627164323

		0.44		0.6633249581		0.5416025603				0.6333542698

		0.45		0.6708203932		0.5477225575				0.639474267

		0.46		0.6782329983		0.5537749242				0.6455266337

		0.47		0.68556546		0.5597618541				0.6515135637

		0.48		0.692820323		0.5656854249				0.6574371345

		0.49		0.7		0.5715476066				0.6632993162

		0.5		0.7071067812		0.5773502692				0.6691019787

		0.51		0.7141428429		0.5830951895				0.674846899

		0.52		0.7211102551		0.5887840578				0.6805357673

		0.53		0.7280109889		0.5944184833				0.6861701929

		0.54		0.7348469228		0.6				0.6917517095

		0.55		0.7416198487		0.6055300708				0.6972817804

		0.56		0.7483314774		0.6110100927				0.7027618022

		0.57		0.7549834435		0.6164414003				0.7081931098

		0.58		0.7615773106		0.6218252702				0.7135769797

		0.59		0.7681145748		0.6271629241				0.7189146336

		0.6		0.7745966692		0.632455532				0.7242072416						0.6

		0.61		0.7810249676		0.6377042157				0.7294559252

		0.62		0.7874007874		0.6429100507				0.7346617603

		0.63		0.7937253933		0.6480740698				0.7398257794

		0.64		0.8		0.6531972647				0.7449489743

		0.65		0.8062257748		0.6582805886				0.7500322981

		0.66		0.8124038405		0.6633249581				0.7550766676

		0.67		0.8185352772		0.6683312552				0.7600829647

		0.68		0.8246211251		0.6733003292				0.7650520388

		0.69		0.8306623863		0.6782329983				0.7699847078

		0.7		0.8366600265		0.6831300511				0.7748817606

		0.71		0.8426149773		0.687992248				0.7797439576

		0.72		0.8485281374		0.692820323				0.7845720326

		0.73		0.8544003745		0.6976149845				0.7893666941

		0.74		0.8602325267		0.7023769169				0.7941286264

		0.75		0.8660254038		0.7071067812				0.7988584907

		0.76		0.8717797887		0.7118052168				0.8035569263

		0.77		0.8774964387		0.716472842				0.8082245515

		0.78		0.8831760866		0.7211102551				0.8128619646

		0.79		0.8888194417		0.7257180352				0.8174697448

		0.8		0.894427191		0.7302967433				0.8220484529						0.8

		0.81		0.9		0.7348469228				0.8265986324

		0.82		0.9055385138		0.7393691004				0.83112081

		0.83		0.9110433579		0.7438637868				0.8356154964

		0.84		0.916515139		0.7483314774				0.8400831869

		0.85		0.9219544457		0.7527726527				0.8445243622

		0.86		0.9273618495		0.7571877794				0.848939489

		0.87		0.9327379053		0.7615773106				0.8533290201

		0.88		0.938083152		0.7659416862				0.8576933957

		0.89		0.9433981132		0.7702813339				0.8620330434

		0.9		0.9486832981		0.7745966692				0.8663483788

		0.91		0.9539392014		0.7788880964				0.8706398059

		0.92		0.9591663047		0.7831560083				0.8749077178

		0.93		0.9643650761		0.7874007874				0.8791524969

		0.94		0.9695359715		0.7916228058				0.8833745153

		0.95		0.9746794345		0.7958224258				0.8875741353

		0.96		0.9797958971		0.8				0.8917517095

		0.97		0.9848857802		0.8041558721				0.8959075817

		0.98		0.9899494937		0.8082903769				0.9000420864

		0.99		0.9949874371		0.8124038405				0.90415555

		1		1		0.8164965809				0.9082482905						1

		1.01				0.8205689083				0.9123206179

		1.02				0.8246211251				0.9163728347

		1.03				0.8286535263				0.9204052358

		1.04				0.8326663998				0.9244181093

		1.05				0.8366600265				0.9284117361

		1.06				0.8406346809				0.9323863904

		1.07				0.8445906306				0.9363423402

		1.08				0.8485281374				0.940279847

		1.09				0.8524474568				0.9441991664

		1.1				0.8563488386				0.9481005481

		1.11				0.8602325267				0.9519842362

		1.12				0.8640987598				0.9558504693

		1.13				0.8679477711				0.9596994806

		1.14				0.8717797887				0.9635314982

		1.15				0.8755950358				0.9673467453

		1.16				0.8793937306				0.9711454401

		1.17				0.8831760866				0.9749277962

		1.18				0.886942313				0.9786940226

		1.19				0.8906926144				0.9824443239

		1.2				0.894427191				0.9861789005						1.2

		1.21				0.898146239				0.9898979486

		1.22				0.9018499506				0.9936016601

		1.23				0.9055385138				0.9972902233

		1.24				0.9092121131				1.0009638227

		1.25				0.9128709292				1.0046226387

		1.26				0.916515139				1.0082668485

		1.27				0.9201449161				1.0118966257

		1.28				0.9237604307				1.0155121402

		1.29				0.9273618495				1.0191135591

		1.3				0.9309493363				1.0227010458

		1.31				0.9345230513				1.0262747608

		1.32				0.938083152				1.0298348615

		1.33				0.9416297928				1.0333815023

		1.34				0.9451631253				1.0369148348

		1.35				0.9486832981				1.0404350076

		1.36				0.9521904571				1.0439421667

		1.37				0.9556847458				1.0474364553

		1.38				0.9591663047				1.0509180142

		1.39				0.9626352719				1.0543869814

		1.4				0.9660917831				1.0578434926						1.4

		1.41				0.9695359715				1.061287681

		1.42				0.972967968				1.0647196775

		1.43				0.9763879011				1.0681396106

		1.44				0.9797958971				1.0715476066

		1.45				0.9831920803				1.0749437898

		1.46				0.9865765725				1.078328282

		1.47				0.9899494937				1.0817012032

		1.48				0.9933109617				1.0850626713

		1.49				0.9966610925				1.0884128021

		1.5				1				1.0917517095
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Packet erasures
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