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1  Introduction

In this contribution a wavelet-based intra frame coding scheme for ITU-T H.26L is proposed. Following the conventionally structured 3-stage transform coding approach, the proposed method combines new ideas in wavelet filter design and wavelet-based coding techniques.
 
In the first step of our scheme, energy compaction and decorrelation of I-frames is performed by using a discrete wavelet transform (DWT) which is realized by an appropriately designed pair of infinite impulse response (IIR) filters. A uniform scalar dead-zone quantizer is used in the second coding stage in order to map the dynamic range of transform coefficients to a reduced alphabet of decision levels according to a given rate or distortion constraint. The statistical coding of the quantized wavelet coefficients is finally enhanced by using a pre-coder based on the concepts of partitioning, aggregation and conditional coding (PACC). 

Experimental results demonstrate substantial improvements in objective quality of up to 2.5 dB PSNR compared to the intra coding method of TML-1. For some type of test sequences with (partially) static back​ground, coding gains of 0.1-1.0 dB PSNR (per frame) have been obtained for combined intra- and inter-frame coding (with only one I- frame at the beginning) by using our proposed intra coding method.

2  Description of the Algorithm

2.1 Transform

Given an input image I and a perfect reconstruction two-channel filter bank with low-pass filter h and high-pass filter g, a single step of a 2-D wavelet decomposition is performed by iterated application of h and g on rows and columns of I. Due to the separable nature of this filtering process, we get a representation of I with components in four subbands LL, LH (vertically low-pass), HL (horizontally low-pass) and HH. Iterating the horizontal and vertical filtering operations on the resulting LL band yields an unbalanced logarithmic quadtree of subbands with a depth according to a pre-defined number of iterations, so-called maximum level of decomposition.

In still image and video coding, biorthogonal pairs of wavelet bases consisting of functions with odd or even symmetry are usually more effective than orthogonal non-symmetric bases. In our algorithm, we used a specific member of a one-parametric family of IIR wavelet filters 













la member of a one-parameteric family of filters, given by
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of the dual pair of reconstructing filters 
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can be written as the product of two elementary recursive filters 
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. Note that the application of such an elementary recursive filter can be realized by a recursive filtering of the subsampled signal V with i.e. 
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Regarding the computational complexity of the decomposition and reconstruction algorithm, the following estimations can be given: h and g can be implemented by means of ordinary convolution-decimation operations with a total amount of 10 operations (6 add. and 4 mult.) per signal sample of a separable 2-D decompostion step; the reconstruction needs an​other 8 operations (4 add. and 4 mult.) per sample for the recursive filtering part, so that the 2-D recon​struction step amounts for 18 ops/sample.

In the present implementation a maximum decomposition level of 3 was chosen for all three spectral components.

2.2 Quantization

Quantization of wavelet coefficients is performed by using an overall uniform scalar quantizer with dead-zone 
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of zero bin size to step size q has been chosen as 
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2.3 Coding

2.3.1 Overview of the coding strategy

In most transform coding schemes, a combination of predictive, run-length and variable length coding is applied to remove statistical redundancies in the set of quantized transform coefficients. These methods are known to offer a good trade-off between computational complexity and coding efficiency. However, in the context of wavelet-based coding more sophisticated coding instruments have been developed which are better suited to the special characteristics of the wavelet representation.

The coding method we used in our present proposal is based on the conceptual framework of partitioning, aggregation, and conditional coding (PACC) [1]. According to this concept the coding process starts with an initial partitioning which divides each spectral component of quantized wavelet coefficients into three subsources: the significance map, indicating the position of significant coefficients, the magnitude map, holding the absolute values of significant wavelet coefficients and the sign map with the phase information of the wavelet coefficients. All three subsources inherit the tree-structured subband partition related to the wavelet decomposition, which results in an additional partition of each subsource.

In a second stage, the pre-coder performs an aggregation of insignificant coefficients across different bands using the zero-tree data structure. A zero-tree is a balanced quad-tree of  in​significant coefficients which share the same spatial location and orientation (HL, LH or HH) across different scales according to the tree structure of the octave-band decomposition. However, to guarantee a sufficient amount of coding gain we only consider zero-tree roots which are located in bands belonging to the maximum decomposition level.

The third and main coding part finally supplies the elements of each subsource with a conditioning context, i.e., an appropriate model based on conditional probabilites for the actual statistical coding in the arithmetic coder. 

Next, we give a more detailed description of the coding instruments of zerotree-aggregation and conditional coding together with a short comment on our implementation of arithmetic coding.

2.3.2 Zero-Tree Aggregation

We start the zero-tree aggregation process by examination of the significance maps related to the 3 bands HL, LH and HH on the maximum decomposition level (lowest resolution). For each insignificant coefficient of these 3 bands we check whether it is a zero-tree (ZT) root or not. If it is, we a assign a “0” symbol and mark all insignificant coefficients belonging to this ZT with a special symbol in the corresponding significance maps of the same orientation at lower levels. Otherwise, we put a “1” symbol at the corres​ponding position of the signifi​cance map indicating that this so-called isolated zero is now treated like a “significant” coefficient and consequently has to be moved to the magnitude map. As a result of this zero-tree analysis, the significance maps on the lowest resolution will be replaced by binary-valued zero-tree maps indicating the positions of ZT-roots. At the same time, the magnitude map of these 3 bands will be replaced by a modified magnitude map which also includes (potentially) isolated zeros. Consequently, this leads to a more compact representation of insignificance on the lower levels at the expense of an enlarged magnitude map on the maximum decomposition level Lmax. Note, that for the choice of Lmax = 3, the number of zero coefficients aggregated in one ZT-root symbols amounts to 21.

2.3.3 Conditional Coding

The instrument of conditional or context-based coding is a very powerful and flexible coding tool for the removal of higher order redundancies with a rather modest demand of computational resources. In our current proposal, we make use of this instrument for all three sorts of source maps.

For coding of significance maps, appropriate conditioning contexts have been created with the help of so-called templates. A template is usually made up of neighboring elements of a given element to encode. Fig. 1 (a) shows the template we have designed for encoding of the signifi​cance maps below the maximum decomposition level. It covers elements of two levels: 
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Fig. 1: (a) Two-scale template (white circles) for context-based coding of significance map with an orientation-dependent design (H, V: additional elements for horizontal/vertical oriented bands). (b) 8-neighborhood used for conditioning of magnitudes
five surrounding elements in the causal neighborhood of the current element C  and two neigh​bors of the parent P of C in the corresponding band on the next higher level with the same orientation. In addition, we adapt the template to the orientation of the given band by choosing one of its elements (V,H) according to the direction of pre-dominant correlations (cf. Fig. 1 (a)). For example, using this seven-element template results in, at most, 128 different contexts. Since the elements of the significance map are all binary-valued
, we can form a context number by concatenating the seven bits together. This context number serves as a pointer to the “right” model for the use in the arithmetic coder.

For coding of the significance maps at the maximum decomposition level (except for the LL band), we choose a smaller template consisting only of the four nearest neighbors in the causal neighbor​hood of the current element to encode. The processing of subbands is performed in the order from lowest to highest frequency bands; and the partitioned source data of each band is processed such that the significance map is coded (and decoded) first.

This allows the construction of special conditioning states for the coding of magnitudes using the local significance information. Consequently, the actual conditioning of magnitudes is performed by classifying significant coefficients according to the local variance estimated by the significance of their 8-neighborhood, as shown in Fig. 1 (b). To be more specific, the conditioning context number C[n,m]) of a given significant coefficient C with coordinates [n,m] is given by
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where 
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denotes the significance map and “
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” the logical or-operation. Thus, we restrict the number of different models for coding of magnitudes to six states, which we found experi​mentally to yield best performance.

Analyzing the sign map, we observe that there are locally extended regions of constant sign and characteristic patterns of sign changes. These sign changes are usually due to edges resulting in high-frequency components with an orientation biased towards the orientation of a given band. This observation motivates the use of a second-order Markov model where the actual context state number of a given sign is built by the values of the two preceeding sign events with respect to the orientation of the related band.

For encoding of the lowest frequency subband (LL-band), the models described above do not fit to the actual statistics, which is more close to that of the (smoothed) original image. Thus, we use for the LL-band a DPCM-like encoding procedure with an adaptive median predictor [2] and a back​ward-driven classification of the prediction error with a six-state context model.  

2.3.4 Arithmetic Coding

For the actual statistical coding, we use an adaptive arithmetic coder (AAC) restricted to binary alphabets. Magnitudes are first mapped to binary symbols by using a unary code. This allows a faster adaptation to the actual statistics and keeps the option of using a fast binary AAC like the MQ-coder [3].

2.4 Postprocessing

Although it is not a constituent part of our proposal, we implemented a postprocessing algorithm for reducing the wavelet typical ringing artifacts. The method we used follows the approach of Shen and Kuo [4], which came up in the context of the JPEG-2000 standardization activities. According to their method, a postprocessing filter based on a robust M-estimator is employed, which achieves an efficient artifact reduction with a moderate computational cost.  

3 Simulation Results and D1-tape Demonstrations

3.1 Coding of Intra-Frames

We compared our proposed method to the intra coding method of the actual H.26L TML-1 (latest software release Doc. Q15i13r0). Rate-Distortion graphs of these simulations are presented in Section 3.3. 

The D1-tape demonstration given at the meeting will show some sample reconstructions of both schemes at the same bit rate side by side, where the images in QCIF-format have been up-converted to CIF-resolution. 

3.2 Combined Coding of Sequences

In order to evaluate the impact of the quality of the reconstructed I-frames supplied by our proposed intra coding approach to the coding of whole sequences, we incorporated our method with the software model of TML-1. The resulting RD-curves of the coding experiments with this combined coding scheme are documented for some characteristic test sequences in the following section. Note that for these simulations only the first frame out of 100 coded frames was coded in intra frame mode.

The tape demo will show some reconstructed sequences for subjective evaluation of the combined coding method in comparison with (pure) TML-1.
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� Note that for context evaluation a ZT-element is translated into an ordinary insignificant value.
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