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ITU-T SG16 Q.15 thanks ITU-R TG 8/1 for its liaison statement concerning multimedia coding for IMT-2000 which was reviewed in our Santiago meeting.  This response is in reply to your request for information concerning characteristics of Recommendation H.263, and its most recent version in particular (which is known as H.263+ and was decided in January of 1998 using a technical specification completed in final form in September of 1997).

Recommendation H.263 represents the current state-of-the-art in standardized video coding capability for essentially any bit rate and for error-free or error-prone channels, provided that the source material has a rectangular progressive scan (as opposed to interlaced) format with resolution no higher than 2048x1152.

It is important to first note that Rec. H.263 specifies only the syntax format and basic (error-free) decoding method for the video data, not how encoding is to be performed or how the video data is to be carried through a system multiplex and transmission channel.  Pre-processing, error detection and concealment, and post-processing are also outside the scope of H.263 (only the issues required for interoperability are addressed in the recommendation, and freedom is given to the implementation for optimizing performance and complexity within the interoperable framework).  For these reasons, the quality delivered by systems using H.263 depends on many factors outside of the scope of the recommendation.  We therefore limit our comments herein to describe only the performance possible with a well-designed robust implementation when used in a well-designed system such as ITU-T Rec. H.324 (for circuit-switched wired or mobile networks) or H.323 (for internet protocol networks).

For IMT-2000 purposes, the characteristics of H.263 over error-prone channels are of key interest.

The most basic “baseline” syntax of Rec. H.263 contains several features which can provide significant robustness to errors and data losses.  These include:

· Encoder freedom to optimize the use of the “intra” coding to refresh the picture (or parts of the picture) to prevent temporal error propagation.

· Unique “Picture Start Codes” to re-synchronize the decoder to the start of each picture after an error or data loss.

· Unique “Group-of-Blocks Start Codes” to re-synchronize the decoder to the start of the decodable data at the beginning of certain locations in the picture (every 16 lines for typical resolutions).  The encoder is free to choose whether to send these start-code markers at each of these locations (sending fewer of them can increase compression efficiency at some expense of error robustness).

· A “Group of Blocks Frame ID” to detect changes in key features of the picture header information to allow decoding in the event of loss of picture header information.

Rec. H.263 also has a number of optional enhancement modes of operation which modify the syntax to support additional capabilities.  The four modes which specifically target an increase in resilience to errors and packet losses include:

1) Slice Structured Coding (Annex K/H.263): A mode which provides greater freedom to an encoder regarding the location and number of re-synchronizing start codes in the video data.  Start codes can be placed in the data stream at the location of any 16x16 block in the picture.
2) Reference Picture Selection (Annex N/H.263): A mode which allows a picture or part of a picture (a slice or group of blocks) to be encoded in a differential manner relative to a different reference picture (i.e., other than the most temporally-recent encoded picture).  This prevents the propagation of errors by “reaching back in time” to data not corrupted by the errors.  This mode can be used in a number of ways which customize the behavior to the system environment, including:
· Video Redundancy Coding: A use of the reference picture selection mode in which a number ofl separate “threads” of temporal differential coding are used.
· P-picture Temporal Scalability: A specialized use of video redundancy coding which allows the video data to be separated into temporal scalability layers.
· Back-channel Reference Picture Selection: A use of reference picture selection for systems which have a low-delay back-channel allowing a decoder to signal to the encoder which parts of the video data have been lost or corrupted.
3) Temporal, Spatial, and SNR Scalability (Annex O/H.263): A mode which provides three types of scalable layered coding (temporal scalability using “B-pictures” to increase the frame rate of a reference layer, spatial scalability to increase the resolution of a reference layer, and SNR scalability to increase the fidelity of a reference layer).
4) Independent Segment Decoding (Annex R/H.263): A mode which prevents the propagation of errors across encoder-specified rectangular spatial segmentaion boundaries in the picture.
In response to your specific questions:

· Regarding whether H.263 allows for scalable rates:  Yes, this capability is provided as described primarily in item 3 above (it can also be provided using P-picture temporal scalability as described in item 2 above).

· Regarding whether there are delay or error rate constraints for proper operation: H.263 provides an ability to operate over a very wide range of delay and error rate scenarios.  However, transmission delay should be kept as low as possible for real time conversational applications, since a video codec causes some delay particularly in low bitrate mode of operation due to frame dropping.  In particular, the error rate of 10-6 which you mentioned in your other liaison letter to SG 16 is adequate for robust performance.

· Regarding whether a “source traffic model” is available for the coder: H.263 was originally developped for constant bitrate operation over constant bitrate transmission channel, such as PSTN, ISDN, etc.  However, variable bitrate operation is not prohibited and is also possible. Actual traffic model is up to an implementation of the encoder. The encoder typically has a bitrate regulation bffer for transmission over a constant bitrate channel.  Q.15/16 has developed reference encoding methods, multiplex packetization methods, models of error-prone data corruption through a mobile multiplex channel (using actual error patterns measured from mobile channels), and reference error detection and concealment methods.  (The multiplex modeling was developed in cooperation with the mobile experts of Question 11/16 as a model of H.324 mobile operation.)  From these developed models, simulations have been constructed and shown within Q.15/16 to illustrate the resulting performance.

· Regarding the Q.15/16 future work projects: The H.263++ project has adopted a draft of an additional optional mode of H.263 which provides an improvement in performance over a corrupting channel such as a mobile channel.  This new “Data Partitioned Slice” mode (draft Annex V/H.263) provides an enhancement of the slice structured mode by separating robustly-encoded motion vector data from DCT coefficient data in the video stream.  This provides an enhanced ability to use motion-compensated error concealment in the event of corruption of the DCT coefficient data.  The new mode is scheduled for determination in February 2000 and decision at the next Study Group meeting after determination.  The H.26L project has thus far focused primarily on compression efficiency, but includes plans to enhance error resilience performance as well as the work progresses.  H.26L is scheduled for determination in 2001 and decision in 2002.

Further information on these topics may be obtained through the Q.15/16 rapporteur and the Q.15/16 mobile experts John Villasenor of UCLA/USA (villa@icsl.ucla.edu) and Dong-Seek Park of Samsung/Korea (dspark@mmrnd.sec.samsung.co.kr).
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