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The current pace of technology in desktop processing along with increased user access to high bandwidth digital channels has made the task of predicting the targets and goals for future video technologies more challenging. The aim of this contribution is to provide some specific industry input into the broadcast video requirements for a next generation video compression standard. 

A guiding, time invariant philosophy for any successful future video compression standard can be summarized as follows:

1. Clients with greater connectivity (bandwidth access) must receive a better quality of experience.

2. Clients with greater computing resources must receive a better quality of experience.

3. Encoding engines with greater computing resources must achieve greater coding efficiency.

The broadcast video Industry hopes to encourage the ITU video coding experts group to consider adopting video streaming as a possible usage mode of the H.26L standard. This widen scope of applicability, with its increased user base, will strengthen the effectiveness of any future standard. 

Introduction

Many of the fundamental constraints for real-time conferencing imposed on the H.26x family of video compression technologies, e.g. near-symmetric encoding and decoding, low latency, low delay, etc. are unnecessary in a video broadcasting paradigm. Relaxing these constraints provides exciting possibilities for improving coding efficiency.

In addition to new source coding methods for enhancing the end-user experience, server-based methods are available in the streaming video environment. The server monitors the user’s connectivity, processing capabilities, and subjective choices, and can fine-tune the experience for each end-user. These server-based enhancements can impose new challenges for future video compression algorithms, e.g. stream switching issues.

Figure 1. illustrates the data flow for streaming video over a network. The encoding engine is responsible for capturing content from a real-time or archived source, compressing and packaging the capture media, and transporting the compressed content reliably to a serving engine. The server is responsible for dispersing the compressed media to all requesting clients and for locally caching the content for later on-demand requests. An elaborate splitter/repeater network is available for wide-scale distribution of the content. The client, after being approved by the server to receive the requested compressed content, decodes the packaged bit stream, and renders the experience to the user. 

In contrast with the video conferencing environment, the architecture for streaming video requires separate and dedicated machines for the creation, transmission, and playback of a compressed bit stream. The video broadcast industry tends to invest their resources into high-end processing engines for encoding and data transmission. The end-user, however, has more limited resources to invest in content reception. Playback technologies must be designed for consumer grade equipment with limited processing capabilities. The highly asymmetric nature of video compression/decompression is naturally suited for video streaming applications.

Of particular Industry interest is video streaming over Internet Protocol (IP) networks. The fundamental transport unit is not the bit, but rather the packet. To minimize transport protocol overhead associated with packets, it behooves one to packetize bit streams at the fragmentation limit of intermediate network routers. This limit is roughly 1500 bytes. Two deleterious problems exist with IP based networks. Packets can arrive late for real-time decoding or they simple might not arrive. Network congestion and overflow of intermediate network router buffers can induce these conditions. Either problem will result in the skipping of frame data during playback, resulting in a mismatch between the encoder and decoder reconstructed images. In the video broadcasting environment where low latency is not a requirement, large, multiple payload packets are used to reduce the IP packet overhead. Packet losses, in this case, can translate into the loss of many frames. One possible method of mitigating the effects of this loss is to periodically impose I-frames.

The remaining parts of this contribution will discuss (1) generic algorithmic opportunities for better coding gain in a broadcast environment, (2) generic opportunities to leverage the server-based transmission architecture, (3) a summary detailing the minimal requirements for a next generation video compression standard to accommodate streaming video.

Algorithmic Opportunities for Improved Coding Gain

Algorithmic opportunities for improved source coding efficiency can arise by relaxing the constraints on delay, latency, and near symmetric encoding/decoding processing. The paramount constraint for streaming video is to provide the necessary conditions for continuous playback on a fixed bandwidth connection.  Continuous playback requires (1) accommodating a finite network delay, (2) supporting a finite algorithmic latency, and (3) sufficient decode processing. 

1. Network Induced Delay:

Delay is not a significant issue for one-way communications; however, large variances in delay can pose a problem for client-side continuous playback. Large variances in delay can happen due to network congestion or the transmission of multi-packet payloads, e.g. I-frames or large P-frames. Client side buffering largely eliminates all network delay problems. A network de-jitter buffer ameliorates network bandwidth fluctuations and a pre-roll buffer mitigates instantaneous data rate spikes. By managing the size of the pre-roll buffer, the encoder can use an inhomogeneous data rate allocation scheme. The undesirable cost for client-side buffering is a longer video startup time. 

. 

2. Algorithmic Induced Latency:

For one-way communications, algorithmic induced latency can be used to provide increased coding gains. Long temporal analysis windows can be used to provide a uniform experience within a group of pictures. Complex motion modeling and three-dimensional (2D+time) coding techniques can also be developed
. Stationary objects, scene transitions, and repeating motion can be easily identified with long temporal analysis windows. Additional client-side buffering is needed to compensate for algorithmic latency.

3. Asymmetric Processing:

Because the encoding engine is independent of the client, the encoding hardware can be fully dedicated to the encoding process. This architecture is well suited for high complexity encoding algorithms. Conversely, the ubiquity of the decoder engine imposes stringent constraints on the decoder algorithmic complexity. All possible bit streams must provide some form of experience on the lowest consumer-grade client processor. A client with greater processing capabilities should derive a greater subjective experience from the same bit stream. 

Leveraging the Server-Based Environment

The server, in a video streaming environment, monitors the client’s status through a back channel. By migrating some processing responsibilities to the server, many difficult channel issues can be dealt with more efficiently. One negative aspect of off-loading processing to the server is the reduction of the maximum number of steams served by a single serving engine. The desire to maximize this number is especially important for widely distributed broadcasts.

Below is a set of possibilities that leverage the server-based environment to provide an optimal end-user experience:

1. Error Mitigation and Recovery:

a. The server can respond to resend requests from the client. This scheme requires a sufficiently large resend buffer in the decoder to insure that time exists for the request and retransmission of the missing packets.

b. The server can apply the appropriate amount of error correction code (ECC) to compensate for lost packets.

2. Stream Switching Techniques:
One possible method for creating a bandwidth and processing scalable solution is to allow the streaming video server the ability to select, from an ensemble of encoded bit streams, the most appropriate bit stream for each particular end-user. Switching amongst streams, however, poses several core compression conundrums. To switch at I-frame boundaries increases the switch time granularity unless one is willing to pay the large cost of adding unneeded I-frames to all streams. Proposals for special transition frames, S-frames, seem promising but produce artifacts due to encoder/decoder reconstructed frame mismatch. Bit rate management must be well coordinate amongst all streams; otherwise, the possibility of exceeding one’s VBV buffer is possible when switching to a different bandwidth stream.

a. Bandwidth Scalability:

Layered Scalability is not an optimally effective method of providing bandwidth scalable content because of the coding inefficiency associated with the layering
. This problem is particularly acute for lower bandwidth streams where subjective quality is most deficient. A possible solution is to allow the encoder to produce multiple and independent bandwidth streams. The server sends the appropriate stream based on the client’s network conditions. The complexity of producing multiple, simultaneous encodings can be reduced by sharing information among the independent streams during the encoding process.

b. Processing Scalability:

The encoder can produce various fixed data rate encodings with different levels of decoding complexity. The server dynamically monitors the client’s performance and switches to the appropriate stream.

c. User Preferences:

The client sends a back-channel request to the server to aid its stream decision process. Examples include camera angle, spatial resolution, etc.

3. Random Access 

Random access is an issue for on-demand and live broadcasts. For on-demand video content, the end-user requires the ability to fast forward, rewind, and seek. The client’s request is communicated to the server via a low bandwidth back channel. For live content, the end-user must be able to connect to the broadcast throughout the event. In either mode, I-frames insertion is one possible, inefficient, method allowing random access.
Summary:

An H.26L video conferencing standard, unmodified for streaming video, could still be used, sub-optimally, as a streaming video standard. However, by accommodating a streaming video mode that adds a few new requirements and eliminates a few constraints, H.26L would be ubiquitously adopted as a next generation video compression standard.  Below is a set of necessary features to optimally satisfy the streaming video Industry:

1. Bandwidth Targets: (Scalability within each segment)

a. POTS: 13 – 35Kbps

b. xDSL/Cable Modems 100 – 500Kbps

c. LAN and local playback of pre-cached content <1 Mbps.

2. Packetized “Bit Streams”

3. Error recovery and mitigation schemes to handle packet loss. 

4. Processing Scalability for Software Based Decoding, e.g. adjust post-processing techniques to available processing capabilities. 

5. Processing Scalability for Software Based Encoding, e.g. throttling algorithmic complexity as a function of the processing environment. 

6. Algorithms to allow efficient system level stream switching as dictated by network conditions, client-side processing constraints, user preferences, etc.  
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Figure 1.

Broadcast Network Architecture
� G. Conklin and S. Hemami, "A Comparison of Temporal Scalability Techniques", to appear in IEEE Transaction on Circuits and Systems for Video Technology.


� L. Yang, F.C.M. Martins, T.R. Gardos, “Improving H.263+ Scalability Performance for Very Low Bit Rate 


Applications,” Proceedings of the 1999 Video Conferencing Over IP, San Jose, January, 1999.
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