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1. Introduction

The rounding control method [1] adopted in the current draft of H.263+ [2] has the functionality of reducing the color artifacts in P-pictures. In this document, the results of a test comparing the performance of some methods which applies rounding control to B-Pictures are reported. After reviewing the results, the method which seems most suitable for H.263+ is proposed for adoption in the draft.

2. Rounding control for B-pictures

In the following discussion, positive rounding and negative rounding [1] are defined as follows:



Positive rounding

A rounding method that rounds fractional values to the nearest integer, and half integer values away from zero.



Negative rounding

A rounding method that rounds fractional values to the nearest integer, and half integer values towards zero.



P-pictures that apply positive and negative rounding in motion compensation are called a P+- and a P--pictures, respectively. 



	frame number	0	1	2	3	4	5	6	7

	frame type	I	B	P+ 	B	P-	B	P+ 	B



Figure 1. Example of frame types.



In the example of an image sequence shown in figure 1, negative rounding is applied when the reconstructed picture of frame 2 is generated for obtaining the predicted image of frame 4. One algorithm for implementing motion estimation for frame 4 is to generate an interpolated image of the reconstructed image of frame 2, and perform half-pel motion estimation using this interpolated image (investigation is necessary to check whether this is a realistic type of implementation of an encoder). When this algorithm is used, the interpolated reconstructed image of frame 4 shall be generated using positive rounding. This means that if negative rounding is used for forward prediction and positive rounding is used for backward prediction in motion compensation for frame 3, the same interpolated reconstructed images of frames 2 and 4 can be used multiple times for the prediction of P-pictures and B-Pictures [3]. However, the current H.263+ draft [2] defines that:



For the B-part of a PB-frame, the same rounding method as used in the P-part is used.

For independent B-pictures, positive rounding is applied for both forward and backward motion compensation.



It may be useful for some encoders if it is made possible to control the rounding method for a B-pictures so that common interpolated reference images can be used for motion compensation of multiple pictures (However, it is also true that for most of the decoders and for some of the encoders, this functionality is not useful). 

3. Bitstream syntax	

The following 5 methods can be considered as the syntax for rounding control of B-Pictures:



(1) Current specification

Advantages: No changes are required to the current draft. Simple and easy to understand.

Disadvantage: Multiple interpolated images may be necessary for a reference image.



(2) Positive rounding always used for B-pictures

Advantages: More simple. No rounding type switching is necessary for B-pictures. Same method as past standards.

Disadvantage: Same as (1).



(3) Opposite rounding types for forward and backward prediction

In this method, the RTYPE (Rounding Type) bit is also relevant for B-Pictures. The RTYPE bit for B-pictures indicate the rounding method for forward prediction. For backward prediction, the opposite method from forward prediction is used.

Advantage: Reasonable extension to the current syntax.  Same semantics for the B-part of PB-frames and independent B-pictures.

Disadvantage: It is assumed that continuous P-pictures have different rounding types.



(4) Two RTYPE bits for B-pictures

Two bits independently switch the rounding method of forward and backward prediction of B-pictures.

Advantage: Flexibility.

Disadvantage: Requires another reserved bit in the picture header.



(5) RTYPE indicating the rounding type as the reference image [3]

The RTYPE bit indicates the rounding type applied when the current frame is used as a reference image.

Advantage: Useful for some encoders.

Disadvantage: The decoder should refer to the header of a different frame during the decoding of the current frame.

4. Simulation results

Various types of rounding control methods for B-pictures were tested. In all the simulations, the Improved PB Frame Mode (Annex M) was used and the encoder controlled the RTYPE bit so that continuous P pictures have different rounding types. 



Generally, pixel value interpolation for motion compensation is performed three times in a video encoding/decoding system. These are:



(I) Half pel motion estimation at the encoder

(II) Synthesis of the predicted images at the encoder for obtaining the error image between the original and predicted image.

(III) Synthesis of the predicted images at the decoder for obtaining the reconstructed image.



For the decoding of B-pictures (process (III) in the above list), three methods were tested. These were:



(A) Same as the current specification (achieved by syntax (1) shown in section 3).

(B) Positive rounding always applied (achieved by syntax (2) shown in section 3).

(C) For forward prediction, the same rounding type as the future P picture is applied. For backward prediction, the method opposite from forward prediction is applied (can be achieved by syntax (3), (4), or (5) shown in section 3).



For each of these three methods, the following three variations were tested:



(X) Normal

The same rounding method as process (III) is used for process (I) and (II).

(Y) Mismatch between motion estimation and synthesis of predicted image

The same rounding method as process (III) is used for process (II). For forward motion estimation in process (I), the same rounding method as used for the prediction of the future P picture is used. For backward prediction in process (I), the opposite rounding method as used for forward motion estimation is used.



(Z) Mismatch between encoder and decoder

For forward motion estimation in process (I) and (II), the same rounding method as used for the prediction of the future P picture is used. For backward prediction in process (I) and (II), the opposite rounding method as used for forward motion estimation is used.



Nine combinations can be considered between {(A), (B), (C)} and {(X), (Y), (Z)}. However, only seven combinations were tested since methods (C)-(X), (C)-(Y), and (C)-(Z) are identical.  Methods (A)-(Z) and (B)-(Z) cause mismatch between the locally decoded B-pictures at the encoder and the reconstructed B-pictures at the decoder. However, this mismatch does not cause serious degradation since it does not cause error accumulation.



The simulation conditions for the tests were:



“Coastguard”, CIF, 30 Hz, 300 frames.

IP(BP)(BP)(BP)....

All options except the Improved PB Frame Mode were turned off.

The tested QUANT values were 31, 5, and 1.

Half-pel full search in a (1 pel window was performed around the predictor vector for forward motion  estimation in the B-part of PB-frames. After this motion estimation forward/bidirectional selection was performed by comparing the SAD of these methods.



The averaged PSNR of B pictures and the total number of coded bits (includes I and P pictures) are shown in table 1, 2, and 3.



Table 1. Averaged PSNR of B pictures ([bits]) and the total number of coded bits ([bits]) at QUANT=31.

method�PSNR (Y)�PSNR (U)�PSNR (V)�no. of bits��(A)-(X)�26.26 �37.89�40.87�1416568��(A)-(Y)�26.26�37.89�40.88�1416968��(A)-(Z)�26.26 �37.89�40.88�1417048��(B)-(X)�26.26�37.91�40.90�1419576��(B)-(Y)�26.26 �37.89�40.88�1416968��(B)-(Z)�26.26 �37.89�40.88�1417048��(C)-(X)�26.26�37.88�40.88�1417048��

 Table 2. Averaged PSNR of B pictures ([bits]) and the total number of coded bits ([bits]) at QUANT=5.

method�PSNR (Y)�PSNR (U)�PSNR (V)�no. of bits��(A)-(X)�34.12�43.05�44.61�12973568��(A)-(Y)�34.12�43.05�44.61�12973840��(A)-(Z)�34.12�43.05�44.61�12972864��(B)-(X)�34.13�43.07�44.63�12972208��(B)-(Y)�34.13�43.07�44.63�12972504��(B)-(Z)�34.13�43.07�44.63�12972864��(C)-(X)�34.12�43.06�44.62�12972864��

Table 3. Averaged PSNR of B pictures ([bits]) and the total number of coded bits ([bits]) at QUANT=1.

method�PSNR (Y)�PSNR (U)�PSNR (V)�no. of bits��(A)-(X)�48.98�49.55�50.20�104921600��(A)-(Y)�48.98�49.55�50.20�104923040��(A)-(Z)�48.61�49.33�50.00�104877912��(B)-(X)�48.98�49.57�50.22�104793208��(B)-(Y)�48.98�49.47�50.22�104793400��(B)-(Z)�48.53�49.30�50.00�104877912��(C)-(X)�48.98�49.55�50.20�104877912��



The results indicate that:

No side effect is caused by the mismatch between the rounding type applied in motion estimation and motion compensation.

No side effect is caused by the mismatch between the rounding type applied in motion compensation at the decoder and encoder if the value of QUANT is larger than 5. In the QUANT=1 case, the maximum degradation in averaged PSNR caused by this mismatch was 0.5dB. Since the PSNR value at QUANT=1 is around 50dB, this degradation is almost unperceptible.

5. Discussions and conclusions

The results shown in section 4 implies that for B-pictures, controlling the rounding type hardly influences the coding performance. Additionally, mismatch between the rounding types used in motion estimation and motion compensation did not cause degradation of coding performance. This means that for motion estimation, the encoder can freely use the rounding type which is most suitable for its own architecture. Considering these results and implications, the Japanese members propose method (2) (i.e. positive rounding always applied for B-pictures) for adoption in H.263+. This is because:



The implementation of this method is easy since no rounding type switching is necessary for B-pictures; and 

This method is similar with the methods used in past standards.



Other solutions that seem promising are: method (1) which does not require changes to the current draft; and a method which allows the decoder to use both 0 and 1 as the value of RTYPE for B-pictures (i.e. a “don’t care” solution).

6. Proposed changes to the draft

(a) Revise the description of section 6.1.2 as follows:

6.1.2.	Interpolation for subpixel prediction

Half pixel values are found using bilinear interpolation as described in Figure 13. “/” indicates division by truncation.

The value of RCONTROL is equal to the value of the rounding type (RTYPE) bit (bit 6) in MPPTYPE (see section 5.1.4.3), when the Source Format field (bits 6-8) in PTYPE indicates “extended PTYPE”. Otherwise RCONTROL has an implied value of 0. Regardless of the RTYPE bit, the value of RCONTROL is set to 0 for the B-part of Improved PB frames (see Annex M).

� EMBED Word.Picture.6  ���

FIGURE 13/H.263

Half pixel prediction by bilinear interpolation





(b) Revise the description of section 6.1.2 as follows:

� EMBED Equation  ���

The value of RCONTROL is determined by the rounding type (RTYPE) bit in MPPTYPE (see section 5.1.4.3) as specified in section 6.1.2.
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