	ITU-T Video Coding Experts Group (ITU-T SG16 Q.6)

12th Meeting: Redmond, Washington USA July 19-23,2004
	Document: VCEG-W04
Filename: VCEG-W04.doc


	Title:
	New Results on Reduced Resolution Update Mode

	Status:
	Input Document to VCEG

	Purpose:
	Proposal, Information

	Author(s) or
Contact(s):
	Alexis Michael Tourapis
Jill Boyce
Thomson Corporate Research
2 Independence Way,
Princeton, NJ, 08540, USA
	Tel:
	609-987-7329
609-987-7303

	
	
	Email:
	alexandros.tourapis@thomson.net
jill.boyce@thomson.net 

	Source:
	Thomson


_____________________________
1. Introduction
In [1] the concept of the Reduced Resolution Update mode was introduced to VCEG as a potential tool for achieving improved encoding performance within H.264 (or JVT, or MPEG-4 AVC) [1] and its future extensions. In this document new results using this method are presented after properly supporting this mode, while resolving and improving several issues within our reference software such as support for RRU intra macroblocks, direct partitions, motion estimation, deblocking filtering etc. An RD optimal decision based on lagrangian optimization was also introduced within our encoder, resulting in further improved performance by adaptively selecting between RRU and non RRU pictures. Considerably improved performance both objectively and subjectively can be observed using our enhanced encoder and by introducing RRU slices within the H.264 reference software.
2. Reduced Resolution Update Mode
The H.264 (or JVT, or MPEG-4 AVC) [1] standard has introduced several new features that allow it to achieve considerable coding efficiency improvement compared to older standards such as MPEG-2/4, and H.263 [3]. Nevertheless, although H.264 contains most of the algorithmic features of older standards, some were never ported. One of these features was the consideration of the Reduced-Resolution Update (RRU) mode that already exists within H.263. This mode provides the opportunity to increase the coding picture rate, while maintaining sufficient subjective quality. This is done by encoding an image at a reduced resolution, while performing prediction using a high resolution reference, which allows also the final image to be reconstructed at full resolution. This mode was found useful in H.263, especially during the presence of heavy motion within the sequence, since it allowed an encoder to maintain high frame rate (and thus improved temporal resolution) while also maintaining high resolution and quality in stationary areas. 

Although the syntax of a bitstream encoded in this mode was essentially identical to a bitstream coded in full resolution, the main difference was on how all modes within the bitstream were interpreted, and how the residual information was considered and added after motion compensation. More specifically, an image in this mode had ¼ the number of macroblocks compared to a full resolution coded picture, while motion vector data was associated with block sizes of 32(32 and 16(16 of the full resolution picture instead of 16(16 and 8(8 respectively. On the other hand, DCT and texture data are associated with 8x8 blocks of a reduced resolution image, while an upsampling process is required in order to generate the final full image representation. 

Even though this process could result in reduction in objective quality, this is more than compensated from the reduction of bits that need to be encoded due to the reduced number (by 4) of modes, motion data, and residuals. This is especially important at very low bitrates where modes and motion data can be considerably more than the residual. Subjective quality was also far less impaired compared to objective quality. 

3. Reduced Resolution Update Mode Extension to H.264
The Reduced-Resolution Update (RRU) mode can be easily ported into and extended for H.264. Nevertheless, certain aspects of the codec need to be now considered with regards to this new mode. More specifically, it is necessary to introduce a new slice parameter (reduced_resolution_update) according to which the current slice is subdivided into (RRUwidth * 16) ( (RRUheight * 16) size macroblocks. Unlike H.263, it is not necessary for RRUwidth to be equal to RRUheight. Additional slice parameters can be included, more specifically rru_width_scale = RRUwidth and rru_height_scale = RRUheight which allow us to reduce resolution horizontally or vertically at any ratio we may desire (Table 1). Possible options, for example, include scaling by 1 horizontally & 2 vertically (MBs are of size 16x32), 2 vertically & 1 horizontally (MB size 32x16), or in general have MBs of size (rru_width_scale*16)x(rru_height_scale*16).  
Table 1. H.254 Slice header syntax with consideration of Reduced Resolution Update Mode.

	slice_header( ) {
	C
	Descriptor

	
first_mb_in_slice
	2
	ue(v)

	
slice_type
	2
	ue(v)

	
pic_parameter_set_id
	2
	ue(v)

	
frame_num
	2
	u(v)

	/* Reduced Resolution Update parameters */
	
	

	
reduced_resolution_update
	2
	u(1)

	/* Following is optional*/
	
	

	
if( !reduced_resolution_update) {
	
	

	

rru_width_scale
	2
	u(v)

	

rru_height_scale
	2
	u(v)

	
}
	
	

	/* End of Reduced Resolution Update Parameters */
	
	

	
if( !frame_mbs_only_flag ) {
	
	

	

field_pic_flag
	2
	u(1)

	

if( field_pic_flag )
	
	

	


bottom_field_flag
	2
	u(1)

	
}
	
	

	
if( nal_unit_type  = =  5 )
	
	

	

idr_pic_id
	2
	ue(v)

	
if( pic_order_cnt_type  = =  0 ) {
	
	

	

pic_order_cnt_lsb
	2
	u(v)

	

if( pic_order_present_flag &&  !field_pic_flag )
	
	

	


delta_pic_order_cnt_bottom
	2
	se(v)

	
}
	
	

	
if( pic_order_cnt_type = = 1 && !delta_pic_order_always_zero_flag ) {
	
	

	

delta_pic_order_cnt[ 0 ]
	2
	se(v)

	

if( pic_order_present_flag  &&  !field_pic_flag )
	
	

	


delta_pic_order_cnt[ 1 ]
	2
	se(v)

	
}
	
	

	
if( redundant_pic_cnt_present_flag )
	
	

	

redundant_pic_cnt
	2
	ue(v)

	
if( slice_type  = =  B )
	
	

	

direct_spatial_mv_pred_flag
	2
	u(1)

	
if( slice_type = = P | | slice_type = = SP | | slice_type = = B ) {
	
	

	

num_ref_idx_active_override_flag
	2
	u(1)

	

if( num_ref_idx_active_override_flag ) {
	
	

	


num_ref_idx_l0_active_minus1
	2
	ue(v)

	


if( slice_type  = =  B )
	
	

	



num_ref_idx_l1_active_minus1
	2
	ue(v)

	

}
	
	

	
}
	
	

	
ref_pic_list_reordering( )
	2
	

	
if( ( weighted_pred_flag  &&  ( slice_type = = P  | |  slice_type = = SP ) )  | |


( weighted_bipred_idc  = =  1  &&  slice_type  = =  B ) )
	
	

	

pred_weight_table( )
	2
	

	
if( nal_ref_idc != 0 )
	
	

	

dec_ref_pic_marking( )
	2
	

	
if( entropy_coding_mode_flag  &&  slice_type  !=  I  &&  slice_type  !=  SI )
	
	

	

cabac_init_idc
	2
	ue(v)

	
slice_qp_delta
	2
	se(v)

	
if( slice_type  = =  SP  | |  slice_type  = =  SI ) {
	
	

	

if( slice_type  = =  SP )
	
	

	


sp_for_switch_flag
	2
	u(1)

	

slice_qs_delta
	2
	se(v)

	
}
	
	

	
if( deblocking_filter_control_present_flag ) {
	
	

	

disable_deblocking_filter_idc
	2
	ue(v)

	

if( disable_deblocking_filter_idc  !=  1 ) {
	
	

	


slice_alpha_c0_offset_div2
	2
	se(v)

	


slice_beta_offset_div2
	2
	se(v)

	

}
	
	

	
}
	
	

	
if( num_slice_groups_minus1 > 0  &&


slice_group_map_type >= 3  &&  slice_group_map_type <= 5)
	
	

	

slice_group_change_cycle
	2
	u(v)

	}
	
	


Without loss in generality, we discuss the case where RRUwidth = RRUheight = 2 and the macroblocks are of size 32(32. In this case, all macroblock partitions and sub-partitions have to be scaled by 2 horizontally and 2 vertically (Figure 1). Unlike H.263 where motion vector data had to be divided by 2 to conform to the standards specifics, this is not necessary in H.264 and motion vector data can be coded in full resolution/subpel accuracy. Skipped macroblocks in P slices are in this mode considered as of having 32(32 size, while the process for computing their associated motion data remains unchanged, although obviously we need to now consider 32x32 neighbors instead of 16x16. 
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Figure 1. Macroblock and Sub-macroblock partitions in Reduced Resolution Update Mode

Another key difference of this extension, although optional, is that in H.264 texture data do not have to represent information from a lower resolution image. Since intra coding in H.264 is performed through the consideration of spatial prediction methods using either 4(4 or 16(16 block sizes, this can be extended, similarly to inter prediction modes, to 8(8 and 32(32 intra prediction block sizes. Prediction modes nevertheless remain more or less the same, although now more samples are used to generate the prediction signal (Figure 2). For example, for 8(8 vertical prediction we now use samples C0-C7, while DC prediction is the mean of C0-C7 and R0-R7. Furthermore, all diagonal predictions need to also consider samples C8-C15. A similar extension can be applied to the 32(32 intra prediction mode.

	X
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Figure 2. Samples (C0-C15, X, and R0-R7) used for 8(8 intra prediction

The residual data is then downsampled and is coded using the same transform and quantization process already available in H.264. The same process is applied for both Luma and Chroma samples. During decoding the residual data needs to be upsampled. The downsampling process is done only in the encoder, and hence does not need to be standardized.  The upsampling process must be matched in the encoder and the decoder, and so must be standardized.  Possible upsampling methods that could be used are the zero or first order hold or by considering a similar strategy as in H.263 (Figure 3). 
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Figure 3. Residual up-sampling process (a) for block boundaries, and b) for inner positions.

H.264 also considers an in-loop deblocking filter, applied to 4(4 block edges. Since currently the prediction process is applied to block sizes of 8(8 and above, we also modify this process to consider 8(8 block edges instead. 

Different slices in the same picture may have different values of reduced_resolution_update, rru_width_scale and rru_height_scale. Because the in-loop deblocking filter is applied across slice boundaries, blocks on either side of the slice boundary may have been coded at different resolutions.  In this case we need to consider for the deblocking filter parameters computation, the largest QP value  among the two neighboring 4x4 normal blocks on a given 8x8 edge, while the strength of the deblocking is now based on the total number of non zero coefficients of the two blocks. 

To support Flexible Macroblock Ordering as indicated by num_slice_groups_minus1 greater than 0 in the picture parameter sets, with the Reduced Resolution Update mode, it is also necessary to transmit in the picture parameter set an additional parameter named as reduced_resolution_update_enable (Table 2). It is not allowed to encode a slice using the Reduced Resolution Mode if FMO is present and this parameter is not set. Furthermore, if this parameter is set, we need to also transmit the parameters rru_max_width_scale and rru_max_height_scale. These parameters are necessary to ensure that the map provided can always support all possible Reduced Resolution Update macroblock sizes. This means that it is necessary for these parameters to conform to the following conditions:

max_width_scale % rru_width_scale=0,
max_height_scale % rru_height_scale=0 and,

max_width_scale>0, max_height_scale>0. 

The FMO slice group map that is transmitted corresponds to the lowest allowed reduced resolution, corresponding to rru_max_width_scale and rru_max_height_scale.  Note that if multiple macroblock resolutions are used then rru_max_width_scale and rru_max_height_scale need to be multiples of the least common multiple of all possible resolutions within the same picture.

Table 2. H.254 Picture parameter  syntax with consideration of Reduced Resolution Update Mode.

	pic_parameter_set_rbsp( ) {
	C
	Descriptor

	
pic_parameter_set_id
	1
	ue(v)

	
seq_parameter_set_id
	1
	ue(v)

	
entropy_coding_mode_flag
	1
	u(1)

	
pic_order_present_flag
	1
	u(1)

	
num_slice_groups_minus1
	1
	ue(v)

	
if( num_slice_groups_minus1 > 0 ) {
	
	

	/* Consideration of RRU */
	
	

	

reduced_resolution_update_enable
	1
	u(1)

	

if( !reduced_resolution_update) {
	
	

	


rru_max_width_scale
	1
	u(v)

	   

    rru_max_height_scale
	1
	u(v)

	

}
	
	

	/* End of Reduced Resolution Update Parameters */
	
	

	

slice_group_map_type
	1
	ue(v)

	

if( slice_group_map_type  = =  0 )
	
	

	


for( iGroup = 0; iGroup <= num_slice_groups_minus1; iGroup++ )
	
	

	



run_length_minus1[ iGroup ]
	1
	ue(v)

	

else if( slice_group_map_type  = =  2 )
	
	

	


for( iGroup = 0; iGroup < num_slice_groups_minus1; iGroup++ ) {
	
	

	



top_left[ iGroup ]
	1
	ue(v)

	



bottom_right[ iGroup ]
	1
	ue(v)

	


}
	
	

	

else if(  slice_group_map_type  = =  3  | |  





slice_group_map_type  = =  4  | |  





slice_group_map_type  = =  5 ) {
	
	

	


slice_group_change_direction_flag
	1
	u(1)

	


slice_group_change_rate_minus1
	1
	ue(v)

	

} else if( slice_group_map_type  = =  6 ) {
	
	

	


pic_size_in_map_units_minus1
	1
	ue(v)

	


for( i = 0; i <= pic_size_in_map_units_minus1; i++ )
	
	

	



slice_group_id[ i ]
	1
	u(v)

	

}
	
	

	
}
	
	

	
num_ref_idx_l0_active_minus1
	1
	ue(v)

	
num_ref_idx_l1_active_minus1
	1
	ue(v)

	
weighted_pred_flag
	1
	u(1)

	
weighted_bipred_idc
	1
	u(2)

	
pic_init_qp_minus26  /* relative to 26 */
	1
	se(v)

	
pic_init_qs_minus26  /* relative to 26 */
	1
	se(v)

	
chroma_qp_index_offset
	1
	se(v)

	
deblocking_filter_control_present_flag
	1
	u(1)

	
constrained_intra_pred_flag
	1
	u(1)

	
redundant_pic_cnt_present_flag
	1
	u(1)

	
rbsp_trailing_bits( )
	1
	

	}
	
	


Direct modes in H.264 are affected depending on whether the current slice is in reduced resolution mode, or the list1 reference is in reduced resolution mode and the current one is not.  For the direct mode case, when the current picture is in reduced resolution and the reference picture is in full resolution, we borrow from a similar method currently employed within H.264 when direct_8x8_inference_flag is enabled. According to this method, co-located partitions are assigned by considering only the corresponding corner 4(4 blocks (corner is based on block indices) of an 8(8 partition. In our case if direct belongs to a reduced resolution slice, motion vectors and references for the co-located partitions are derived as if direct_8x8_inference_flag was set to 1. This can be seen also as a downsampling of the motion field of the co-located reference. Although not necessary, if direct_8x8_inference_flag was already set within the bitstream, this process could be applied twice. This process can be seen more clearly in Figure 4. For the case when the current slice is not in reduced resolution mode, but its first list1 reference is, it is necessary to first upsample all motion data of this reduced resolution reference. Motion data can be upsampled using zero order hold, which is the method with the least complexity. Other filtering methods, for example similar to the process used for the upsampling of the residual data, or first order hold, could also be used.
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Figure 4. Motion inheritance for direct mode if current is in reduced resolution and first list1

Some other tools of H.264 are also affected due to the consideration of this mode. More specifically, macroblock adaptive field frame mode (MB-AFF) needs to be now considered using a 32(64 super-macroblock structure. The upsampling process is performed on individual coded block residuals. If an entire picture is coded in field mode, the corresponding block residuals are coded if field mode, and hence the upsampling is also done in fields. Similarly, when MB-AFF is used, individual blocks are coded either in field of frame mode, and their corresponding residuals are upsampled in field or frame mode respectively. 

To allow the reduced resolution mode to work for all possible resolutions, a picture is always extended vertically and horizontally in order to be always divisible by 16 * rru_height_scale and 16 * rru_width_scale, respectively. For the example where rru_height_scale = rru_width_scale = 2, the original resolution of an image was HR​(VR the image is padded to a resolution equal to HC​(VC where:


HC = ((HR + 31) / 32) * 32


VC = ((VR + 31) / 32) * 32

The process for extending the image resolution is similar to what is currently done for H.264 (Figure 5) to extend the picture size to be divisible by 16. 
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Figure 5. Resolution extension for a QCIF resolution picture

The extended luminance for a QCIF resolution picture is given by the following formula:


RRRU(x, y)
=
R(x', y'),





where


x, y

= 
spatial coordinates of the extended referenced picture in the Pixel domain,


x', y'

= 
spatial coordinates of the referenced picture in the pixel domain,


RRRU(x, y)
= 
pixel value of the extended referenced picture at (x, y),


R(x', y')
= 
pixel value of the referenced picture at (x', y'),


x'

= 175
if x > 175 and x < 192




= x
otherwise,


y'

= 143
if y > 143 and y < 160




= y
otherwise,

A similar approach is used for extending chroma samples, but to half of the size. 

A prototype encoder is shown in Figure 6 while a simplified decoder model is shown in Figure 7. This model can be extended and improved by using additional processing elements, such as spatio-temporal analysis in both the encoder and decoder, which would allow us to remove some of the artifacts introduced through the residual downsampling and upsampling process. 
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Figure 6. Prototype encoder supporting Reduced Resolution Update mode
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Figure 7. Simplified Decoder model.
4. Simulation Results

We have implemented the RRU mode within an intermediate version of the JM8.2 encoder. Currently only rru_height_scale = rru_width_scale = 2 are supported within RRU slices.  An Rate Distortion Optimal decision, somewhat similar to the existing Adaptive Field/Frame coding method currently in the software based on Rate Distortion Optimization using lagrangian multipliers, that is of the form J=D+(*R, where D is the distortion of the current slice, and R the coded bitrate is also introduced allowing better allocation of RRU and non RRU coded slices.. 
Several CIF sequences were encoded at various QP values using the proposed mode. More specifically we have selected CIF sequences Bus, Container, Football, Foreman, Flower, Tempete, and Table Tennis. The Rd performance for these sequences can be seen in figures 8 through 11. We observe that especially at low bitrates significant performance benefit can be achieved (almost 14% for foreman sequence), while performance at medium/high bitrates is almost identical for most cases due to the RD picture level decision. Furthermore, objective gain could also be achieved due to the nature of the RRU, and since small QPs could be used to achieve same or lower bitrate. The associated excel file (VCEG_W04.xls) presents some of these results in detail.
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Figure 8. RD performance for sequence Bus
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Figure 9. RD performance for sequence Container
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Figure 10. RD performance for sequence Football
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Figure 11. RD performance for sequence Foreman
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