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1. INTRODUCTION

In order to meet the requirements on file storage support [1], JVT has adopted the SP coding technique in the reference software. Some desired functionalities are provided by the technique, such as bitstream switching, random access, fast forward and fast backward, and bandwidth adaptation. Figure 1 and Figure 2 illustrates the block diagrams of the encoder and the decoder for P frame and SP frame currently used in the JVT software, respectively. Since the P frame coding and the SP frame coding have different structures, either the encoder or the decoder has to be divided into two parts. When Ptype indicates the current frame as a P frame, both the encoder and the decoder execute the upper part. When Ptype indicates the current frame is a SP frame, the encoder and the decoder execute the bottom part. 
In this proposal, we first request JVT to make the SP coding technique and its implementation clarification. So far, we cannot find the block diagrams of the SP encoder and the SP decoder in either the contributions or the output documents. After careful studies in both the SP proposals and the software implementation, we drew them as our comprehensions to the current SP coding in Figure 1 and Figure 2. On the other hand, the proponents and JVT don’t provide the block diagrams about how to generate the switching bitstream and how to achieve the switch between two bitstreams at the decoder yet. As our comprehensions, we drew them in Figure 3 and Figure 4 , respectively. Although the same decoder is used for decoding S1, S2 and S12, the signal decoded in S1 and S2 is quite different from that in S12. In S1 and S2, the decoded error signal is the difference between Korig and the dequantizated Lpred. Assume that the same MV and mode as that in S1 are used in S12, the decoded error signal in S12 is the difference between Lrec in S2 and Lpred in S1. In general, the quantization parameter QP is larger than Qs. Therefore, the number of bits for S12 is usually far more than that for S1 and S2. 
In this proposal, we focus our studies on the SP coding part. We concern that the current SP coding technique cannot achieve a better coding efficiency. Firstly, there are three quantization operations in the current SP encoder. In particular, the quantization Qs module with the same parameter is used two times. Each quantization would inevitably decrease the coding efficiency of the SP coding. Secondly, the dequantizated Lpred is subtracted from Korig as the prediction at the encoder. However, the reconstruction uses the Kpred as the prediction. Although this mismatch doesn’t cause error propagation, it would decrease the coding efficiency.
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Figure 1: The current JVT Encoder for P frame and SP frame.
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Figure 2: The current JVT decoder for P frame and SP frame.
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Figure 3: The block diagram for compressing S1, S2 and S12.
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Figure 4: The block diagram for decoding S1, S2 or S12.
2. THE PROPOSED IMPROVEMENTS IN THE SP CODING
This proposal tries to improve the coding efficiency of the SP coding by reducing the number of quantization and eliminating the mismatch in the prediction. Figure 5 illustrates the proposed the JVT encoder. The detail implementation is discussed as follows.
1) Reducing the number of quantizations 
We delete the quantization operated on Kpred and the dequantization operated on Lpred as shown in Figure 1. The forward DCT transforms originally operated on the original image and the prediction are merged and operated on their difference. 
2) Eliminating the mismatch in the prediction
After the dequantization QP-1, an IDCT transform is immediately inserted for reconstruction. In this process, the same prediction is used as that subtracted from the original image. Furthermore, another advantage is that the proposed scheme can output the reconstructed image before the quantization Qs for the purpose of display. 
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Figure 5: The proposed JVT encoder for P frame and SP frame.
As shown in Figure 5, with the above two improvements, the SP frame coding has the same processes as that in the P frame coding until the loop filter module. Thus, the proposed JVT encoder merges the same modules together. The additional part for the SP coding is outlined by the dashed-line box. When Ptype indicates the current frame as a SP frame, the reconstructed image is first performed on DCT, Quantization, Dequantization and IDCT before the frame buffer updated. The Lrec provides the point for switching between two bitstreams. 
In order to demonstrate how to switch between bitstreams in the proposed SP coding, the block diagram for compressing S1, S2 and S12 is given in Figure 6. The difference between Lrec in S1 and Lrec in S2 are encoded to form a bitstream D12 for switching from bitstream 1 to bitstream 2. In the most applications, when the server is transmitting the bitstream S1 to the client, in general, the server does not know whether the switch will take place in S1 or not. If the feedback from the network and the request from the client are received, the server can sent the bitstream D12 to the client for switching. The switching process in the proposed SP coding is shown in Figure 7 (a). In fact, by separating the bitstream S12 into the bitstream S1 and the bitstream D12, the proposed SP coding provides a good feature for video streaming. At the same time, the proposed SP coding also flexibly supports the switch method used in the current SP coding as shown in Figure 7 (b) by composing the bitstream S1 and the bitstream D12.  
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Figure 6: The block diagram for compressing S1, S2 and S12.
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        (a) Separate bitstreams for switching      (b) A united bitstream for switching

Figure 7: Switching between bitstreams 1 and 2 in the proposed SP coding.

Now, we analyze the size of the bitstream S12 and the sum size of the bitstreams S1 and D12. The bitstream S12 consists of MV, macroblock mode and the DCT difference between Lrec in S2 and Lpred in S1 with the quantization parameter Qs. For the proposed SP coding, the similar MV and macroblock mode are encoded in the bitstream S1. The difference locates on the part of DCT coefficients. The DCT coefficients encoded in the bitstreams S1 and D12 is similar to two-level quantization. The first level is quantized with a big step QP to generate the bitstream S1, and the second level is quantized with a small step Qs again to generate the bitstream D12. Therefore, the sum size of the bitstreams S1 and D12 should be close to the size of the bitstream S12 regardless of a bit coding efficiency losses in two-level coding. 
In the proposed SP coding, one extra bit is first needed following the syntax element Ptype when it indicates a SP frame. This bit is set as 0 in the bitstream S1 and S2, and set as 1 in the bitstream D12. When the decoder receives the bitstream D12 in a certain time, it is decoded and added the reconstructed SP image at the same time. After that, the decoder starts another bitstream decoding. The syntax for the bitstream D12 is derived from that for P frame. The elements RUN, MB_Type, Intra_pred_mode, Ref_frame and MVD are skipped in the bitstream D12. 
The proposed JVT decoder for P frame and SP frame is illustrated in Figure 8. When the current frame is not a SP frame, the reconstructed image is directly used to update the frame buffer after loop filtering. When the current frame is a SP frame, the addition modules outlined by the dashed-line box are executed. Only when the decoder switches from one bitstream to another, the bitstream D12 needs to be decoded.   
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Figure 8: The proposed JVT decoder for P frame and SP frame.
When one switch takes place, the proposed SP decoder has to decode two bitstreams S1 and D12. This probably increases the VLD complexity of the SP frame, but the JVT testing results show that the complexity percentage of VLD and IQ only occupies 8.3% in the Inter frame [3]. Furthermore, the increasing complexity is only needed in switching from one bitstream to another. Therefore, the increasing complexity should be afforded in the proposed SP coding.
3. THE EXPERIMENTAL RESULTS
Two experiments are finished in this proposal. The TML 9.4 software is used in these experiments. Firstly, compared with P frame and I frame, the proposed scheme with different parameters are used in the quantization Qp and Qs. The results of Foreman and Coastguard sequences are given in Figure 10. Each curve consists of six points corresponding to the quantization parameters 13, 16, 19, 22, 25 and 28 in the module Q. Except for the INTRA and P curves, other curves represent different quantization parameters in the module Qs. If the parameter is 3, the performance of SP is very close to that of P. The comparisons between the current SP coding in the JVT and the proposed SP coding are given in Figure 7. The same quantization parameters are used in the current SP coding and the proposed SP coding. The proposed SP coding can improve the coding efficiency up to 1.0dB for Forman and up to 0.5 dB for Coastguard.

4. CONCLUSIONS
We proposed an improved SP coding based on the current technique used in the TML software. The initial comparisons show that the proposed SP coding can improve the coding efficiency up to 1.0dB for Foreman and up to 0.5dB for Coastguard. We recommend that JVT establishes a core experiment to (1) evaluate the available SP coding techniques; (2) provide the software tool for generating the bitstream S12 and D12; (3) extensively test the SP coding techniques at both static and dynamic conditions.
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Figure 10: The experimental results with different parameters in the modules Q and Qs
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Figure 11: The comparisons between the current SP coding in the JVT and the proposed SP coding
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