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1. Introduction
Multiple reference frames structure in which a reference frame is selected from the multi-frame buffer is adopted in the test model of H.26L/MPEG-4 part 10 (TML9). In this contribution, an improved motion compensation method for the multiple reference frames is proposed. This employs an adaptive frame interpolation for motion compensation in which a reference signal is generated as a weighted sum of a plurality of frames in the multi-frame buffer. Simulation results show the proposed method is effective for normal sequences as well as sequences with fading. 

2. Proposed method

2.1. Reference frame structure

There is no change on multiple reference frames buffering structure of TML9. 

2.2. Interpolative motion compensation

A basic idea is to conduct motion compensation by applying an interpolation among multiple reference frames. Figure 1 is an example to explain the proposed motion compensation process. 

In Figure 1, two reference frames, r1 and r2, in the multi-frame buffer are used for the interpolation. First, motion compensation signals are generated for each of these two reference frames. Then, a weighted sum of the motion compensated signals is calculated as the prediction signal. The weighting factors w1 and w2 are used for reference frames r1 and r2, respectively. 

Motion vector for the reference frames other than the nearest one is not coded directly but derived by scaling the motion vector for the nearest reference frame and the differential motion vector. This scaling process is shown in figure 2. First, the scaled motion vector (scaled mv) is calculated from the coded motion vector for r1 (mv1). Then, the motion vector for r2 (mv2) is calculated by adding the coded differential motion vector (dmv) to the scaled mv. 

The reference frames are selected among the multi-frame buffer for each macroblock. The weighting factors are coded at the picture level. 
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Figure 1
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Figure 2

2.3. Syntax and Semantics

The following changes are applied to the syntax and semantics of TML9.

(1) Picture level

· Weighting factor

Weighting factors for each reference frames are coded. 

(2) Macroblock level

· Reference frame (Ref_freame)

Ref_frame in TML9 is changed as follows to cover the frame interpolative prediction.

Code_number
Reference frame

0
The last decoded frame (1 frame back)

1 2 frames back
2 Interpolation of 1 frame back and 2 frame back

3
3 frames back

..
..
· Differential MV

For reference frames except for the nearest one, differential motion vectors from the scaled motion vector as calculated in section 2.2 is coded as similar to the motion vector data (MVD). 

· Semantics of skipped macroblock

A macroblock is treated as skipped and no information is sent when interpolative prediction is used with no MV and no residual signal coded. This is equivalent to the skipped macroblock of TML9 when weighting factor is set to 1 for the nearest reference frame and 0 for others (i.e. single reference frame). 

3. Complexity consideration

The proposed method requires one weighted sum operation for each pixel for a macroblock where the interpolative prediction mode is selected. Computational amount of this operation is much less than that of spatial interpolation operation for normal MC to generate 1/2, 1/4 and 1/8-pel accuracy motion compensation samples. Complexity will be further reduced by using only low-accuracy weighting factors as in section 4. 

Other operations (e.g. mv scaling, coding of information) are in the picture or the macroblock level and negligible. 

4. Weighting factor

The proposed scheme covers a general frame interpolative prediction framework and the weighting factors can be adapted frame by frame. However, to simplify the weighting operation, and to avoid a much complicated operation to find optimal weighting factors at the encoder, we used only two sets of weighting factors in Table 1 for the simulation. 

Table 1 Weighting factors

	
	w1
	w2

	(1)
	1/2
	1/2

	(2)
	2
	-1


The first set of weighting factors (1/2,1/2) corresponds to the mean interpolation of two reference frames. 

The second one (2, -1) is useful for video sequences with fading. This is explained in Figure 3. The brightness factor of fading at the current frame (b0) equals to the extrapolation of those for reference frames r2 and r1 (b2 and b1), that is b0=2b1-b2, independent of the fading factor (brightness change ratio). Therefore, it is not necessary to find weighting factors at the encoder, and thus much simplifies the encoder operation. 
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Figure 3

5. Simulation results

We conducted a computer simulation to evaluate the proposed method following the common test condition (VCEG-N81). The following table summarizes the simulation condition. To evaluate the performance for fading, additional video sequences with fade-in were generated. 

	R-D optimization
	used

	MV search range
	(32

	B picture
	not used(P-pictures only)

	CABAC
	not use(UVLC)

	1/8 pel MC
	not used(up to 1/4 pel accuracy)

	Number of reference pictures
	2

	QP
	8, 12, 16, 20, 24, 28

	Algorithm specific parameters
	

	Number of interpolated frames
	2

	dmv search range
	+/- 1/4-pel


Figure A-1 shows R-D curves when the mean interpolation (1/2, 1/2) is used for normal sequences. There are improvements of SNR values compared to TML9, especially for small QP values (high bitrate). The SNR improvement is up to 0.5dB. 

Figure A-2 shows R-D curves for fade-in sequences using the weighting factor (-1, 2). Significant coding gains are observed for overall bitrate ranges. The SNR improvement is 0.5 to 2 dB depend on the sequences. 

6. Conclusion

A new motion compensation method employing frame interpolation with weighted sum of multiple reference frames is proposed. Simulation results show that the proposed method gains SNR improvement of up to 0.5 dB, even with a simple mean weighting. Significant coding gain of 0.5 to 2 dB is derived for fading sequences. There is no need to calculate a fading factor at the encoder side because the proposed method works as extrapolation of the brightness. 

These show a possibility of improvement by introducing the interpolative motion prediction for multi-frame prediction. More coding gain could be obtained by using voluntary and adapted weighting factors for each frame. Performance for this case is for further study.
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