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1. Introduction

The purpose of this contribution is to define a core experiment to evaluate the benefit of possible syntax changes to H.26L TML-8 [1] to compress interlaced video.  Interlaced field scanning was introduced originally as an analog video compression technique.  Although progressive picture scanning is generally regarded as superior for digital compression and display, the use of interlaced field scanning has persisted in many camera and display designs.  In particular, except for movies nearly all entertainment video delivered to home televisions originates in interlaced form.  The techniques that we want to evaluate are adapted from H.263 Annexes W and U [2] [3] on the picture level and from MPEG-2 [4] and MPEG-4 [5] on the macroblock level.

Goals

The major goal of this experiment is to evaluate for interlaced video whether it is sufficient to choose whether each frame is encoded as a single frame picture or as two field pictures, or whether there is a sufficient benefit to being able to choose frame versus field encoding for each macroblock of each picture to justify the inclusion of extra syntax for this in the standard.

On the picture level documents VCEG-N57r2 [6] and VCEG-N84 [7] demonstrated a gain in compression performance for several sequences when coding interlaced video as fields.  However, VCEG-N57r2 did show one sequence where the frame encoding was more efficient than the field encoding.  This suggests that the encoder be allowed to choose a mix of frame and field pictures, depending on which is more efficient.  VCEG-N84 suggests syntax similar to that in H.263 Annexes W and U [2] [3], and we will propose to use that for the picture-level (PICLEV) experiment (with a minor modification).

Document VCEG-N76 [8] proposed a macroblock-frame-field-adaptive (MFFA) experiment, adapting the ideas of MPEG-2 [4] to the rich macroblock type structures of H.26L.  In this document we will flesh out the details of that proposal for the MFFA experiment.  In order to allow separate experimenters to complete the MFFA experiment in a short amount of time, we break this experiment into two experiments, an Inter-MFFA experiment and an Intra-MFFA experiment.  In Inter-MFFA we test macroblock-frame-field-adaptive for only non-Intra macroblocks.  In Intra-MFFA we test the adaptive only on Intra macroblocks.

As an alternative to the Inter-MFFA experiment, Michael Gallant has proposed an experiment, which we will call the Ref-for-each-MV experiment, where for each macroblock each motion vector will have its own ref_frame element (rather than the single ref_frame for the whole macroblock).  This syntax would be applied along with the PICLEV syntax, so it would apply to separately coded fields also.

2. Definition of Interlace

Our definition of interlaced video comes from Annex W of H.263 [2].  An interlaced frame contains two fields, top and bottom, which are interleaved.  The top field consists of the first (i.e., top), third, fifth, etc. lines of the complete picture.  The bottom field consists of the second, fourth, sixth, etc. lines of the complete picture.  A Top Field Picture consists of only the top field lines of a total frame.  A Bottom Field Picture consists of only the bottom field lines of a picture. When sending interlaced field indications, an encoder shall use a picture size (custom picture size, if necessary) such that the picture dimensions correspond to those of a single field.

The vertical sampling positions of the chrominance samples in interlaced field coding of a top field picture are specified as shifted up by 1/4 luminance sample height relative to the field-sampling grid in order for these samples to align vertically to the usual position relative to the full-picture sampling grid.  The vertical sampling positions of the chrominance samples in interlaced field coding of a bottom field picture are specified as shifted down by 1/4 luminance sample height relative to the field-sampling grid in order for these samples to align vertically to the usual position relative to the full-picture sampling grid.  The horizontal sampling positions of the chrominance samples are specified as unaffected by the application of interlaced field coding.  The vertical sampling positions are shown with their corresponding temporal sampling positions in Figure W.2/H.263 below.
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FIGURE W.2/H.263.  Vertical and Temporal Alignment of Chrominance Samples for Interlaced Field Coding

3. Common Conditions

We will follow the common conditions described in VCEG-N81 [9] with the exception that we replace the sequences specified there with a set of common interlaced sequences for testing.  Table 1 lists five common VQEG sequences that are available for download at www.vqeg.org.  In addition to these sequences, experimenters should feel free to test other interlaced sequences they have that they feel would further the evaluation; some familiar ones that have been suggested include Stefan, Flower Garden, Table Tennis, Hockey, Basketball, Marplatz, Cheerleaders, Bus, Carousel, Ballet, Container, Coastguard.  The only reason that we have selected the VQEG sequences as common is that they are already publicly available for download and we want to avoid copyright difficulties of publicly exchanging other sequences that we have.

Table 1.  Common Sequences for Interlace Testing in H.26L

	VQEG Sequence
	Sequence Name
	Input 4:2:2 Resolution
	Full Resolution 4:2:0 Coding
	HHR 4:2:0 Coding
	Frames/Second

	src5_ref__625
	Canoa Valsesia
	720x576
	720x576
	352x576
	25

	src6_ref__625
	F1 car
	720x576
	720x576
	352x576
	25

	src9_ref__625
	Rugby
	720x576
	720x576
	352x576
	25

	src15_ref__525
	Mobile&Calendar
	720x486
	720x480
	352x480
	30

	src19_ref__525
	Football
	720x486
	720x480
	352x480
	30


In general all the sequences should be tested in 4:2:0 both at full resolution (width 720) and at half horizontal resolution (HHR width 352).  The 4:2:0 and HHR should be derived from full resolution using the two C programs bundled with this document in VCEG-N85.zip, namely 422_to_420fullres.c and 420fullres_to_hhr.c.

The anchors for comparison should be encoded with the current VCEG software according to TML-8 as frame pictures, with single I-frames at the beginning of the sequence with the rest of the frames being P-frames or B-frames.  After the initial intra picture, the encoded anchor bitstreams shall have the same structure of P-frames and B-frames as the experimental bitstreams against which they are compared.  Except for the Intra-MFFA experiment the comparisons on bit rates and average PSNR should exclude the initial frame from the calculations.

Thus for each video sequence, the following picture structure combinations should be tested:

A) Anchor Frame Pictures: 


1) IPPPPPP…, no B-frames;


2) IBBPBBP…, two B-frames between I/P frames;

B) PICLEV Field Pictures (to compare against Anchor Frame Pictures in A): 



1) IP|PP|PP|PP|PP|PP|PP|..., no B-frames;


2) IP|BB|BB|PP|BB|BB|PP|..., two B-frames between I/P frames;

C) Inter-MFFA Frame Pictures (to compare against Anchors in A and PICLEV in B): 


1) IPPPPPP..., no B-frames;


2) IBBPBBP..., two B-frames between I/P frames.

D) Ref-for-each-MV structures


1) Frames IPPPPPP..., no B-frames;


2) Frames IBBPBBP..., two B-frames between I/P frames.


3) Fields IP|PP|PP|PP|PP|PP|PP|..., no B-frames;


4) Fields IP|BB|BB|PP|BB|BB|PP|..., two B-frames between I/P frames;

E) Adaptive PICLEV Field/Frame Pictures (adaptively choose to code each frame as one frame or two fields)


1) IP|PP|PP|PP|PP|PP|PP|..., no B-frames;


2) IP|BB|BB|PP|BB|BB|PP|..., two B-frames between I/P frames.

For the Intra-MFFA experiment, comparisons should be either on just the first frame of the sequence, or alternately with all frames of the sequence coded as I-frames.

The quantizer QP should be held constant for all the I and P pictures in a test run.  For B pictures the quantizer parameter shall be QPb = QP + 2, where QP is the quantizer for I and P frames.
Note that in this experiment we are not ready to define the interaction with CABAC, so arithmetic coding should not be used in any of the tests.

For comparison purposes the number of prediction references for P-pictures should be 3 frames (or 6 fields), and for B-pictures the number should be 1 previous frame (2 fields) and 1 subsequent frame (2 fields).

For these tests 1/4-pel accuracy vectors are required.  RD optimization is also required.

4. Picture-Level Experiment (PICLEV)

In the Picture-level experiment we want to adopt the solution that was described in VCEG-N84 (with a minor modification).  We quote most of this section verbatim from VCEG-N84.

Using the H.263++ mechanisms of Annex W Interlaced Field Indication it is possible to support coding of interlaced material. Combining this with Annex U, in particular B-Picture Two-Picture Prediction Sub-Mode (BTPSM) allows all field pictures to address more than one prior field. The syntax changes needed to support these mechanisms within H.26L are relatively minor. 

We extend the H.26L picture header to signal interlaced field coding with a single new field, Picture Scan Form Indication (PSFI), positioned after the Picture Type (PYTPE) with 4 possible code numbers, as follows:


UVLC Code_number=0:  Progressive Frame;


UVLC Code_number=1:  Top Field Picture;




UVLC Code_number=2:  Bottom Field Picture;


UVLC Code_number=3:  Frame Picture (if display is interlaced, top field is presented first);


UVLC Code_number=4:  Frame Picture (if display is interlaced, bottom field is presented first).

Note that I’ve altered codes 0, 3, and 4 from what VCEG-N84 specified for PSFI, because we want to maintain a distinction between progressive and interlaced frames.  When a progressive frame is sent, it should be left to the decoder to decide how best to present it on an interlaced display.  But for interlaced frames the decoder needs to be told which field is first in time, and this cannot be set for the whole sequence, because it is possible for the encoder to want to switch the time ordering of the fields as it encodes the incoming material.

When PSFI is 1 or 2, it indicates that the current coded picture contains only half of the lines of the full resolution source picture from an interlaced frame.  Furthermore, in this case of interlaced field coding, each increment of the temporal reference denotes the time between the sampling of alternate half-picture fields of a picture, rather than the time between two complete frame pictures.  This is important as the temporal references are used to compute TrB and TrP for direct mode prediction in B field pictures. As in H.263++ Annex W, when sending interlaced field indications, we propose that an encoder conform to the following conventions:

1) The encoder should use a picture clock frequency (custom picture clock frequency, if necessary) such that each new field of the original source video corresponds to an increment of 1 in the temporal reference. 

2) The encoder should use a picture size (custom picture size, if necessary) such that the picture dimensions correspond to those of a single field.

Annex U B-Picture Two-Picture Prediction Sub-Mode (BTPSM) allows for the signaling of more than one possible backward reference picture through the ERPS layer of the PLUS header.  For H.26L, we propose to signal this through the Ptype field.  Currently, Ptype=4 indicates a B picture “with possibility of prediction from more than one previous decoded picture and subsequent decoded picture”. This description would seem to imply that both multiple previous and multiple subsequent reference frames are supported. However, the implementation for this Ptype in the Test Model software appears to support only multiple previous reference frames. While we would suggest to use Ptype=4 to indicate both multiple previous and multiple subsequent reference frames, we recognize that it may be beneficial to allow B pictures to be signalled with only multiple previous reference frames, as this would save the coding of the backward frame reference number for applications that do not need to take advantage of multiple subsequent reference frames. Therefore, we would clarify Ptype=4 and add a new picture type as follows:

Ptype = 4:
 B picture with possibility of prediction from more than one previous decoded picture and only one subsequent decoded picture.  When using this mode, information about the reference frame for forward prediction must be signaled for each macroblock.

Ptype = 5: B picture with possibility of prediction from more than one previous decoded picture and more than one subsequent decoded picture.  When using this mode, information about the reference frame for forward prediction as well as the reference frame for backward prediction must be signaled for each macroblock.

When coding field pictures with multiple forward and/or backward reference pictures, we propose that an encoder conform to the following conventions:

1) The encoder should update the picture buffer with the most recently decoded field picture (thus, in the case where top fields are encoded first, bottom field P pictures can be predicted from the top field of the same “frame” picture).

2) In skip mode for P field pictures, the reference picture is the most recently decoded field of the same parity (whether encoded as part of a frame picture or as a separate field picture); this is the same approach as MPEG-2 uses for skip mode in P field pictures.

3) In direct mode for B field pictures, the backward reference picture is the closest subsequent reference field of the same parity.  The forward reference picture is derived from the reference frame number of the motion vectors used in the corresponding macroblocks of the subsequent reference field of the same parity (this is also consistent with the MPEG-2 approach for skip mode in B field pictures. 

Finally, as in H.263++ Annex U, a B-Picture Selection Bit for Backward Prediction (BSBBW) must be present for B pictures when MVDBW is present and prediction from multiple subsequent decoded pictures is possible (through Ptype). It indicates the backward reference picture (in relative order) to be used for prediction as follows:


UVLC Code_number = 0: Prediction from the closest backward reference field picture 


UVLC Code_number = 1: Prediction from the second closest backward reference field picture 

The authors of VCEG-N84 have offered to provide code that implements the PICLEV experiment as they defined it in their paper, which includes all of the above except PFSI = 3.  Also the interpretation of skip and direct modes differs from that in VCEG-N84.

5. Inter Macroblock-Frame-Field-Adaptive (Inter-MFFA) Experiment

Here we define the Inter-MFFA experiment that was proposed in VCEG-N76.  For a frame picture in H.26L we want to test the efficiency of giving each non-Intra macroblock the choice of coding the whole macroblock material as frame or of coding the macroblock as two fields.  We postpone Intra macroblocks to the Intra-MFFA experiment described in the next section.

Perhaps the most straightforward way to adapt H.26L syntax for this is to modify the existing MB_Type tool to accommodate adaptive/field frame blocking. The vertical splitting of NxM motion modes 3, 4, 5, 6, 7 (Figure 1) (defined in Section 2.3 of TML-8) provides an opportunity to aggregate field lines of the same parity (top/bottom) into coding blocks on a per-macroblock basis (Figure 2).  In those modes, a new syntax element, field_mode, would follow MB_Type in the macroblock header for the applicable NxM modes.  When field_mode = 1, all lines within each sub-block of the macroblock belong to the same parity field.

More precisely, the new syntax is as follows (all elements are coded as UVLC):

Picture-level Syntax:

In the coded picture header, if PFSI = 0 or 3 (i.e. frame picture), then the syntax element enable_field_mode, follows PFSI.  If enable_field_mode = 1, then the element field_mode will be present at the macroblock layer for the relevant macroblock modes.

Macroblock-level Syntax:
If enable_field_mode = 1, and if the MB_Type (section 3.4.2) indicates NxM motion Mode 3, 4, 5, 6, or 7, then field_mode shall follow the MB_Type.  

If field_mode = 1, then blocks of macroblocks with NxM modes 3-7 shall have line organization according to Figure 2 (modes 3a, 4a, 5a, 6a, 7a respectively). A general rule: in field mode, the first half of the blocks within the macroblock shall contain the aggregated lines of the top field parity, and the second half of blocks shall contain lines of the bottom field parity.  Top field parity lines are those lines depicted in yellow in Figure 2.
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Figure 1.  Current macroblock NxM modes (redraw of VCEG-N10 Fig.2)
A pseudo-C description of the beginning of the macroblock syntax, adapted from Figure 4 of VCEG N-10 (TML-8) section 2.4.1 is as follows:
macroblock()

{



run



MB_Type

if (Intra) intra_pred_mode



else if (enable_field_mode and (Motion Mode is 3,4,5,6, or 7))

{

  field_mode

  if (Ptype is P-picture)

  {

    if (field_mode = 0) ref_frame

    else

    {

      top_field_ref_field

      bottom_field_ref_field

    }

  }

  else if (Ptype is B-picture)

  {

    if (field_mode = 0) 

    {

      forward_ref_frame

      backward ref_frame

    }

    else

    {

      top_field_forward_ref_field

      bottom_field_forward_ref_field

      top_field_backward_ref_field

      bottom_field_backward_ref_field

    }

  }

}

else

{

  if (Ptype is P-picture) ref_frame

  else if (Ptype is B-picture)

  {

    forward_ref_frame

    backward ref_frame

  }

}



...

}
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Figure 2 – NxM and field_mode combinations
Note in the pseudo-C syntax that if the macroblock is in field mode, then ref_frame is replaced by top_field_ref_field and bottom_field_ref_field for P-frames and by top_field_forward_ref_field, bottom_field_forward_ref_field, top_field_backward_ref_field, and bottom_field_backward_ref_field for B-frames.  The semantics for these various ref_field syntax elements is as follows:

Code_number
Reference field index

0
The last decoded same-parity field  (1 frame back)

1
The last decoded opposite-parity field (1 frames back)

2
same-parity field -- 2 frames back

3
opposite-parity field – 2 frames back

4
same-parity field – 3 frames back 
…

Note that after the motion prediction is applied in field mode, then the Transform and Inverse Transform and the Quantization and Scanning are also applied to the blocks in their field-organized form.

Also, we must revise the TML-8 Section 3.7.2 semantics of the prediction of motion vector components when field prediction mode is enabled for a picture.  Section 3.7.2.1 defines four prediction vectors A, B, C, D for the vector of a block E as follows:

A
The component applying to the pixel to the left of the upper left pixel in E

B
The component applying to the pixel just above the upper left pixel in E

C
The component applying to the pixel above and to the right of the upper right pixel in E

D
The component applying to the pixel above and to the left of the upper left pixel in E


If the block E is a field block, then we refine the definitions of A, B, C, D to relate to pixels of the same field as those in the block E as follows:

A
The component applying to the pixel of the same field to the left of the upper left pixel in E

B
The component applying to the pixel of the same field just above the upper left pixel in E

C
The component applying to the pixel of the same field above and to the right of the upper right pixel in E

D
The component applying to the pixel of the same field above and to the left of the upper left pixel in E

Also, if E is frame block, then any of A, B, C, or D that is a field vector must have its vertical component multiplied by two prior to prediction of the vector for E.  Conversely, if E is field block, then any of A, B, C, D that is a frame vector must have its vertical component divided by two with truncation prior to prediction of the vector for E.

Finally, we must also revise the definition of the deblocking filter in Section 4.5 of TML-8 according to whether blocks are coded as frame or field.  When the 4x4 block C below has been coded as field, then the blocks A, B, D, and E in Section 4.5.1 are 4x4 blocks formed from pixels of the same field as C.  Similarly in Sections 4.5.2 and 4.5.3 when field coding block C, then the pixels l4, l3, l2, l1, r1, r2, r3, r4, and L3, L2, L1, R1, R2, R3 are all adjacent pixels from the same field.
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Figure 3.  Modified H.26L decoder stages & flow

Decoder stages modified by adaptive block interlaced coding
Figure 3 shows the modifications in the decoder flow that are required for this experiment. Only slight changes need to be made to the MCP reference block fetching stage, and a new stage is introduced that reorganizes the reconstructed block prior to storage in the reconstructed frame buffer. 

 “Temporal prediction referencing” is modified accordingly: (1) field reference blocks (prior to sub pixel filtering performed in the “MCP” stage) are extracted from a field buffer, rather than a frame buffer. In a decoder with purely frame buffer memory organization, this may be accomplished by loading every other line over the rectangular area projected by the motion vector; (2) prediction for motion vectors maintains a set of field vector predictors to be used for consecutive runs of field coded macroblocks.
6. Intra Macroblock-Frame-Field-Adaptive (Intra-MFFA) Experiment

Here we define the Intra-MFFA experiment, which we have split apart from the Inter-MFFA experiment for ease of implementation by separate experimenters.  For a frame picture in H.26L we want to test the efficiency of giving each macroblock the choice of coding each intra macroblock as frame or of coding the intra macroblock as two fields.

On the picture level we define the syntax element enable_field_mode exactly as we defined it in the previous section.  For intra macroblock syntax we define the following:

If enable_field_mode = 1, and if the MB_Type is Intra, then field_mode shall follow the MB_Type.  

If field_mode = 1, then the pixels of the macroblock shall be re-organized according to Field Mode 3a of Figure 2 as two 16x8 blocks, where the first upper 16x8 block contains the aggregated lines of the top field parity, and the lower 16x8 block contains the lines of the bottom field parity.

Now intra prediction can proceed as in Section 3.5 of TML-8 with the stipulation that only top field pixel neighbors are use to predict top field pixels and only bottom field pixel neighbors are used to predict bottom field pixels.

Thus when a 4x4 field block is to be intra coded (pixels labelled a to p below), the pixels A to I from neighbouring blocks that are used for prediction are the closest pixels of the same field as pixels a to p in the block.  In particular, pixels I, A, B, C, D are from the closest line above the block from the same field, and pixels E, F, G, H are pixels from the same field on the left.


Similarly, we revise the 16x16 intra prediction mode defined in TML-8 Section 5.9.1 to have a 16x8 field prediction mode, where the predictors P(i, -1), I=0,…,15 are from the line of the same field above the 16x8 block, and there are only eight predicting pixels on the left, P(-1,i), I=0,…,7, from the same field.  The equations for IMODE = 1, 2, 3 are then revised in the obvious way.

Note that the deblocking filter for Intra-MFFA must also be made field/frame adaptive as defined in the Inter-MFFA section above.

7. Ref-for-each-MV Experiment

As a simpler alternative to the Inter-MFFA experiment, Michael Gallant has proposed the Ref-for-each-MV experiment, where for each macroblock each motion vector will have its own ref_frame (or ref_field for fields) element (rather than sharing a single ref_frame for the whole macroblock as in the current TML-8 syntax).  The syntax on the picture level is the PICLEV syntax defined in Section 4 above, so this syntax would apply to both frames and fields.

A pseudo-C description of the macroblock syntax, adapted from Figure 4 of VCEG N-10 (TML-8) section 2.4.1 is as follows:
macroblock()

{



run



MB_Type

if (Intra) intra_pred_mode



for (I=0; I < number of motion vectors for the macroblock; I++)

{

  ref_frame[I]

  MVD[I]

}

CBP



...

}
8. Concluding Remarks

We have defined four experimental implementations for H.26L interlaced coding in this document, the PICLEV experiment, the Inter-MFFA experiment, the Intra-MFFA experiment, and the Ref-for-each-MV experiment.  We are particularly interested in the following comparisons:

1) Comparison of PICLEV field coding against anchor frame coding.  This was demonstrated in VCEG-N84, but we want to provide the software to everyone for further testing.

2) Comparison of Inter-MFFA coding of frames against PICLEV field coding.

3) Comparison of Ref-for-each-MV coding of frames or fields against the Inter-MFFA coding and also against PICLEV field coding.

4) Comparison of Intra-MFFA coding of frames against the anchor frame coding of intra frames.

With these four comparisons we should be able to sort out the level of support that is efficient for the coding of interlaced material in H.26L.

9. Patent Statement

The contributor is not aware of any issued, pending, or planned patents associated with the technical content of this proposal.  However, since the macroblock field/frame coding here is adapted from MPEG-2 [4], this method may inherit some of the intellectual property issues that apply to MPEG-2.
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