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1. Summary

We propose a new set of INTER prediction modes where the number of motion vectors available in a macroblock (MB) are up to two
 while maintaining prediction efficiency. A set of flexible MB segmentation patterns has been introduced to adapt various types of motion contained in MB region with few motion vectors. According to our experiments, our proposal outperforms the current TML8 over wide range of bitrates. Especially coding gain for the video content including active motion is up to about 10%. From the viewpoint of syntax modification, quite a few modifications of current MB layer syntax will be required.

2. Background of the proposal

Video coding standards so far including H.26L work[1] have adopted MB based motion model since it provides reasonable trade-off between implementation complexity and prediction performance. In H.263[2] and MPEG-4[3] standards, it has been allowed that an MB is partitioned into four square sub-segments each of which has different motion (INTER4V mode). This approach enables to represent motion which lies across multiple MBs, and can improve prediction performance at the MB containing portions of multiple objects or the area where there is highly complicated motion. On the other hand, four motion vectors have to be transmitted as additional overhead information of an MB. Its overhead, however, can be small by introducing  motion vector search strategy which smoothes motion field without significant loss of prediction performance. 

The design policy of H.26L coding scheme can be considered to be 
different from that of these previous video coding standards. It predicts input frame as fine as possible using a large set of prediction tools, that results in
 large amount of overhead bits. In this sense, motion estimation process has to decide “best” solution in terms of the balance between overhead bits (motion vector, ref_frame flag, intra_pred_modes) and the degree of prediction error reduction, as implemented in TML encoder. This property of H.26L design may lose its advantage in the case of high compression ratio where transmissible overhead information have to be reduced. We observed that INTER prediction modes whose MC unit is relatively large block(e.g. 16x16, 16x8, 8x16) are frequently chosen at lower bitrate coding using TML8. Since H.26L employs small-size block as residual transform coding, many EOB codes have to be transmitted if the prediction performance is degraded, which makes residual coding inefficient. 

We would like to solve this problem of current TML specification by introducing low-overhead INTER prediction modes which maintains prediction performance. This solution can improve coding efficiency of TML especially for the compression of the video sequences including active motions.

3. Proposed set of INTER prediction modes

3.1. Motion model

In this contribution, a new set of INTER prediction modes which improves prediction efficiency with small number of motion vectors is proposed. We restrict the number of motion vectors available in an MB to up to two, and introduce more flexible MB segmentation patterns as INTER prediction modes. Figure 1 illustrates proposed set of INTER prediction modes. White and gray area shows “motion segments” in an MB, and the order of motion vector transmission(motion vector for white segment is sent first). Mode0 is 16x16 unit MC mode which is completely the same with current TML’s 16x16 MC mode. Other modes can use two motion vectors in an MB, and the allocation of two motion vectors are different each other. 
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Figure 1: Proposed set of INTER prediction modes.

The first feature of this mode set is to introduce unbalance and diagonal segmentations of the MB. These modes allow to capture various motions across multiple MBs or adapt to motion discontinuity caused by object boundary lies in an MB. Secondly, the smallest unit of motion vector allocation is 4x4 block for all modes. This ensures that any 4x4 block does not contain motion boundary, thus the residual signal to be transformed by 4x4 DCT should not suffer from signal discontinuity. Thirdly, we allow all modes using two motion vectors to use different reference frame for each segment. The overhead due to additional ref_frame flag is twice compared to current TML’s modes using two motion vectors. We observed that this additional bits make the prediction performance of the proposed mode set efficient in spite that it is not true for current TML’s prediction modes[4]. It is noted that this proposal does not request any changes to INTRA modes.

3.2. Syntax

Figure 2 shows the MB syntax diagram required to incorporate the proposed mode set into TML. Basically, there are two points. One is the replacement of the current TML’s INTER prediction modes(e.g. 16x8, 8x16, 8x8, 8x4, 4x8, 4x4) into the proposed modes. This can be done by the modification of MB type definition as shown in Table 1. The other is to allow ref_frame flag transmission associated with each motion vector. It is noted that there is no changes on texture coding part.
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Figure 2: MB Syntax diagram for the proposed mode set.

Table 1: UVLC table for MB type.

	Code_

number
	MB_Type

	
	Intra
	Inter

	0
	Intra4x4
	Mode0

	1
	0,0,03
	Mode1

	2
	1,0,0
	Mode2

	3
	2,0,0
	Mode3

	4
	3,0,0
	Mode4

	5
	0,1,0
	Mode5

	6
	1,1,0
	Mode6

	7
	2,1,0
	Mode7

	8
	3,1,0
	Mode8

	9
	0,2,0
	Mode9

	10
	1,2,0
	Mode10

	11
	2,2,0
	Mode11

	12
	3,2,0
	Mode12

	13
	0,0,1
	Mode13

	14
	1,0,1
	Mode14

	15
	2,0,1
	Intra4x4

	16
	3,0,1
	0,0,03

	17
	0,1,1
	1,0,0

	18
	1,1,1
	2,0,0

	19
	2,1,1
	3,0,0

	20
	3,1,1
	0,1,0

	21
	0,2,1
	1,1,0

	22
	1,2,1
	2,1,0

	23
	2,2,1
	3,1,0

	24
	3,2,1
	0,2,0

	25
	
	1,2,0

	26
	
	2,2,0

	27
	
	3,2,0

	28
	
	0,0,1

	29
	
	1,0,1

	30
	
	2,0,1

	31
	
	3,0,1

	32
	
	0,1,1

	33
	
	1,1,1

	34
	
	2,1,1

	35
	
	3,1,1

	36
	
	0,2,1

	37
	
	1,2,1

	38
	
	2,2,1

	39
	
	3,2,1

	40
	
	

	
	
	


3.3. Motion Vector Prediction

Motion vector of each segment is predicted and its prediction error is encoded as in TML8. Considering the context on motion continuity between adjacent MBs, we have identified specific predictor depending on each segment of each mode(Figure 3). If the segment containing one of these specific predictors is INTRA coded or using different reference frame from that of the predicted segment, median prediction is performed.
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Figure 3: Specific motion vector predictor.

4. Experimental Results
4.1. Motion Estimation

In this simulation, we conducted TML based motion estimation. For each mode, the best motion vector is found for each segment by using pseudo R-D cost based process specified in Section 6.1 of TML8. In the case of prediction modes where two motion vectors are available in an MB, a segment in an MB can take different reference frame from that of the other segment. Pseudo R-D cost should take additional bits for ref_frame flag into account during this process. Motion vector predictor determined by the rule in Section 3.3 is used as the start point of motion vector search.

4.2. Simulation Conditions

All experiments in this contribution have been performed for P-frame coding. The anchor codec software is TML8.0 which was used for MPEG new tool submission[5]. We used UVLC as entropy coding. 1/8 pel MC was also used and the number of multiple reference frames was set to 5. There are no differences on texture coding part between TML8 and our scheme.

This simulation has been done for four test sequences(Foreman, Stefan, Tempete, Coastguard) at relatively lower bitrate range(Qp=16,20,24,28). 1st frame is encoded by I-frame coding with Qp=10 for all test conditions. These data were plotted to form R-D curves, and at the same time, avsnr4 was used to obtain the quantitative data on the difference of R-D curve between TML8 and our scheme. We have also implemented our scheme into High-Complexity mode of TML8.

4.3. Results

R-D curves for all test sequences in both Low-Complexity Mode and High-Complexity Mode are shown in the attached Excel file (VCEG-N45.xls). Quantitative values on the R-D performance difference obtained by avsnr4[6] are listed in Table 2. These data show that 1) the coding scheme using the proposed mode set outperforms TML8 over whole range of the evaluated bitrates, 2) the coding gain is getting significant for highly active video content such as Stefan. Actually, this kind of property of the video content should appear in most entertainment class sequences including live sports, movies and so on. In this sense, the improvement of the coding performance by introducing the proposed mode set will be quite valuable for actual visual services. 

Figure 4 shows coding results for Stefan over wider range of bitrates. Although TML can use many motion vectors to reduce prediction error at higher bitrates, R-D performance of the proposed scheme still outperforms that of TML. It should be concluded that, from this observation, the proposed INTER prediction modes maintains prediction performance with reduced number of motion vectors.

As for the complexity issue, we investigated run time of both codecs on Pentium4 1.7GHz PC, and found that the decoder which uses the proposed mode set is as fast as that of TML8. At the encoder side, it is required to evaluate 15 modes to find the best operating point. The motion estimation process, however, can pre-calculate and store all SADs for 4x4 blocks as implemented in TML, thus the encoder complexity should almost be the same as that of TML.

Table 2: Quantitative difference of R-D performance.

	Sequence
	Resolution
	Coding Mode
	Diff.bits(%)
	Diff.PSNR(dB)

	Foreman
	QCIF/10fps
	LC
	-5.68
	+0.36

	Stefan
	QCIF/10fps
	LC
	-8.88
	+0.56

	Coastguard
	QCIF/10fps
	LC
	-4.24
	+0.18

	Tempete
	QCIF/10fps
	LC
	-5.03
	+0.29

	Foreman
	CIF/15fps
	LC
	-4.00
	+0.23

	Stefan
	CIF/15fps
	LC
	-8.85
	+0.55

	Coastguard
	CIF/15fps
	LC
	-3.57
	+0.14

	Tempete
	CIF/15fps
	LC
	-4.77
	+0.23

	Foreman
	QCIF/10fps
	HC
	-4.89
	+0.30

	Stefan
	QCIF/10fps
	HC
	-10.10
	+0.65

	Coastguard
	QCIF/10fps
	HC
	-4.09
	+0.17

	Tempete
	QCIF/10fps
	HC
	-4.09
	+0.24

	Foreman
	CIF/15fps
	HC
	-4.08
	+0.21

	Stefan
	CIF/15fps
	HC
	-8.79
	+0.54

	Coastguard
	CIF/15fps
	HC
	-3.39
	+0.13

	Tempete
	CIF/15fps
	HC
	-4.10
	+0.20
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Figure 4: R-D curve for Stefan over wide range of bitrates(QCIF,10fps,LC mode).
5. Conclusion
The proposed set of low-overhead INTER prediction modes was evaluated experimentally. It has been shown that the proposed INTER prediction modes clearly improves coding efficiency up to 10% for various test sequences including active motions over wide range of bitrates. This proposal could be considered to be incorporated into next version of TML.

6. Legal Statement

NTT DoCoMo has intellectual property related to this contribution and has chosen to subscribe to subclause 2.2 of the ITU-T patent policy under the condition of reciprocity.
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