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Introduction

SP-frames[1],[2] have been adopted in H.26L-TML at the Austin meeting. The main property of SP-pictures is that it makes use of motion compensated predictive coding to exploit temporal redundancy in the sequence while still allowing identical reconstruction of the frame even when different reference frames are used. This feature provides functionalities for bitstream switching, splicing, random access, error recovery, error resiliency, fast forward and fast backward. In this document, we provide further information on how the features of SP-frames can be exploited in specific applications. Example sequences will be provided at the Santa Barbara meeting to illustrate SP-frames in bitstream switching, splicing and error resiliency.

Bitstream switching

Figure 1 depicts an example how to utilize SP frames to switch between different bitstreams. Assume that there are two bitstreams corresponding to the same sequence encoded at different bitrates and/or at different temporal/spatial resolutions. Within each encoded bitstream, SP-pictures are placed at the locations at which to allow switching from one bitstream to another (pictures S1 and S2 in Figure 1). Furthermore, for each SP-frame in each bitstream, there are multiple corresponding SP-frames, called secondary representations, e.g., S12  in Figure 1, that would be sent only during bitstream switching or random access. For example, S2 (S12 ) in Figure 1 uses the previously reconstructed frames from bitstream 2 (1) as the reference frames, however their reconstructed values are identical. Note that S12-picture will be transmitted only when there is switching from bitstream 1 to bitstream 2.
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Figure 1 Switching between bitstreams 1 and 2 using SP-pictures.

Splicing and Random Access

The bitstream switching example discussed earlier considers bitstreams belonging to the same sequence of images. However, this is not necessarily the case for other applications where bitstream switching is needed. Examples include: switching between bitstreams arriving from different cameras capturing the same event but from different perspectives, or cameras placed around a building for surveillance; switching to local/national programming or insertion of commercials in TV broadcast, etc.

When switching occurs between bitstreams that belong to different sequence of images, note that this would only affect encoding of the SP-frames that would be used to switch between bitstreams, i.e., S12 in Figure 1. Specifically, motion-compensated prediction of frames from a sequence using reference frames from another sequence will not be as efficient as in the case when both bitstreams belong to the same sequence and I-frame encoding for these switching frames could be more efficient. Again, from the features of SP-frames, this can be achieved by an SP-frame representation that does not use any reference frames. This is illustrated in Figure 2 where the switching frame is referred as SI2 to denote that it is an I-frame that identically reconstructs the corresponding SP-frame S2. Note also that this example becomes simply a random access to a bitstream and has further implications in error recovery and resiliency which will be described in the following.
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Figure 2 Splicing using SP-frames.
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Figure 3 SP-frames in error resiliency/recovery.

Error recovery

Multiple representations of a single frame in the form of SP-frames predicted from different reference pictures, e.g., the immediate previously reconstructed frames and a reconstructed frame further back in time, can be used to increase error resilience and/or error recovery. Now, consider the case when an already encoded bitstream is being streamed and there has been a packet loss leading to a frame or slice loss. The client signals the lost frame to the sender which then responds by sending one of the secondary representations of the next SP-frame. This secondary representation, e.g., S12 in Figure 3, uses reference frames that have been already received by the client. For slice based packetization and delivery, the sender could further estimate the slices that would be affected by such a slice/frame loss and update only those slices in the next SP-frame with their secondary representations. 

Similarly, as argued earlier in the discussion of splicing, another representation of the SP-frame can be generated without using any reference frames, i.e., intra-frame SI2 in Figure 3. In this case, the sender would send the intra-frame representation, i.e., SI2 instead of S2 to stop the error propagation. This approach could also be easily extended for slice-based encoding/packetization. More specifically, the server sends the slices, in the next SP-frame, that would be affected by the packet loss, in intra mode. 

Summary

We have described the application of SP-pictures in bitstream switching, splicing, random access, error recovery and error resiliency. Example sequences will be provided at the Santa Barbara meeting to illustrate SP-frames in these applications.
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