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Introduction

Video codecs will be a key component in 3G mobile devices. Therefore, the interest in the H.26L standardization effort is tremendous. However, the properties of the mobile transmission environment and the limited resources in mobile devices require a careful selection of coding options. Video on mobile devices can be used in several applications. The nature and requirements of the different applications obviously differ significantly in several aspects. Therefore, the identification of applications and the specification of characteristics will be beneficial in the definition of profile and levels in H.26L. Three applications are of relevance and we request the video experts to take into account the constraints in mobile transmission environments in the standardization of H.26L. We will provide a brief textual description of the application as well as some general conditions. Also, some specific details on technical data and on transport characteristics of 3GPP wireless systems will be worked out. We also provide references to the relevant 3GPP technical specifications. The referenced documents are attached to this contribution. We focus on low end receivers like mobile handheld devices. Obviously, the 3GPP transport system can also be used to transmit video to more powerful devices like palmtops/laptops or screens in vehicles. These would allow to increase the available computational resources but the transport characteristics are similar. Therefore, for different devices a specification of levels is appropriate. 

Multimedia Applications in 3GPP

Circuit Switched Multimedia Telephony Service (3G-324M)

A general description of this service is given in 3GPP TS 26.110 [1]. 3G-324M terminals provide real-time video, audio, or data, in any combination, including none, over 3GPP circuit-switched, radio networks. They are based on ITU-T H.324 with Annex C. Communication may be either 1-way or 2-way. Such terminals may be part of a portable device or integrated into an automobile or other non-fixed location device. They may also be fixed, stand-alone devices; for example, a video telephone or kiosk. 3G-324M terminals may also be integrated into PCs and workstations. In addition to 3G-324M to 3G-324M communication, interoperation with other types of multimedia telephone terminals is possible, however a gateway may be required.

Multipoint communication between more than two 3G-324M terminals is possible using a Multipoint Communication Unit (MCU). MCU functionality is for further study. 3G-324M terminals are based on ITU-T H.324 with Annex C. For performance reasons and to define the call set-up procedures, some modifications to H.324 were made. These are described in 3GPP TS 26.111 [2]. Because of the many options in H.324, an implementor’s guide, 3GPP TR 26.911 [3], provides preferred options for 3G-324M implementations.
Transparent End-to-End Packet Switched Streaming Service (PSS)

A general description of this service is provided in 3GPP TS 26233 [4], the used codecs and protocols are specified in 3GPP TS 26.234 [5].  This service covers the downlink streaming of video and/or audio and other media types. The Multimedia Messaging Service (MMS)  mandates the usage of this service if streaming is required. PSS specifies the terminal, whereby also a file format (MPEG4’s MP4) is defined for download of multimedia content or for storage on server. Continuous media (voice, audio and streaming video) have to be transported over IP/UDP/RTP, static media such as still image have to use IP/TCP/HTTP mechanism. However, if coded video is sent entirely to the far end before it is displayed, the static media transmission is used. We refer to this application as multimedia messaging service (MMS). 
Packet Switched Conversational Multimedia Applications (PSC)

Document 3GPP TS 26.235 [6] contains a specification for default multimedia codecs to be used within 3GPP specified IP Multimedia Subsystem (IM Subsystem). 3GPP decided to follow the IETF protocols and not to support ITU’s H.323. The PSC assumes to use SIP as call control and then to transmit end-to-end audio, video or other media. No further relevant information is available at the point.

Technical Data of Mobile Devices

This section provides a rough estimation of the available resources on a mobile handheld device. Some performance measures of ARM cores for current MPEG-4/H.263 solution are presented in Table 1. For rough estimations of the performance in about two years a multiplication of numbers by two should be a good guess how the lowest level for mobile devices should be specified. For a full duplex scenario the processor can only use about 30 MHz including all post processing.

Table 1 Performance of ARM Core (720T / 920T)

	
	Screen Size
	FPS
	RAM
	ROM
	MHz

	Decoder
	QCIF
	15
	100 kB
	60 kB
	60

	Decoder
	CIF
	15
	350 kB
	60 kB
	40

	Encoder
	QCIF
	15
	340 kB
	100 kB
	90

	Full-Duplex
	QCIF
	15
	450 kB
	130 kB
	120


Transport Characteristics and Test Conditions

Circuit Switched Multimedia Telephony Service (3G-324M)

The simulation for data transmission based on the current mobile test conditions according to document Q15-I-60 are appropriate. Therefore, we encourage the group to apply these test conditions in the evaluation of the upcoming H.26L standard. The provision of anchor streams to show the expected quality under these conditions would be beneficial especially if limited computational resources are taken into account.

Transparent End-to-End Packet Switched Streaming Service (PSS)

No appropriate test conditions are available up to this point for the PSS service within the H.26L standardization. However, for evaluation and testing of a potential H.323 Annex I document AVD-2059 [7] provides test conditions suitable for the transmission of IP packets over 3GPP bearers. A simplified test model similar to the pseudomux scenario presented in Q15-I-60 could be used in the standardization of H.26L based on the detailed description in AVD-2059. If the group sees a common interest on testing this application in more detail within the H.26L standardization an appropriate test software will be provided.
Conclusions

This contributions provides information on relevant 3GPP mobile applications especially for low end receivers. We encourage the video coding experts within H.26L to take into account the computational limitations on mobile devices as well the transport characteristics. We propose to define common test conditions for at least two 3GPP applications and to provide anchor streams.
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Foreword



The 3rd Generation Partnership Project (3GPP) Technical Specification Group (TSG) Services and Systems Aspects has produced this Technical Specification (TS).



The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:



Version x.y.z



where:



x
the first digit:



1
presented to TSG for information;



2
presented to TSG for approval;



3

or greater indicates TSG approved document under change control.



y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.



z
the third digit is incremented when editorial only changes have been incorporated in the specification;



The 3GPP packet-switched streaming service (PSS) specification consists of two 3G TSs; 3GPP TS 26.234 "Transparent end-to-end packet switched streaming service (PSS); Protocols and codecs" [1] and the present document. The present document provides an overview of the 3GPP PSS and [1] specifies the set of PSS protocols and codecs used by the service.



Introduction



Streaming refers to the ability of an application to play synchronised media streams like audio and video streams in a continuous way while those streams are being transmitted to the client over a data network. 



Applications, which can be built on top of streaming services, can be classified into on-demand and live information delivery applications.  Examples of the first category are music and news-on-demand applications. Live delivery of radio and television programs are examples of the second category.



Streaming over fixed-IP networks is already a major application today. While IETF and W3C have developed a set of protocols used in fixed-IP streaming services, no complete standardised streaming framework has yet been defined. For 3G systems, the 3G packet-switched streaming service (PSS) fills the gap between 3G MMS, e.g. downloading, and conversational services. 



PSS enables mobile streaming applications, where the protocol and terminal complexity is  lower than for conversational services, which in contrast to a streaming terminal require media input devices, media encoders and more complex protocols.



This document describes the transparent 3G packet-switched streaming services (3G PSS) on a general application level. 



1
Scope



The present document contains a general description of a transparent packet-switched streaming service in 3G networks. In particular, it defines the usage scenarios, overall high level end-to-end service concept, and lists terminal related functional components. It also lists any identified service interworking requirements.  PSS protocols and codecs are defined in [1].



2 References



The following documents contain provisions, which, through reference in this text, constitute provisions of the present document.



-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.



-
For a specific reference, subsequent revisions do not apply.



-
For a non-specific reference, the latest version applies.



This specification may contain references to pre-Release-4 GSM specifications.  These references shall be taken to refer to the Release 4 version where that version exists. Conversion from the pre-Release‑4 number to the Release 4 (onwards) number is given in subclause 6.1 of 3GPP TR 41.001[2].



[1]
3GPP TS 26.234:"Transpatent end-to-end packet switched streaming services, Protocols and codecs".



[2]
3GPP TR 41.001: "GSM Release specifications".



[3]
3GPP TS 22.140: " Multimedia Messaging Service".



[4]
3GPP TS 23.140: "Multimedia Messaging Service (MMS); Functional description; Stage 2".



[5]
3GPP TS 23.060: "General Packet Radio Service (GPRS); Service description; Stage 2".



3
Abbreviations



For the purposes of the present document, the following abbreviations apply



DRM
Digital Rights Management



GIF

Graphics Interchange Format



HTML
HyperText Markup Language



IETF

Internet Engineering Task Force



IP

Internet Protocol



MMS

Multimedia Messaging Service



PDP
Packet Data Protocol



PSS

Packet-switched Streaming Service



RAB
Radio Access Bearer



RFC

IETF Request For Comments



RTP

Real-time Transport Protocol



RTSP

Real-Time Streaming Protocol 



SDP

Session Description Protocol



TCP

Transport Control Protocol



UDP

User Datagram Protocol



URI
Universal Resource Identifier



WAP
Wireless Application Protocol



WWW
World Wide Web



4
Usage scenarios



4.1
Applications



The streaming platform supports a multitude of different applications including streaming of news at very low bitrates using still images and speech, music listening at various bitrates and qualities, video clips and watching live sports events.



4.2
Use case descriptions



4.2.1
Simple streaming



The simple streaming service includes a basic set of streaming control protocols, transport protocols, media codecs and scene description protocol. In this simple case, there is neither explicit capability exchange, nor any encryption or digital rights management.



A mobile user gets a URI to specific content that suits his or her terminal. This URI may come from a WWW-browser, a WAP-browser, or typed in by hand.  This URI specifies a streaming server and the address of the content on that server. An application that establishes the multimedia session shall understand a Session Description Protocol (SDP) file. The SDP file may be obtained in a number of ways. It may be provided in a link inside the HTML page that the user downloads, via an embed tag. It may also be directly obtained by typing it as a URI. It may also be obtained through RTSP signalling via the DESCRIBE method. The SDP file contains the description of the session (session name, author, …), the type of media to be presented, and the bitrate of the media. 



The session establishment is the process in which the browser or the mobile user invokes a streaming client to set up the session against the server. The UE is expected to have an active PDP context in accordance with [5] or other type of radio bearer that enables IP packet transmission at the start of session establishment signalling. The client may be able to ask for more information about the content. The client shall initiate the provisioning of a bearer with appropriate QoS for the streaming media. Sessions containing only non-streamable content such as a SMIL file, still images and text to form a time-synchronised presentation don't require use of SDP file in session establishment. The set up of the streaming service is done by sending an RTSP SETUP message for each media stream chosen by the client. This returns the UDP and/or TCP port etc. to be used for the respective media stream. The client sends a RTSP PLAY message to the server that starts to send one or more streams over the IP network.



This case is illustrated below in figure 1. 
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Figure 1: Schematic view of a simple streaming session



Note:
These messages are one example of how to establish and terminate the bearer with the desired QoS. Other alternatives exist, e.g., an existing PDP context might be modified.



4.2.2
Other streaming cases



Extended streaming service will support all features defined for the simple streaming case in a fully backwards compatible manner, and  may additionally include more advanced service features, such as capability exchange, interworking with core network services, security and Digital Rights Management. This extended set of PSS features can be specified in future 3GPP Releases.



5
General service architecture



Figure 2 shows the most important service specific entities involved in a 3G packet -switched streaming service. A streaming service requires at least a content server and a streaming client. A streaming server is located behind the Gi interface. Additional components like portals, profile servers, caching servers and proxies located behind the Gi interface might be involved as well to provide additional services or to improve the overall service quality.


Portals are servers allowing convenient access to streamed media content. For instance, a portal might offer content browse and search facilities. In the simplest case, it is simply a Web/WAP-page with a list of links to streaming content. The content itself is usually stored on content servers, which can be located elsewhere in the network. 



User and terminal profile servers are used to store user preferences and terminal capabilities. This information can be used to control the presentation of streamed media content to a mobile user.
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Figure 2: Network elements involved in a 3G packet switched streaming service 



6
Functional components of a PSS terminal



This chapter lists the 3G packet-switched streaming service components, which belong to the terminal. Note that not all of the components need to be mandatory. The functional behaviour of the different components is discussed in the following.



6.1
Session protocols and data transport



Protocols are needed for PSS session establishment, session setup, session control, scene description, and data transport of streaming media and other data. The PSS protocols to be used are specified in [1]. 



Note that for the simple streaming case defined in subclause 4.2.1, no specific capability exchange protocol in addition to the session description mechanism is required. More complex streaming services with detailed capability exchange mechanism can be specified in future 3GPP Releases.



6.2
Codecs



Codecs are needed for speech, audio, video, still images, bitmap graphics, and text. The codecs to be used are specified in [1]. Vector graphics belongs to the extended PSS features and is expected to be specified in future 3GPP Release.



7
File format



The file format is an important element of the content manipulation chain. Conceptually, there is a difference between the coding format and the file format. The coding format is related to the action of a specific coding algorithm that codes the content information into a codestream. The file format is instead a way of organising the prestored codestream in such way that it can be accessed for local decoding and playback, or transferred as a file on different media, or streamed over different transport. Some file formats are optimised for one or more of these functions, others aim instead at achieving a higher flexibility.



When a single media type is involved, the coding and the file format are often considered, and referred to, as a single entity. When multimedia information is involved, instead, it is appropriate to maintain, at least conceptually, the distinction between these two instances.  The file format can play an important role in facilitating the organisation and the access to the coded information, independently of the specific coding formats.



The clause 9 in [1] specifies how the 3GPP MMS [3] shall utilise a file format. The format is specified in order to enable standardised content transport chain that enables downlink streaming of MMS messages. See also clause 8.2.



8
Interworking with other core network services



8.1
Interworking with WAP



Not required.



8.2
Interworking with MMS



TS 23.140 [4] defines a new optional feature for the MMS, which enables streaming of the MMS messages by the message recipient. The MMS streaming option uses the codecs and protocols in accordance with TS 26.234. 



Additionally, [4] mandates the use of the interchange format recommendation specified in 26.234, clause 9 for MMS purposes.



8.3
Interworking with charging/billing services



Interworking with charging/billing services can be part of the extended PSS. 



9
Security



Streaming security mechanisms can be part of the extended PSS. 



10
Digital Rights Management



Standardisation of 3G PSS needs to be aligned with standardised or industry solutions for media rights management. An appropriate DRM framework can be part of the extended PSS. 
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Foreword



The 3rd Generation Partnership Project (3GPP) Technical Specification Group (TSG) Services and Systems Aspects has produced this Technical Specification (TS).



The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:



Version x.y.z



where:



x
the first digit:



1
presented to TSG for information;



2
presented to TSG for approval;



3

or greater indicates TSG approved document under change control.



y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.



z
the third digit is incremented when editorial only changes have been incorporated in the specification;



The 3GPP packet-switched streaming service (PSS) specification consists of two 3G TSs; 3GPP TS 26.234 "Transparent end-to-end packet switched streaming service (PSS); Protocols and codecs" [1] and the present document. The present document provides an overview of the 3GPP PSS and [1] specifies the set of PSS protocols and codecs used by the service.



Introduction



Streaming refers to the ability of an application to play synchronised media streams like audio and video streams in a continuous way while those streams are being transmitted to the client over a data network. 



Applications, which can be built on top of streaming services, can be classified into on-demand and live information delivery applications.  Examples of the first category are music and news-on-demand applications. Live delivery of radio and television programs are examples of the second category.



Streaming over fixed-IP networks is already a major application today. While IETF and W3C have developed a set of protocols used in fixed-IP streaming services, no complete standardised streaming framework has yet been defined. For 3G systems, the 3G packet-switched streaming service (PSS) fills the gap between 3G MMS, e.g. downloading, and conversational services. 



PSS enables mobile streaming applications, where the protocol and terminal complexity is  lower than for conversational services, which in contrast to a streaming terminal require media input devices, media encoders and more complex protocols.



This document describes the transparent 3G packet-switched streaming services (3G PSS) on a general application level. 



1
Scope



The present document contains a general description of a transparent packet-switched streaming service in 3G networks. In particular, it defines the usage scenarios, overall high level end-to-end service concept, and lists terminal related functional components. It also lists any identified service interworking requirements.  PSS protocols and codecs are defined in [1].



2 References



The following documents contain provisions, which, through reference in this text, constitute provisions of the present document.



-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.



-
For a specific reference, subsequent revisions do not apply.



-
For a non-specific reference, the latest version applies.



This specification may contain references to pre-Release-4 GSM specifications.  These references shall be taken to refer to the Release 4 version where that version exists. Conversion from the pre-Release‑4 number to the Release 4 (onwards) number is given in subclause 6.1 of 3GPP TR 41.001[2].



[1]
3GPP TS 26.234:"Transpatent end-to-end packet switched streaming services, Protocols and codecs".



[2]
3GPP TR 41.001: "GSM Release specifications".



[3]
3GPP TS 22.140: " Multimedia Messaging Service".



[4]
3GPP TS 23.140: "Multimedia Messaging Service (MMS); Functional description; Stage 2".



[5]
3GPP TS 23.060: "General Packet Radio Service (GPRS); Service description; Stage 2".



3
Abbreviations



For the purposes of the present document, the following abbreviations apply



DRM
Digital Rights Management



GIF

Graphics Interchange Format



HTML
HyperText Markup Language



IETF

Internet Engineering Task Force



IP

Internet Protocol



MMS

Multimedia Messaging Service



PDP
Packet Data Protocol



PSS

Packet-switched Streaming Service



RAB
Radio Access Bearer



RFC

IETF Request For Comments



RTP

Real-time Transport Protocol



RTSP

Real-Time Streaming Protocol 



SDP

Session Description Protocol



TCP

Transport Control Protocol



UDP

User Datagram Protocol



URI
Universal Resource Identifier



WAP
Wireless Application Protocol



WWW
World Wide Web



4
Usage scenarios



4.1
Applications



The streaming platform supports a multitude of different applications including streaming of news at very low bitrates using still images and speech, music listening at various bitrates and qualities, video clips and watching live sports events.



4.2
Use case descriptions



4.2.1
Simple streaming



The simple streaming service includes a basic set of streaming control protocols, transport protocols, media codecs and scene description protocol. In this simple case, there is neither explicit capability exchange, nor any encryption or digital rights management.



A mobile user gets a URI to specific content that suits his or her terminal. This URI may come from a WWW-browser, a WAP-browser, or typed in by hand.  This URI specifies a streaming server and the address of the content on that server. An application that establishes the multimedia session shall understand a Session Description Protocol (SDP) file. The SDP file may be obtained in a number of ways. It may be provided in a link inside the HTML page that the user downloads, via an embed tag. It may also be directly obtained by typing it as a URI. It may also be obtained through RTSP signalling via the DESCRIBE method. The SDP file contains the description of the session (session name, author, …), the type of media to be presented, and the bitrate of the media. 



The session establishment is the process in which the browser or the mobile user invokes a streaming client to set up the session against the server. The UE is expected to have an active PDP context in accordance with [5] or other type of radio bearer that enables IP packet transmission at the start of session establishment signalling. The client may be able to ask for more information about the content. The client shall initiate the provisioning of a bearer with appropriate QoS for the streaming media. Sessions containing only non-streamable content such as a SMIL file, still images and text to form a time-synchronised presentation don't require use of SDP file in session establishment. The set up of the streaming service is done by sending an RTSP SETUP message for each media stream chosen by the client. This returns the UDP and/or TCP port etc. to be used for the respective media stream. The client sends a RTSP PLAY message to the server that starts to send one or more streams over the IP network.



This case is illustrated below in figure 1. 
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Figure 1: Schematic view of a simple streaming session


Note:
These messages are one example of how to establish and terminate the bearer with the desired QoS. Other alternatives exist, e.g., an existing PDP context might be modified.


4.2.2
Other streaming cases



Extended streaming service will support all features defined for the simple streaming case in a fully backwards compatible manner, and  may additionally include more advanced service features, such as capability exchange, interworking with core network services, security and Digital Rights Management. This extended set of PSS features can be specified in future 3GPP Releases.



5
General service architecture



Figure 2 shows the most important service specific entities involved in a 3G packet -switched streaming service. A streaming service requires at least a content server and a streaming client. A streaming server is located behind the Gi interface. Additional components like portals, profile servers, caching servers and proxies located behind the Gi interface might be involved as well to provide additional services or to improve the overall service quality.


Portals are servers allowing convenient access to streamed media content. For instance, a portal might offer content browse and search facilities. In the simplest case, it is simply a Web/WAP-page with a list of links to streaming content. The content itself is usually stored on content servers, which can be located elsewhere in the network. 



User and terminal profile servers are used to store user preferences and terminal capabilities. This information can be used to control the presentation of streamed media content to a mobile user.
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Figure 2: Network elements involved in a 3G packet switched streaming service 



6
Functional components of a PSS terminal



This chapter lists the 3G packet-switched streaming service components, which belong to the terminal. Note that not all of the components need to be mandatory. The functional behaviour of the different components is discussed in the following.



6.1
Session protocols and data transport



Protocols are needed for PSS session establishment, session setup, session control, scene description, and data transport of streaming media and other data. The PSS protocols to be used are specified in [1]. 



Note that for the simple streaming case defined in subclause 4.2.1, no specific capability exchange protocol in addition to the session description mechanism is required. More complex streaming services with detailed capability exchange mechanism can be specified in future 3GPP Releases.



6.2
Codecs



Codecs are needed for speech, audio, video, still images, bitmap graphics, and text. The codecs to be used are specified in [1]. Vector graphics belongs to the extended PSS features and is expected to be specified in future 3GPP Release.



7
File format



The file format is an important element of the content manipulation chain. Conceptually, there is a difference between the coding format and the file format. The coding format is related to the action of a specific coding algorithm that codes the content information into a codestream. The file format is instead a way of organising the prestored codestream in such way that it can be accessed for local decoding and playback, or transferred as a file on different media, or streamed over different transport. Some file formats are optimised for one or more of these functions, others aim instead at achieving a higher flexibility.



When a single media type is involved, the coding and the file format are often considered, and referred to, as a single entity. When multimedia information is involved, instead, it is appropriate to maintain, at least conceptually, the distinction between these two instances.  The file format can play an important role in facilitating the organisation and the access to the coded information, independently of the specific coding formats.



The clause 9 in [1] specifies how the 3GPP MMS [3] shall utilise a file format. The format is specified in order to enable standardised content transport chain that enables downlink streaming of MMS messages. See also clause 8.2.



8
Interworking with other core network services



8.1
Interworking with WAP



Not required.



8.2
Interworking with MMS



TS 23.140 [4] defines a new optional feature for the MMS, which enables streaming of the MMS messages by the message recipient. The MMS streaming option uses the codecs and protocols in accordance with TS 26.234. 



Additionally, [4] mandates the use of the interchange format recommendation specified in 26.234, clause 9 for MMS purposes.



8.3
Interworking with charging/billing services



Interworking with charging/billing services can be part of the extended PSS. 



9
Security



Streaming security mechanisms can be part of the extended PSS. 



10
Digital Rights Management



Standardisation of 3G PSS needs to be aligned with standardised or industry solutions for media rights management. An appropriate DRM framework can be part of the extended PSS. 
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Foreword



This Technical Report has been produced by the 3rd Generation Partnership Project, Technical Specification Group Services and System Aspects, Working Group 4 (Codec).



The contents of this TR may be subject to continuing work within the 3GPP and may change following formal TSG approval. Should the TSG modify the contents of this TR, it will be re-released with an identifying change of release date and an increase in version number as follows:



Version m.t.e



where:



m
indicates [major version number]



x
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.



y
the third digit is incremented when editorial only changes have been incorporated into the specification.



1
Scope



The present report provides non-mandatory recommendations for the use of the different codec implementation options for the circuit switched multimedia telephony service which is based on ITU-T Recommendation H.324 [4], and Annex C of H.324 in particular. These recommendations address issues specific to the 3G operating environment, including guaranteeing sufficient error resilience and interworking between terminals.



The contents of this document are provided for information to assist in high quality implementation of multimedia telephony terminals. All references to “terminals” in this report are to terminals supporting the Circuit Switched Multimedia Telephony Service as described in [7-9].



2
References



The following documents contain provisions which, through reference in this text, constitute provisions of the present document.



· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.



· For a specific reference, subsequent revisions do not apply.



· For a non-specific reference, the latest version applies.



[1a]
ITU-T Recommendation H.223: “Multiplexing protocol for low bitrate multimedia communication”



[1b]
ITU-T Recommendation H.223 – Annex A: “ Multiplexing protocol for low bit rate multimedia mobile communication over low error-prone channels “



[1c]
ITU-T Recommendation H.223 – Annex B: “ Multiplexing protocol for low bit rate multimedia mobile communication over moderate error-prone channels “



[1d]
ITU-T Recommendation H.223 – Annex C: “ Multiplexing protocol for low bit rate multimedia mobile communication over highly error-phone channels “



[2]
ITU-T Recommendation H.245: “Control protocol for multimedia communication”



[3]
ITU-T Recommendation H.261: “Video codec for audiovisual services at px64 kbit/s”



[4]
ITU-T Recommendation H.324: “Terminal for low bitrate multimedia communication”



[5]
ITU-T Recommendation G.723.1: “Dual  rate  speech  coder for  multimedia  communications transmitting  at  5.3  and  6.3  kbit/s”



[6]
ITU-T Recommendation H.263: “Video  coding for  low  bit  rate  communication”



[7]
3rd Generation Partnership Project (3GPP), TSG-SA Codec Working Group, 3GPP TS 26.110, Codec(s) for Circuit Switched Multimedia Telephony Service: General Description



[8]
3rd Generation Partnership Project (3GPP), TSG-SA Codec Working Group, 3GPP TS 26.111
Codec(s) for Circuit Switched Multimedia Telephony Service, Modifications to H.324



[9]
3rd Generation Partnership Project (3GPP), TSG-SA Codec Working Group, 3GPP TS 26.112
Codec(s) for Circuit Switched Multimedia Telephony Service, Call Set Up Requirements



[10]
3rd Generation Partnership Project (3GPP), TSG-SA Codec Working Group, 3GPP TR 26.912, Quantitative performance evaluation of H.324 Annex C over 3G



[11]
International Standard ISO/IEC 14496-2, Information technology -Generic coding of audio-visual objects- Part 2: Visual, 1999



[12]
ISO/IEC JTC1/SC29/WG11 MPEG 99/N2724 “MPEG-4 Applications”, March 1999



3
Definitions, symbols and abbreviations



3.1
Definitions



For the purposes of the present document, the following terms and definitions apply.



3G-324M terminal: A multimedia telephony terminal conforming to 3GPP TS 26.110 [7] and targeted for use in 3G mobile networks.



3G-324M codec: The implementation of H.324 and all its elements adapted to the 3G environment (known as 3G‑324M) is seen as a “codec” consisting of an encoder and a decoder.



3G-324M encoder: Encoder part of the 3G-324M codec.



3G-324M decoder: Decoder part of the 3G-324M codec.



3.2
Symbols



(void)



3.3
Abbreviations



For the purposes of the present document, the following abbreviations apply:



AL1,2,3: H.223 Adaptation layers 1, 2 and 3 (see [1a])



AL-SDU: Adaptation Layer Service Data Unit (see [1a])



AMR: Adaptive Multi-Rate (Audio Codec)



CIF: Common Intermediate Format (a picture format for Video Codec)



CRC: Cyclic Redundancy Check



GOB: 
Group of blocks (a sub-part of a video picture)



GSM: Global System for Mobile communications



GSTN: General Switched Telephone Network



ISDN:
 Integrated Services Digital Network



ITU-T: International Telecommunication Union – Telecommunication Standardization Sector



MUX-PDU: Multiplex Packet Data Unit (see [1a])



PSC: Picture start code (synchronization field for Video Codec)



QCIF: Quarter CIF (a picture format for Video Codec)



RVLC: Reversible Variable Length Code (see [11])



SQCIF: Sub QCIF (a picture format for Video Codec)



T401: 
Acknowledgement timer used by H.245 implementations



VOP: 
Video Object Plane (see [11])



4 General



The following sections give implementation recommendations for different parts of the 3G-324M codec. The section division loosely follows the structure of ITU-T Recommendation H.324 [4].



Most of the recommendations in this document assume that both transmitting and receiving terminals operate within the 3G system and conform to 3G-324M specifications in [7-9]. Section 11 additionally includes recommendations relevant for interoperability between 3G-324M terminals and other terminals.



The recommendations are primarily targeted for such aspects of the codec implementation which have a significant effect on the quality perceived by the user at the other end of the connection which usually implies emphasizing encoder recommendations over decoder recommendations, although this division cannot be made in all cases. It should be recognized that the H.324 specification leaves substantial amount of freedom for terminal implementations and no definite quality guarantee can be given even if all recommendations in this document are followed.



5
Multiplex Protocol



Multiplexing of video, audio, data, and control information is based on the ITU-T Recommendation H.223 [1a-1d]. The following general guidelines are recommended to be followed in the implementation of H.223.



MUX-PDU size should be limited to be smaller than in typical GSTN use. Specific values depend on the bit-rate and channel characteristics, but suitable upper limits for MUX-PDU size are often in the range of 100-200 octets. 



Encoders are recommended to support the boolean H.245 maxMUXPDUSizeCapability (section 7.2.2.4 of [2] Version 3) to indicate that they are able to restrict the size of the MUX-PDUs that they transmit. Decoders are recommended to utilize the maxH223MUXPDUsize H.245 command (section 7.11.5 of [2] Version 3) to restrict the size of the MUX-PDUs, sent by the encoder, to a maximum of the specified number of octets.



H.324 mandates that H.263 encoders shall align picture start codes (PSC) with the start of an AL-SDU (see [4], Section 6.6.1). It is here further recommended that AL-SDUs that do not start with a PSC should start with a GOB header to improve error resilience.



No more than 1-3 audio frames should be included in one MUX-PDU to avoid excessive delay. 



Use of  the optional retransmission procedure for video when using Adaptation Layer Type 3 (AL3) is not recommended due to delay considerations. This recommendation implies that receiving terminals should not send retransmission requests. It is recommended that terminals support video also using Adaptation Layer Type 2 (AL2) where retransmission is not possible and overhead is slightly smaller.



The H.223 abort procedures should not be used (see [1a], H.223 Sections 6.4.3, 7.2.3, 7.3.4, and 7.4.4).



6
Control Protocol



 It is recommended that terminals support the latest possible version of H.245. Capability to support latest improvements in H.324 are usually dependent on supporting the corresponding signalling in H.245. Most of the recommendations in the present document require support for at least H.245 Version 3 and some require even newer versions.



Recommendations for the control protocol are not limited to this section of the present document. Other sections of this document give recommendations for the different parts of the terminal often implying corresponding support from H.245. These recommendations are not replicated in this section, but they should still be interpreted as recommendations for the H.245 control protocol implementation.



The end-to-end transmission delay in the 3G system is expected to be somewhat higher than in GSTN. This will need to be considered for timer settings in connection with the H.245 implementation. For that reason, H.324 Annex C (and hence also 3G-324M) mandates the use of H.324 Annex E for initializing the timer T401. The following additional guidelines for initializing and updating the timer T401 should be considered: ffs



6.1
Usage of DRAWING_ORDER-information for MPEG-4 video objects



3G-324M decoders should ignore any drawing order information as signalled by H.245 drawingOrder Capability, see Table E.5/H.245, if the MPEG-4 simple profile level 1 is used.



7 Video Codec



This section gives recommendations for the video codec implementations within 3G-324M terminals. Section 7.1 is applicable to the use of any mandatory or optional video codec. Section 7.2 includes specific recommendations for using the H.263 codec. Section 7.3 gives specific recommendations for the use of MPEG-4 and other possible optional video codecs.



7.1
General Recommendations



Regardless of which specific video codec standard is used, all video decoder implementations should include basic error concealment techniques. These techniques may include replacing erroneous parts of the decoded video frame with interpolated picture material from previous decoded frames or from spatially different locations of the erroneous frame. The decoder should aim to prevent the display of substantially corrupted parts of the picture. In any case, it is recommended that the terminal should tolerate every possible bitstream without catastrophic behaviour (such as the need for a user-initiated reset of the terminal).



3G-324M encoders and decoders are recommended to support the 1:1 pixel format (square format) . Encoders should signal this capability using H.245 capability exchange and the appropriate header fields in video codecs so that unnecessary pixel shape conversions can be avoided.



7.2
H.263



Several of the optional annexes of H.263 are useful for improving the compression efficiency and error resilience of the codec. The annexes below form a balanced set of tools with respect to error robustness, compression efficiency, quality, and complexity. It is recommended that an H.263 video decoder should support the following annexes. The main feature of each annex is also mentioned:



· Annex I (Advanced Intra Coding), improves error resilience and compression efficiency.



· Annex J (Deblocking Filter), improves compression efficiency.



· Annex K (Slice Structure Mode), improves error resilience.



· Annex T (Modified Quantizer), improves compression efficiency. 



Non-empty GOB headers should be used frequently to improve error resilience (see [6], Section 5.2).



H.263 encoders in 3G-324M terminals should respond to all videoFastUpdate commands received via the H.245 control channel  (i.e., videoFastUpdatePicture, videoFastUpdateGOB, and videoFastUpdateMB presented in section 7.11.5 of [2] Version 3). Using this feedback information to make a focused picture update can significantly improve the error performance of the codec. 3G-324M decoders are correspondingly recommended to transmit videoFastUpdate commands when the received picture is detected to be significantly corrupted due to transmission errors.



It is recommended that H.263 decoders take advantage of the GOB and slice header GOB Frame ID (GFID) field in recovering corrupted picture header data (see Sections 5.2.5 and K.2 of H.263 recommendation version 2). For this purpose it is recommended that H.263 encoders should not use the Rounding Type (RTYPE) bit of the extended picture header as described in Section 5.1.4.3 of [1]. The RTYPE bit should always be set to 0 since it otherwise effectively prevents the use of the GFID field for picture header recovery.



7.3
Other Video Codecs



It is recommended that all terminals additionally support the ISO/IEC 14496-2 (MPEG-4 Visual) video codec [11].  The explanatory text below gives justification and further detail for this recommendation.



One of the main target environments for MPEG-4 Visual is mobile use. For this purpose the following error resilient techniques have been adopted in MPEG-4 Visual: Resynch Marker, Header Extension Code, Data Partitioning, and Reversible Variable Length Code. With these techniques MPEG‑4 Visual codec can be used over errorprone channels enabling highly efficient low delay multimedia communication services for 3G networks. Support for MPEG-4 Visual potentially provides capabilities for communicating with heterogeneous networks without transcoding, or reusing pictures/video from 3G multimedia telephony service by different applications and vice versa.



MPEG-4 Visual and H.263 have substantial technical similarities. MPEG-4 Visual also includes support for the H.263 baseline codec. 



Because of multi-functionality of MPEG-4 Visual, subsets of different tools have been defined in order to allow effective implementations of the standard. These subsets, called “Profiles”, limit the tool set which shall be implemented. For each of these Profiles one or more Levels have been set to restrict the computational complexity of implementations. It is here recommended that the Simple Visual Profile with Level 1 is supported to achieve adequate error resilience for transmission error and low complexity simultaneously. No other Profiles are recommended to be supported. Higher Levels for the Simple Visual Profile may be supported depending on the terminal capabilities.



MPEG-4 Visual accepts various sizes of input picture within the capability specified from the Profile and Level. Picture size of QCIF for Level 1 should be used for the sake of interoperability.



All of the error resilience tools in Simple Visual Profile are recommended to be activated.



Resync Marker is a tool which increases the opportunities for the decoder to resynchronize with the bitstream and after loss of synchronization due to errors in the bitstream, thus enabling normal decoder operation to continue. The encoder should insert Resync Marker in the bitstream, in order to enable the decoder to search for the Resync Marker in addition to the Start Code.


Header Extension Code (HEC) enables independent decoding of each video packet. One or more than one video packet in a VOP should have HEC in order for. the decoder to utilize information derived from HEC, to avoid discarding a whole VOP when the VOP header could not be received.



Data Partitioning is a tool that separates the information within a video packet to improve the degree of error localization and concealment. When the decoder detect errors in a video packet, the decoder may not discard whole the packet if themotion information or the I-VOP DC coefficients are decoded correctly. The decoder may reconstruct the corresponding part of the picture utilizing the above motion information or DC coefficients. The encoder should use Data Partitioning syntax in order to enable the decoder the above operation.


Reversible Variable Length Code (RVLC) is a tool which reduce the number of discarded bits.. RVLC decoding operation as described in section E.1.4 of Annex E in [11] may be performed. The encoder should utilize RVLC to enable the decoder to perform such operation. 



In addition to these tools, Intra Refresh should be inserted in order to prevent inter-frame propagation of errors. Adaptive Intra Refresh (AIR) described in section E.1.5 in Annex E of [11] should be used in conjunction with cyclic Intra Refresh.



One Video Packet of MPEG-4 Visual should be mapped to one AL-SDU of ITU-T H.223 Adaptive Layer.



When an incoming bi-directional openLogicalChannel request has unsuitable reverse parameters for the local encoder, e.g., unsuitable MPEG-4 decoderConfigurationInformation, the terminal should reject the request. The cause field of openLogicalChannelReject should be set to value unsuitableReverseChannelParameters. A new openLogicalChannel request should be sent to the other end, now using the forward channel parameters of the rejected request as reverse channel parameters, and specifying new preferred forward channel parameters.



All MPEG-4 encoders should accept and respond to H.245 videoTemporalSpatialTradeOff commands. Support for temporal-spatial trade-off cannot be signaled for MPEG-4 encoders, but the encoders should provide that support by default. MPEG-4 decoders are encouraged to utilize the videoTemporalSpatialTradeOff command. The specific response to the TemporalSpatialTradeOff command by MPEG-4 encoders is not defined and it is up to the implementation to decide how to respond to the command.



8
Audio Codec



8.1 AMR Codec



FFS. This section will include guidance on how to utilize the different modes of the AMR codec.



8.2
Other Audio Codecs



FFS.



9 Data Protocols



FFS.



10
Terminal Procedures



FFS.



11
Interoperation with Other Terminals



11.1
Audio Codecs



It is recommended that terminals additionally support the ITU-T G.723.1 audio codec [5] when it is expected that interoperability with GSTN is needed, because it cannot be guaranteed that H.324 terminals developed for GSTN use will support the AMR codec.



12
Optional Enhancements



FFS.



13
Multipoint Considerations



FFS.



14
Other Recommendations



FFS.
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Foreword



This Technical Specification (TS) has been produced by the 3rd Generation Partnership Project (3GPP).



The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:



Version x.y.z



where:



x
the first digit:



1
presented to TSG for information;



2
presented to TSG for approval;



3
or greater indicates TSG approved document under change control.



y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.



z
the third digit is incremented when editorial only changes have been incorporated in the document.



Introduction



In the present document is described additions, deletions, and changes made to ITU-T H.324 with annex C for the purpose of using that recommendation as a basis for the technical specification for circuit switched multimedia service in 3GPP networks. The present document does not address call setup procedures, which are described in 3GPP TS 26.112.



1
Scope



In ITU-T recommendation H.324 with annex C describes a generic multimedia codec for use in error-prone, wireless networks. The scope of the present document are the changes, deletions, and additions to those texts necessary to fully specify a multimedia codec for use in 3GPP networks. Note that this implicitly excludes the network interface and call setup procedures. Also excluded are any general introductions to the system components.



2
References



The following documents contain provisions which, through reference in this text, constitute provisions of the present document.



· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.



· For a specific reference, subsequent revisions do not apply.



· For a non-specific reference, the latest version applies.



[1]
ITU-T Recommendation H.223: "Multiplexing protocol for low bitrate multimedia communication".



[2]
ITU-T Recommendation H.223 - Annex A: "Multiplexing protocol for low bitrate multimedia communication over low error-prone channels".



[3]
ITU-T Recommendation H.223 - Annex B: "Multiplexing protocol for low bitrate multimedia communication over moderate error-prone channels".



[4]
ITU-T Recommendation H.223 - Annex C: "Multiplexing protocol for low bitrate multimedia communication over highly error-prone channels".



[5]
ITU-T Recommendation H.223 - Annex D: "Optional multiplexing protocol for low bitrate multimedia communication over highly error-prone channels".



[6]
ITU-T Recommendation H.245: "Control protocol for multimedia communication".



[7]
ITU-T Recommendation G.723.1: "Dual rate speech coder for multimedia communication transmitting at 5,3 and 6,3 kbit/s".



[8]
ITU-T Recommendation H.263: "Video coding for low bitrate communication".



[9]
ITU-T Recommendation H.261: "Video CODEC for audiovisual services at p X 64 kbit/s".



[10]
ITU-T Recommendation H.324: "Terminal for low bitrate multimedia communication".



[11]
3GPP Technical Specification 3GPP TS 26.111: "Modifications to H.324".



[12]
3GPP Technical Specification 3GPP TS 26.112: "Call Set Up Requirements".



[13]
3GPP Technical Reference 3GPP TS 26.911: "Terminal Implementor's Guide".



[14]
ITU-T Recommendation X.691: "Information Technology - ASN.1 Encoding Rules - Specification of Packed Encoding Rules (PER)".



[15]
International Standard ISO/IEC 14494-2: "Information technology - Generic coding of audio-visual object - Part 2: Visual, 1999".



[16]
3GPP Technical Specification 3GPP TS 26.071: "Mandatory Speech Codec; General Description".



[17]
3GPP Technical Specification 3GPP TS 26.090: "Mandatory Speech Codec; Speech Transcoding Functions".



[18]
3GPP Technical Specification 3GPP TS 26.073: "Mandatory Speech Codec; ANSI C-Code".



3
Definitions and abbreviations



3.1
Definitions



For the purposes of the present document, the following terms and definitions apply:



H.324: ITU-T H.324 with annex C.


3G-324M terminal: Based on ITU-T H.324 recommendation modified by 3GPP for purposes of 3GPP circuit switched network based video telephony.


3.2
Abbreviations



For the purposes of the present document, the following abbreviations apply:



RVLC
Reverse Variable Length Code


DP
Data Partitioning



RM
Resynchronization Marker



MCU
Multipoint Control Unit



4
General



The present document contains any deviations to ITU-T H.324 required for the specification of 3G-324M Terminals.


5
Document structure



The structure of H.324 is followed in the present document. Where there are no differences in a specific section, that section is skipped. Where differences are minor, only the differences are described. Where major differences exist, the section  is rewritten in the present document. It is important to note that for wireless terminals, Annex C of H.324 supersedes respective portions of the main body of H.324. For the present document, these modifications are treated as if they are part of the main body of H.324. Therefore, a reader must keep in mind both the main body and Annex C of H.324 when reading the present document.



6
Functional requirements



6.1
Required elements



3G-324M implementations are not required to have each functional element except a wireless interface, H.223 with Annex A and B multiplex, and H.245 version 3 or later versions for system control protocol.



3G-324M terminals offering audio communication shall support the AMR audio codec. Support for G.723.1 is not mandatory, but recommended.



3G-324M terminals offering video communication shall support the H.263 video codec. Support for MPEG-4 simple profile and H.261 is optional.



3G-324M terminals shall support H.223 with annex A and annex B.



3G-324M terminals shall support at least 32 kbit/s minimum bit rate at the mux to wireless network interface.



6.2
Information streams



V.25ter discussion does not apply.



6.3
Modem



Does not apply.



6.4
Multiplex



3G-324M terminals shall support H.223 with annex A and annex B. All other aspects shall follow H.324 with annex C. H.223 Annex C and D are optional.


6.5
Control channel



No differences with H.324.



Should it not be possible to signal an element of the 3G-324M terminal using a published version of H.245, a procedure will be defined here.



6.6
Video channels



Support for H.261 is optional. Support for MPEG-4 is optional. MPEG-4 provides error concealment as part of the simple profile through Data Partitioning (DP), Reversible Variable Length Coding (RVLC), Resynchronization Marker (RM) and header extension code. MPEG-4 is baseline compatible with H.263.



When opening a logical channel for MPEG-4 Visual, configuration information (Visual Object Sequence Header, Visual Object Header, and Video Object Layer Header) shall be sent in the decoderConfigurationInformation parameter. The same information shall also be sent in the MPEG-4 video bitstream.  If the operational mode of MPEG‑4 encoder needs to be changed, the existing MPEG-4 video logical channel shall be closed and H.245 procedures for opening a new MPEG-4 video logical channel shall be started. The new operational mode shall be indicated in the parameters of the new logical channel.



6.6.1

Requirements for MPEG-4 usage



The following requirements (a)-(e) apply to the usage of specific parameters within MPEG-4.



a)
Each 3G-324M MPEG-4 decoder shall be able to decode all frame-rates up to 15 frames per second, but need not support higher rates when MPEG-4 Simple Profile Level 1 is used.



b)
Each 3G-324M MPEG-4 encoder shall use a fixed f-code value of 1 when MPEG-4 Simple Profile Level 1 is used.



c)
Each 3G-324M MPEG-4 encoder shall use a fixed intra_dc_vlc_threshold of 0 when MPEG-4 Simple Profile Level 1 is used.



d)
Each 3G-324M MPEG-4 decoder shall be able to decode all horizontal luminance pixel resolutions up to 176 pels/line when MPEG-4 Simple Profile Level 1 is used. The decoder shall not be required to support higher horizontal resolutions even if the resulting number of MBs was within the 99 MB limit stipulated in MPEG-4 Simple Profile Level 1.



e)
Each 3G-324M MPEG-4 decoder shall be able to decode all vertical luminance pixel resolutions up to 144 pels/VOP when MPEG-4 Simple Profile Level 1 is used. The decoder shall not be required to support higher vertical resolutions even if the resulting number of MBs was within the 99 MB limit stipulated in MPEG-4 Simple Profile Level 1.



6.6.2 MPEG-4 interface to multiplex



As H.263 encoders align picture start codes with the start of an AL-SDU, the same concept applies to MPEG-4 encoders. The following are the requirements of the MPEG-4 interface to the H.223 multiplex.



a) Each 3G-324M MPEG-4 encoder shall align each visual_object_sequence_start_code with the start of an AL-SDU.



b) Each 3G-324M MPEG-4 encoder shall align each group_of_vop_start_code (the beginning of a GOV field) with the start of an AL-SDU unless the GOV field immediately follows configuration information. 



c) Each 3G-324M MPEG-4 encoder shall align each vop_start_code with the start of an AL-SDU unless the vop_start_code immediately follows configuration information or a GOV field. 



In these requirements, GOV stands for Group_of_VideoObjectPlane() and Configuration information consists of Visual Object Sequence Header, Visual Object Header, and Video Object Layer Header.


6.7
Audio channels



AMR is the mandatory speech codec. Support for G.723.1 is not mandatory, but recommended. If both the receiving and transmitting terminals support AMR and G.723.1, then AMR shall be used. This applies to connections without an Multipoint Control Unit (MCU).



6.8
Data channels



No differences with H.324.



7
Terminal procedures



See 3GPP TS 26.112.



8
Optional enhancements



No differences with H.324.



9
Interoperation with other terminals



For further study.



10
Multipoint considerations



For further study.



11
Maintenance



No differences with H.324.
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Abstract



We propose two realistic test-scenarios for performance evaluation of different erasure-resilient transmission schemes suggested for H.323 Annex I: Scenario1 consists of a common loss model for IP packet transmission over the wired Internet, where the actual packet loss rate is assumed as fixed regardless of the size of the packets. However, since Annex I directly aims at improving reliability of multimedia transmission especially over wireless links, these differences from standard wire-line networks have to be taken into account. 



Hence, Scenario2 contains a model of a wireless access link to the backbone Internet. Among the most important issues are the size of the link layer transport units. The latter are commonly significantly shorter than IP packets containing multimedia data, and the size is often restricted to multiples of a certain basic length due to the fixed format of radio frames. Hence, segmentation is usually performed at the interface between IP and link layer, i.e. the content of a single IP packet is split up and mapped onto several successive link layer transport units (LLTU).



There are two important conclusions we can draw from this: First, if the length of IP packets is unconstrained (as in most of the current applications), segmentation overhead is added to the system whenever the size of an IP packet differs greatly from an integer multiple of the LLTU size due to stuffing that will be performed automatically at the link layer.



Secondly, if only one single LLTU segment gets corrupted during transmission, the whole IP packet it belongs to is usually lost, since the reassembly process will fail. Thus, the packet loss rate at IP level is not constant for stationary link conditions, but greatly depends on the length of a specific IP packet, if the latter is totally unconstrained.



Scenario2 tries to incorporate these general issues in packet transmission over wireless links by just specifying the loss rate for the fixed size LLTUs. Depending on the various proposed coding schemes, the packet loss rate at IP level and above can be derived via simple stochastic operations.



In order to allow performance evaluation of the proposed erasure-resilient schemes for practical future cases, the bearer service suggested for Scenario2 is based on the current specifications of UMTS packet-switched mode.



1 General Definitions



In order to evaluate the performance of various proposed coding schemes for multimedia transmission over lossy packet-switched networks, the following general conditions for the two different scenarios are being proposed:



· For both scenarios, different types of scalable video-codecs, as defined in section 2, shall be used to produce application data streams.



· Depending on the different coding schemes for erasure/error control coding, parity symbols (redundancy) are computed. Then, the resulting media data stream and the redundancy are mapped onto message blocks of (possibly) varying length.



· For both scenarios, each of these message blocks shall be mapped onto the payload part of one RTP packet as defined in section 3.



· For both scenarios, all RTP packets are encapsulated first in UDP, and then in IP packets as defined in section 4.



· In case of Scenario1, the parameters of the lossy Internet channel shall be assumed as given in section 5.



· In case of Scenario2, for the mobile link, a packet-switched UMTS bearer service shall be assumed, as defined in section 6 and 7. 



· In case of Scenario2, the UMTS link conditions (frame error rate, etc.) shall be assumed as given in section 8.



· Performance evaluation for both scenarios shall be done according to section 9.



2 Types of Media Codecs to be Used



2.1 H.26L with data prioritization capabilities



Tml5.2 is the actual relevant software for H.26L, as can be downloaded from the official ITU-SG16-Q.6 server.



2.2 H.263 Interactive and Streaming Wireless Profile(Profile 3)



The Profile 3 contains:



Annex I: Advanced INTRA Coding mode



Annex J: Deblocking Filter mode



Annex K: Slice Structured mode(Arbitrary Slice Ordering submode, ASO)



Annex T: Modified Quantization mode 




2.3 H.263 Interactive and Streaming Wireless Profile(Profile 4)



The Profile 4 contains:



Profile 3 and



Annex V:
Data Partitioned Slice mode (Arbitrary Slice Ordering submode, ASO)



Annex W subclause W.6.3.8: Previous Picture Header Repetition Supplemental Enhancement Information 



For both, 2.1 and 2.2 up to Level 20 for the maximum performance parameters should be supported.



Level 20 – Support of CIF, QCIF, and sub-CIF resolution decoding, capable of operation     with a bit rate up to 2·(64 000) bits per second with a picture decoding rate up to (15 000) / 1001 pictures per second for CIF pictures and (30 000) / 1001 pictures per second for QCIF and sub-QCIF pictures.



3 Media Codec Parameters


· Sequences: Foreman and Carphone


· 30000 frames of the original video sequence


· Format: QCIF and CIF


· Frame rate: 10 frames per second



· Forced MB Intra Update rate of 25



· Fixed quantizer according to payload rate


· Use of Annex W subclause W.6.3.8. not mandatory


4 Packetization at Higher Protocol Layers



· Each message block of variable length x bytes, which is produced by the media codec in combination with the erasure-resilient coding procedure, shall form the payload of one single RTP packet (i.e. the RTP-SDU). By adding the conventional RTP header of length 12 bytes (as defined in [1]), and an optional header of length y bytes, which depends on the selected coding scheme, the corresponding RTP-PDU is constructed.



· The latter in turn represents the payload part of a single UDP packet (i.e. the UDP-SDU), and the corresponding UDP-PDU is constructed by adding the conventional UDP header of length 8 bytes (as defined in [2]). 



· Finally, the conventional IP header of length 20 bytes (as defined in  [3]) is added, and the resulting IP datagram has then a total length of 20+8+12+y+x (bytes) = 40+y+x (bytes).



5 Scenario1: Fixed Packet Loss Rate IP Channel



The aim of this relatively simple scenario is to provide a model of the packet loss situation for common IP packet transmission across the backbone Internet. Since packet loss is mainly due to congestion in network components, the channel shall be assumed to have a fixed packet loss rate of 1%, 2%, 5%, and 10% independent of the actual length of an IP packet. 



However, since we do not impose any bandwidth constraint in this scenario, the final evaluation results according to section 8 shall be appended by the following average metrics (averaged over the whole transmission time of the tested video sequence):



· average bandwidth used: the sum of the length of all sent IP packets divided by the total transmission time, 



· average delay for the above choice of  bandwidth.



6 Scenario2: Data Link Layer Setup



6.1 PDCP-Layer: 



All IP datagrams now enter the UMTS protocol stack at the PDCP stage [4]:



· Since we do not have a reliable link layer, we do not perform header compression at the PDCP entity. Otherwise, we would risk multiple packet loss at the higher layers, if one of the compressed headers is lost!



· Hence, no additional PDCP header is necessary, and the PDCP-PDU just consists of a single IP datagram, and is of length 40+y+x (bytes)



6.2 RLC-Layer:



Generally, the RLC entity shall only offer an unreliable transport service, i.e. no ARQ schemes are enabled for delay reasons (real time applications). Hence, user data transmission shall be done using the transparent mode [5], i.e. the resulting RLC-PUs do not contain any header fields (no additional overhead at RLC!).



The PDCP-PDUs may or may not be segmented at the RLC layer, depending on whether they match the size of the RLC-SDUs for a chosen bearer service or not. If the length of the PDCP-PDU does not equal an integer multiple of the SDU size, padding has to be performed to fill up the empty bit positions in the last SDU.



6.3 MAC-Layer:



The data transport shall be from now on done by use of a dedicated channel (DCH), which consists of a pair of dedicated traffic channel and control channel (DTCH/DCCH). The mapping of RLC-PUs containing information data onto the DTCH is done in a way such that in each transmission time interval (TTI), a fixed number N of successive RLC-PUs are passed onto the physical layer in the form of N MAC-PDUs.



Note: The information conveyed on the corresponding DCCH is assumed to be arranged according to the UMTS specifications, and will not be considered here explicitly!



Since no multiplexing of dedicated channels is performed at the MAC stage, no MAC header is required [6]. Hence, the MAC-PDU for a DTCH just contains the respective RLC-PU!



7 Scenario2: Physical Layer Format and Bearer Service



For means of simplification, only downlink data transmission over UMTS FDD mode shall be considered (a corresponding scenario for uplink can be similarly defined). Two different bearer services shall be used in the test scenario, which correspond to either 64kbit/s or 128kbit/s of available user data rate at the interface between IP and the UMTS stack. The detailed parameters, which have been taken from [12], can be found in Table 6.1 and Table 6.2.



Table 6.1: Transport Channel Parameters for the 64kbps bearer service



Protocol Layer


Parameter


Setting





RLC


Logical channel type


DTCH








RLC mode


Transparent mode








SDU size (bit)


320








Max. data rate (bps)


64000








RLC header size (bit)


0





MAC


MAC header size (bit)


0








Mulitplexing


No








Max. number N of MAC-PDUs per TTI


8





Layer 1


TrCH type


DCH








TB size (bit)


320








TTI (ms)


40








CRC size (bit)


16








Type of channel coding


Turbo Code, R=1/3








Max. number of bits after channel encoding


8076








Number of data bits per radio frame


2100








Radio bearer


120 ksps DPCH





Table 6.2: Transport Channel Parameters for the 128kbps bearer service



Protocol Layer


Parameter


Setting





RLC


Logical channel type


DTCH








RLC mode


Transparent mode








SDU size (bit)


320








Max. data rate (bps)


128000








RLC header size (bit)


0





MAC


MAC header size (bit)


0








Mulitplexing


No








Max. number N of MAC-PDUs per TTI


16





Layer 1


TrCH type


DCH








TB size (bit)


320








TTI (ms)


40








CRC size (bit)


16








Type of channel coding


Turbo Code, R=1/3








Max. number of bits after channel encoding


16152








Number of data bits per radio frame


4320








Radio bearer


240 ksps DPCH





Figure 6.1 shows the encoding and interleaving procedure for a DTCH/DCCH pair and the 64kbit/s bearer. Hence, a maximum number of 8 information data blocks with 320 bits each are all appended with a 16 bit CRC, and then concatenated to form a new block of 2560 bits total. After channel encoding, interleaving, and rate matching [8],  radio frame segmentation is performed to split up the encoded bits onto four successive radio frames of duration 10 ms each (due to the TTI value of 40ms!). 



The respective parts of the DCCH are added, and after another interleaving procedure slot segmentation takes place, and the content of each slot is mapped onto the corresponding fields of the 120ksps radio bearer.
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Figure 6.1: Details of physical layer in case of 64kbit/s bearer



8 Scenario2: Frame Loss Statistics



If there are any residual bit errors after channel decoding at the receiver, the CRC check for each information block of 320 bits will fail eventually, resulting in the loss of a complete MAC-PDU. Due to the underlying multiple interleaving procedures, the loss of information blocks (i.e. MAC-PDUs in our setup) can be considered to happen independently according to a certain frame loss rate p. 



Since one single MAC-PDU contains only one RLC-PU, the loss at this stage can also be assumed to happen independently with rate p. However, if segmentation has been performed at the RLC stage, a single missing RLC-PU usually results in the loss of the whole IP packet it belongs to. The probability distribution of lost IP packets may be derived via stochastic operations (e.g. Bernoulli process) with respect to the used segmentation procedure and the independent frame loss rate p.



In this test scenario, the frame loss rate p shall be assumed to take on the following values: 10-1, 10-2, 10-3, 10-4. The latter have been taken from the various QoS requirements specified for UMTS services in [13].



NOTE: It is not necessary to implement any parts of the UMTS stack mentioned above! Most of the information that has been given is just informational, so that readers which are not too familiar with UMTS can crosscheck with the respective standard documents and textbooks.



In order to be able to perform the evaluation tests for H.323 Annex I, the following data should be sufficient:



· size of the RLC-SDU: determines the number s of segments per IP packet



· TTI and number of segments N per TTI: necessary for bandwidth assignment and delay computations with respect to the used protection scheme



· Frame loss rate p: together with the number s of segments determines the loss rate at IP level



9 Performance Evaluation



9.1 PSNR measurements



Objective quality measurement is performed by calculating the PSNR. As stated in the common testing condition for video performance evaluation in Q.15 group, the average PSNR is calculated between each and every frame of the source sequence (at full frame rate), and the corresponding reconstructed frame [10].



9.2 Rate Distortion Curve



Because of the nature of the Forward Error Correction (FEC) scheme, the bare multimedia payload stream and the protected stream will take different bandwidth. Thus, to facilitate objective performance measurements taking into account the extra bandwidth that the protection scheme takes, rate distortion curves are needed. 



The actual calibrated bitrate shall be used in the plot of the rate distortion curve. It is obtained by dividing the total bits of the video data sequence (including the number of bits for the FEC packets in case FEC schemes are used) by the time duration of the coded sequence. It should include all transmitted bits (instead of encoded bits), which include IP/UDP/RTP header, payload data, and the FEC protection.
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3GPP SA4 thanks the W3C SYMM group for the support provided in view of the adoption of SMIL as the presentation language for Packet Switched Streaming. 3GPP SA4 greatly appreciated the work of Mr. Guido Grassel as a contact person between the two groups and is looking forward to the continuation of this positive cooperation.



3GPP SA4 has decided that PSS clients and servers offering scene descriptions shall support a collection of modules that includes those of the SMIL Basic Profile and three additional modules, namely the EventTiming, MediaClipping  and MetaInformation. The support for the PrefetchControl module is optional.



For your information, please find attached to this liaison statement the 3GPP TS 26.234 - v 1.5.1 specification, which defines the protocols and codecs for the PSS within the 3GPP system. The section dedicated to SMIL reflects the discussions and the exchange of information between the two groups during the last weeks. A set of authoring guidelines has also been provided. Your comments and /or suggestions will be much appreciated.



3GPP SA4 is grateful to the W3C/SYMM group for the timely release of an updated working draft of the SMIL 2.0 specification, which allows 3GPP SA4  to refer to it in compliance with the 3GPP requirements for stability of referenced specifications.



We renew our thanks for your kind help, and we wish a successful continuation of our work together. 



 Attachments:



TS-26.234 - 1.5.1
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Foreword



The 3rd Generation Partnership Project (3GPP) Technical Specification Group (TSG) Services and Systems Aspects has produced this Technical Specification (TS).



The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:



Version x.y.z



where:



x
the first digit:



1
presented to TSG for information;



2
presented to TSG for approval;



3
or greater indicates TSG approved document under change control.



y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.



z
the third digit is incremented when editorial only changes have been incorporated in the specification;



The 3GPP transparent end-to-end packet-switched streaming service (PSS) specification consists of two 3G TSs; 3GPP TS 26.233 "Transparent end-to end packet switched streaming service (PSS); General description" [2] and the present document. The first TS provides an overview of the 3GPP PSS and the present document the details of protocol and codecs used by the service.



Introduction



Streaming refers to the ability of an application to play synchronised media streams like audio and video streams in a continuous way while those streams are being transmitted to the client over a data network. 



Applications, which can be built on top of streaming services, can be classified into on-demand and live information delivery applications. Examples of the first category are music and news-on-demand applications. Live delivery of radio and television programs are examples of the second category.



The 3GPP PSS provides a framework for Internet Protocol (IP) based streaming applications in 3G networks.  



1
Scope



The present document specifies the protocols and codecs for the PSS within the 3GPP system. Protocols for control signalling, scene description, media transport and media encapsulations are specified. Codecs for speech, audio, video, still images, bitmap graphics, and text are specified. 



The present document is applicable to IP based packet switched networks.



2 References



The following documents contain provisions, which, through reference in this text, constitute provisions of the present document.



-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.



-
For a specific reference, subsequent revisions do not apply.



-
For a non-specific reference, the latest version applies.



This specification may contain references to pre-Release-4 GSM specifications.  These references shall be taken to refer to the Release 4 version where that version exists. Conversion from the pre-Release‑4 number to the Release 4 (onwards) number is given in subclause 6.1 of 3GPP TR 41.001[1].



[1]
3GPP TR 41.001: "GSM Release specifications".



[2]
3GPP TS 26.233: "Transparent end-to-end packet switched streaming service (PSS); General description".



[3]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".



[4]
IETF RFC 1738: "Uniform Resource Locators (URL)", Berners-Lee, Masinter & McCahill, December 1994.



[5]
IETF RFC 2326: "Real Time Streaming Protocol (RTSP)", Schulzrinne H., Rao A. and Lanphier R., April 1998.



[6]
IETF RFC 2327: "SDP: Session Description Protocol", Handley M. and Jacobson V., April 1998



[7]
IETF STD 0006: "User Datagram Protocol", Postel J., August 1980



[8]
IETF STD 0007: "Transmission Control Protocol", September 1981



[9]
IETF RFC 1889: "RTP: A Transport Protocol for Real-Time Applications", Schulzrinne H. et al., January 1996.



[10]
IETF RFC 1890: "RTP Profile for Audio and Video Conferences with Minimal Control", Schulzrinne H. et al., January 1996.



[11]
3GPP TS 26.235: "Packet Switched Conversational Multimedia Applications; Default Codecs; Annex D: RTP payload format for AMR".



[12]
3GPP TS 26.235: "Packet Switched Conversational Multimedia Applications; Default Codecs; Annex B: AMR-WB RTP payload and MIME type registration".



[13]
IETF RFC 3016: "RTP payload format for MPEG-4 audio/visual streams", Kikuchi Y. et al., November 2000.



[14]
IETF RFC 2429: "RTP Payload Format for the 1998 Version of ITU-T Rec. H.263 Video (H.263+)", Bormann C. et al., October 1998.



[15]
IETF RFC 2046: "Multipurpose Internet Mail Extensions (MIME) Part Two: Media Types", N. Freed, N. Borenstein, November 1996.



[16]
IETF RFC 3023: "XML Media Types", Murata, M., St.Laurent, S., Kohn, D., January 2001.



[17]
IETF RFC 2616: "Hypertext Transfer Protocol – HTTP/1.1", Fielding R. et al., June 1999. 



[18]
3GPP TS 26.071: "Mandatory Speech Codec speech processing functions, AMR Speech Codec; General Description"



[19]
3GPP TS 26.101: "AMR Speech Codec Frame Structure".



[20]
3GPP TS 26.171: "AMR Wideband Speech Codec; General description".



[21]
International Standard ISO/IEC 14496-3: “Information technology  - Generic coding of audio-visual object – Part 3: Audio, 1999



[22]
ITU-T Recommendation H.263: "Video coding for low bitrate communication"



[23]
ITU-T Recommendation H.263: "Annex X, Profiles and Levels Definition"



[24]
International Standard ISO/IEC 14496-2: "Information technology  - Generic coding of audio-visual object – Part 2: Visual", 1999.



[25]
 ISO/IEC 14496-2:1999/FDAM4, ISO/IEC JTC1/SC 29/WG11 N3904, Pisa, January, 2001



[26]
ITU-T Recommendation T.81 | ISO/IEC 10918-1:1992: "Digital compression and coding of continuous-tone still images – requirements and guidelines", (9/91).



[27]
"JPEG File Interchange Format", Version 1.02, September 1, 1992.



[28]
W3C Recommendation: "XHTML Basic", http://www.w3.org/TR/2000/REC-xhtml-basic-20001219, December 2000



[29]
ISO/IEC 10646-1: "2000 Information technology – Universal Multiple-Octet Coded Character Set (UCS) – Part1: Architecture and Basic Multilingual Plane"



[30]
The Unicode Consortium: "The Unicode Standard", Version 3.0 Reading, MA, Addison-Wesley Developers Press, 2000, ISBN 0-201-61633-5.



[31]

W3C Working Draft Recommendation: "Synchronised Multimedia Integration Language (SMIL 2.0) Specification ", http://www.w3.org/TR/2001/WD-smil20-20010301/


[32]
CompuServe Incorporated: "GIF Graphics Interchange Format: A Standard defining a mechanism for the storage and transmission of raster-based graphics information", Columbus, OH, USA, 1987.



[33]
CompuServe Incorporated: "Graphics Interchange Format: Version 89a", Columbus, OH, USA, 1990.
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International Standard ISO/IEC 14496-1: "Information technology  - Coding of audio-visual objects -- Part 1: Systems", 2000.



[35]
3GPP TS 23.140: "Multimedia Messaging Service (MMS); Functional description; Stage 2".



3
Definitions and abbreviations



3.1
Definitions



For the purposes of the present document, the following terms and definitions apply.



continuous media: media with an inherent notion of time, in this document speech, audio and video



discrete media: media that itself does not contain an element of time, in this document all media not defined as continuous media



presentation description: contains information about one or more media streams within a presentation, such as the set of encodings, network addresses and information about the content 



PSS client: a client for the 3GPP packet based streaming service based on the IETF RTSP/SDP and/or HTTP standards, with possible additional 3GPP requirements according to the present document



PSS server: a server for the 3GPP packet based streaming service based on the IETF RTSP/SDP and/or HTTP standards, with possible additional 3GPP requirements according to the present document


scene description: a description of the spatial layout and temporal behaviour of a presentation, it can also contain hyperlinks


3.2
Abbreviations



For the purposes of the present document, the abbreviations given in TR 3G 21.905 [3] and the following apply.



AAC
Advanced Audio Coding



BIFS
Binary Format for Scene description



DCT
Discrete Cosine Transform



GIF
Graphics Interchange Format



HTML
Hyper Text Markup Language



ITU-T
International Telecommunications Union – Telecommunications



JFIF
JPEG File Interchange Format



MIME
Multipurpose Internet Mail Extensions



MMS
Multimedia Messaging Service



MP4
MPEG-4 file format



QCIF
Quarter Common Intermediate Format



PSS
Packet-switched Streaming Service



RTCP
RTP Control Protocol



RTP
Real-time Transport Protocol



RTSP
Real-Time Streaming Protocol 



SDP
Session Description Protocol



SMIL



Synchronised Multimedia Integration Language



UCS-2
Universal Character Set (the two octet form)



UTF-8
Unicode Transformation Format (the 8-bit form)



W3C
WWW Consortium



WML
Wireless Markup Language



XHTML
eXtensible Hyper Text Markup Language



XML
eXtensible Markup Language



4
System description
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NOTE:
Dashed components are not specified for the simple PSS.



Figure 1: Functional components of a PSS client



Figure 1 shows the functional components of a PSS client.  Figure 2 gives an overview of the protocol stack used in a PSS client and also shows a more detailed view of the packet based network interface. The functional components can be divided into control, scene description, media codecs and the transport of media and control data. TS 26.233 "Transparent end-to end packet switched streaming service (PSS); General description" [2] defines the simple and extended PSS. Dashed functional components in figure 1 are not specified for the simple PSS.



The control related elements are session establishment, capability exchange and session control (see clause 5).



-
Session establishment refers to methods to invoke a PSS session from a browser or directly by entering an URL in the terminal's user interface.



-
Capability exchange enables choice or adaptation of media streams depending on different terminal capabilities. 



-
Session control deals with the set-up of the individual media streams between a PSS client and one or several PSS servers. It also enables control of the individual media streams by the user. It may involve VCR-like presentation control functions like start, pause, fast forward and stop of a media presentation.



The scene description consists of spatial layout and a description of the temporal relation between different media that is included in the media presentation. The first gives the layout of different media components on the screen and the latter controls the synchronisation of the different media (see clause 8). 



The PSS includes media codecs for video, still images, bitmap graphics, text, audio, and speech (see clause 7).



Transport of media and control data consists of the encapsulation of the coded media and control data in a transport protocol (see clause 6). This is shown in figure 1 as the "packet based network interface" and displayed in more detail in the protocol stack of figure 2.
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Figure 2: Overview of the protocol stack



5 Protocols



5.1 Session establishment



Session establishment refers to the method by which a PSS client obtains the initial session description. The initial session description can e.g. be a presentation description, a scene description or just an URL to the content.



A PSS client shall support initial session descriptions specified in one of the following formats: SMIL, SDP, or plain RTSP URL. 



In addition to rtsp:// the PSS client shall support URLs [4] to valid initial session descriptions starting with file:// (for locally stored files) and http:// (for presentation descriptions or scene descriptions delivered via HTTP).



Examples for valid inputs to a PSS client are: file://temp/morning_news.smil, http://mediaportal/morning_news.sdp, and rtsp://mediaportal/morning_news.



URLs can be made available to a PSS client in many different ways. It is out of the scope of this recommendation to mandate any specific mechanism. However, an application using the 3GPP PSS shall at least support URLs of the above type, specified or selected by the user. 



The preferred way would be to embed URLs to initial session descriptions within HTML or WML pages. Browser applications that support the HTTP protocol could then download the initial session description and pass the content to the PSS client for further processing. How exactly this is done is an implementation specific issue and out of the scope of this recommendation. 



5.2 Capability exchange



No explicit capability exchange protocol is specified for the simple PSS.. Instead it is assumed that the user is aware of that the content he/she is about to stream fits the capabilities, e.g. screen size, of the particular device used. Protocols for capability exchange can be specified for the extended PSS..



5.3 Session set-up and control



5.3.1 General



Continuous media is media that have an intrinsic time line. Discrete media on the other does not it self contain an element of time. In this specification speech, audio and video belongs to first category and still images and text to the latter one. Bitmap graphics can fall into both groups, but is in this specification defined to be discrete media. 



Streaming of continuous media using RTP/UDP/IP (see clauses 6.2) requires a session control protocol to set-up and control of the individual media streams. For the transport of discrete media this specification adopts the use of HTTP/TCP/IP (see clause 6.3). In this case there is no need for a separate session set-up and control protocol since this is built into HTTP. This clause describes session set-up and control of continuous media.



5.3.2
RTSP



RTSP [5] shall be used for session set-up and session control. PSS clients and servers shall follow the rules for minimal on-demand playback RTSP implementations in Appendix D of [5].  In addition to this,



 -
PSS servers and clients shall implement the DESCRIBE method (see subclause 10.2 in [5]);



-
PSS servers and clients shall implement the Range header field (see subclause 12.29 in [5]).



5.3.3
SDP



RTSP requires a presentation description. SDP shall be used as the format of the presentation description for both PSS clients and servers. PSS servers shall provide and clients interpret the SDP syntax according to the SDP specification [6] and Appendix C of [5]. The SDP delivered to the PSS client shall declare the media types to be used in the session using a codec specific MIME media type for each media. MIME media types to be used in the SDP file are described in subclause 5.4 of the present document.



The SDP [6] specification requires certain fields to always be included in an SDP file. Apart from this a PSS server shall always include the following fields in the SDP:



-
"a=control:" according to clause C.1.1, C.2 and C.3 in [5];



-
"a=range:" according to clause C.1.5 in [5];



-
"a=rtpmap:" according to clause 6 in [6];



-
"a=fmtp:" according to clause 6 in [6].



The bandwidth field in SDP can be used to indicate to the PSS client the amount of bandwidth that is required for the session and the individual media in the presentation. Therefore, a PSS server should include the "b=AS:" field in the SDP (both on the session and media level) and a PSS client shall be able to interpret this field. The bandwidth value shall indicate maximum net rates of media streams without lower level packetisation overhead



5.4
MIME media types



For continuous media (speech, audio and video) the following MIME media types shall be used:



-
AMR narrow band speech codec (see subclause 7.2) MIME media type as defined in [11];



-
AMR wide band speech codec (see subclause 7.2) MIME media type as defined in [12];



-
MPEG-4 AAC audio codec (see subclause 7.3) MIME media type as defined in RFC 3016 [13].



-
MPEG-4 video codec (see subclause 7.4) MIME media type as defined in RFC 3016 [13];



-
H.263 video codec (see subclause 7.4) MIME media type as defined in Annex C, clause C.1 of the present document.



MIME media types for JPEG, GIF and XHTML can be used both in the "Content-type" field in HTTP and in the "type" attribute in SMIL 2.0. The following MIME media types shall be used for these media:



-
JPEG  (see subclause 7.6) MIME media type as defined in [15];



-
GIF (see subclause 7.7) MIME media type as defined in [15];



-
XHTML (see subclause 7.8) MIME media type as defined in Annex C clause C.2 of the present document.



MIME media type used for SMIL files shall be according to [31] and for SDP files according to [6].



6
Data transport



6.1
Packet based network interface



PSS clients and servers shall support an IP-based network interface for the transport of session control and media data. Control and media data are sent using TCP/IP [8] and UDP/IP [7]. An overview of the protocol stack can be found in figure 2 of the present document.



6.2
RTP over UDP/IP



The IETF RTP [9] [10] provides a means for sending real-time or streaming data over UDP (see [7]). The encoded media is encapsulated in the RTP packets with media specific RTP payload formats. RTP payload formats are defined by IETF. RTP also provides a protocol called RTCP (see clause 6 in [9]) for feedback about the transmission quality. 



RTP/UDP/IP transport of continuous media (speech ,audio and video) shall be supported.



For RTP/UDP/IP transport of continuous media the following RTP payload formats shall be used:



-
AMR narrow band speech codec (see subclause 7.2) RTP payload format according to [11];,



-
AMR wide band speech codec (see subclause 7.2) RTP payload format according to [12];



-
MPEG-4 AAC audio codec (see subclause 7.3) RTP payload format according to RFC 3016 [13];



-
MPEG-4 video codec (see subclause 7.4) RTP payload format according to RFC 3016 [13];



-
H.263 video codec (see subclause 7.4) RTP payload format according to RFC 2429 [14];



6.3 HTTP over TCP/IP



The IETF TCP provides reliable transport of data over IP networks, but with no delay guarantees. It is the preferred way for sending the scene description, text, bitmap graphics and still images. There is also need for an application protocol to control the transfer. The IETF HTTP [17] provides this functionality.



 HTTP/TCP/IP transport shall be supported for



-
still images (see subclause 7.5);



-
bitmap graphics (see subclause 7.6);



-
text (see subclause 7.8);



- 
scene description (see clause 8);



-
presentation description (see clause 5.3.3).



6.4 Transport of RTSP



Transport of RTSP shall be supported according to RFC 2326 [5].



7
Codecs



7.1
General



For PSS offering a particular media type, media codecs are specified in the following clauses.



7.2
Speech



The AMR codec shall be supported for narrow-band speech [18]. The AMR wideband speech codec [20] shall be supported when wideband speech working at 16 kHz sampling frequency is supported.



7.3
Audio



MPEG-4 AAC Low Complexity object type should be supported. The maximum sampling rate to be supported by the decoder is 48 kHz. The channel configurations to be supported are mono (1/0) and stereo (2/0). In addition, the MPEG-4 AAC Long Term Prediction object type may be supported.



7.4
Video



ITU-T H.263 baseline [22] shall be supported. This is the mandatory video codec for the PSS. In addition, PSS should support 



-
H.263 Profile 3 Level 10, [23];



-
MPEG-4 Visual Simple Profile Level 0, [24] and [25].



These two video codecs are optional to implement.



NOTE:
ITU-T H.263 baseline has been mandated to ensure that video-enabled PSS support a minimum baseline video capability and interoperability can be guaranteed (an H.263 baseline bitstream can be decoded by both H.263 and MPEG-4 decoders).  It also provides a simple upgrade path for mandating more advanced codecs in the future (from both the ITU-T and ISO MPEG).



7.5
Still images



ISO/IEC JPEG [26] together with JFIF [27] shall be supported. The support for ISO/IEC JPEG only apply to the following two modes: 



-
baseline DCT, non-differential, Huffman coding, as defined in table B.1, symbol 'SOF0' in [26];



-
progressive DCT, non-differential, Huffman coding, as defined in table B.1, symbol 'SOF2' [26].



7.6
Bitmap graphics



The following bitmap graphics codecs should be supported:



-
GIF87a, [32];



-
GIF89a, [33].



7.7
Vector graphics



No vector graphics codec is specified for the simple PSS. For the extended PSS mandatory and/or optional vector graphics codecs can be specified.



7.8
Text



Text shall be formatted according to XHTML Basic [28] [29] [30]. 



The following character encoding shall be supported:



-
UTF-8, [29];



-
UCS-2, [30].



8
Scene description



8.1
General



The 3GPP PSS use a subset of SMIL 2.0 [31] as format of the scene description. This subset, or profile, is defined in this clause through the specification of the SMIL 2.0 modules that a minimal 3GPP PSS client shall support. This profile is a subset of the SMIL 2.0 Language Profile, but a superset of the SMIL 2.0 Basic Language Profile. The present document also includes an informative Annex B that provides guidelines for SMIL content authors. 



NOTE:
The interpretation of this is not that all streaming sessions are required to use SMIL. For some types of sessions, e.g. consisting of one single continuous media or two media synchronised by using RTP timestamps, SMIL may not be needed.



8.2
PSS SMIL module collection



PSS clients and servers offering scene descriptions shall support the SMIL 2.0 Basic Language Profile plus the following SMIL 2.0 modules:



-
EventTiming;



-
MediaClipping;



-
MetaInformation.



The modules in the SMIL 2.0 Basic Language Profile plus the three additional modules mentioned above constitute the PSS SMIL module collection. SMIL requires that a module collection  have a unique namespace URI identifier. The namespace URI identifier for the PSS SMIL module collection shall be http://www.3gpp.org/SMIL20/PSS4/.



In addition to the modules specified above, a PSS client should support the PrefetchControl module. This module is optional.



NOTE:
The SMIL 2.0 Basic Language Profile is equal to the SMIL 2.0 Host Language Conformance subset of SMIL 2.0 and consists of the modules Structure, BasicContentControl, BasicInlineTiming, BasicLayout, BasicLinking, BasicMedia, BasicTimeContainers, MinMaxTiming, RepeatTiming and SkipContentControl.



9
Interchange format for MMS



9.1 
General



The MPEG-4 file format [34] is mandated in [35] to be used for continuous media along the entire delivery chain envisaged by the MMS, independent on whether the final delivery is done by streaming or download, thus enhancing interoperability.



In particular, the following stages are considered:



- 
upload from the originating terminal to the MMS proxy



- 
file exchange between MMS servers



- 
transfer of the media content to the receiving terminal, either by file download or by streaming. In the first case the self-contained file is transferred, whereas in the second case the content is extracted from the file and streamed according to open payload formats. In this case, no trace of the file format remains in the content that goes on the wire/in the air.



Additionally, the MPEG-4 file format can be used for the storage in the servers and the "hint track" mechanism can be used for the preparation for streaming. 



The clause 9.2 of the present document gives the necessary requirements to follow for the MPEG-4 file format used in MMS. These requirements will guarantee PSS to interwork with MMS as well as the MPEG-4 file format to be used internally within the MMS system. For PSS servers not interworking with MMS there is no requirement to follow these guidelines.



9.2
MPEG-4 file format guidelines



9.2.1
Registration of non-ISO codecs



How to include the non-ISO code streams AMR narrow-band speech and H.263 encoded video in MP4 files is described in Annex D of the present document



9.2.2
Hint tracks



The hint tracks are a mechanism that the server implementation may choose to use in preparation for the streaming of media content contained in MP4 files. However, it should be observed that the usage of the hint tracks is an internal implementation matter for the server, and it falls outside the scope of the present document. 



9.2.3
Self-contained MP4 files



All media in the MP4 file shall be self-contained, i.e. there shall not be referencing to external media data from inside the MP4 file. 



9.2.4
MPEG-4 systems specific elements



Tracks relative to MPEG-4 system architectural elements (e.g. BIFS scene description tracks or OD Object descriptors) are optional and shall be ignored. The adoption of the MPEG-4 file format does not imply the usage of MPEG-4 systems architecture.  The receiving terminal is not required to implement any of the specific MPEG-4 system architectural elements. 



Annex A (informative):
Protocols



A.1
SDP



This clause gives some background information on SDP.



Table A.1 provides an overview of the different SDP fields that can be identified in a SDP file.



Table A.1: Overview of fields in SDP



Type


Description


Requirement according to [6].


Requirement according to the present document.





Session Description





V


Protocol version


R


R





O


Owner/creator and session identifier


R


R





S


Session Name


R


R





I


Session information


O


O





U


URI of description


O


O





E


Email address


O


O





P


Phone number


O


O





C


Connection Information


O


O





B


Bandwidth information


AS


O


R





Z


Time zone adjustments


O


O





K


Encryption key


O


O





A


Session attributes


control


O


R











range


O


R





Time Description





T


Time the session is active


R


R





R


Repeat times


O


O





Media Description





M


Media name and transport address


R


R





I


Media title


O


O





C


Connection information


O


O





B


Bandwidth information


AS


O


R





K


Encryption Key


O


O





A


Attribute Lines


control


O


R











range


O


R











fmtp


O


R











rtpmap


O


R





Note: R = Required, O = Optional





 The example below shows an SDP file that could be sent to a PSS client to initiate unicast streaming of a H.263 video sequence.



EXAMPLE:
v=0
o=ghost 2890844526 2890842807 IN IP4 192.168.10.10
s=3GPP Unicast SDP Example
i=Example of Unicast SDP file
u=http://www.infoserver.com/ae600
e=ghost@mailserver.com
c=IN IP4 192.168.30.29
a=range:npt=0-45.678
b=AS:128
t=0 0
m=video 1024 RTP/AVP 96
a=rtpmap:96 H263-2000/90000
a=fmtp:96 profile=3;level=10
a=control:rtsp;//mediaserver.com/movie
a=recvonly
b=AS:128



A.2
RTSP



The example below is intended to give some more understanding of how RTSP and SDP are used within the 3GPP PSS. The example assumes that the streaming client has the RTSP URL to a presentation consisting of an H.263 video sequence and AMR speech.  RTSP messages sent from the client to the server are in bold and messages from the server to the client in italic. In the example the server provides aggregate control of the two streams.



EXAMPLE:

DESCRIBE rtsp://mediaserver.com/movie.test RTSP/1.0
CSeq: 1 




RTSP/1.0 200 OK
CSeq: 1
Content-Type: application/sdp
Content-Length: 203

v=0
o=- 950814089 950814089 IN IP4 144.132.134.67
s=Example of aggregate control of AMR speech and H.263 video 
a=range:npt=0-59.3478 
a=control:*



b=AS:77
t=0 0
m=audio 0 RTP/AVP 97
a=rtpmap:97 AMR/8000
a=fmtp:97 mode-set=0,2,5,7; maxframes=1a=control:streamID=0
b=AS:13
m=video 0 RTP/AVP 98
a=rtpmap:98 H263-2000/90000
a=fmtp:98 profile=3;level=10 
a=control: streamID=1
b=AS:64



SETUP rtsp://mediaserver.com/movie.test/streamID=0 RTSP/1.0
CSeq: 2
Transport: RTP/AVP/UDP;unicast;client_port=3456-3457




RTSP/1.0 200 OK
CSeq: 2
Transport: RTP/AVP/UDP;unicast;client_port=3456-3457; server_port=5678-5679
Session: dfhyrio90llk




SETUP rtsp://mediaserver.com/movie.test/streamID=1 RTSP/1.0
CSeq: 3
Transport: RTP/AVP/UDP;unicast;client_port=3458-3459
Session: dfhyrio90llk




RTSP/1.0 200 OK
CSeq: 3
Transport: RTP/AVP/UDP;unicast;client_port=3458-3459; server_port=5680-5681
Session: dfhyrio90llk




PLAY rtsp://mediaserver.com/movie.test RTSP/1.0
CSeq: 4
Session: dfhyrio90llk




RTSP/1.0 200 OK
CSeq: 4
Session: dfhyrio90llk
Range: npt=0-
RTP-Info: url= rtsp://mediaserver.com/movie.test/streamID=0; seq=9900093;rtptime=4470048, url= rtsp://mediaserver.com/movie.test/streamID=1; seq=1004096;rtptime=1070549



The user watches the movie for 20 seconds and then decides to fast forward to 10 seconds before the end…



PAUSE rtsp://mediaserver.com/movie.test RTSP/1.0
CSeq: 5
Session: dfhyrio90llk




PLAY rtsp://mediaserver.com/movie.test RTSP/1.0
CSeq: 6
Range: npt=50-59.3478
Session: dfhyrio90llk




RTSP/1.0 200 OK
CSeq: 5
Session: dfhyrio90llk




RTSP/1.0 200 OK
CSeq: 6
Session: dfhyrio90llk
Range: npt=50-59.3478
RTP-Info: url= rtsp://mediaserver.com/movie.test/streamID=0; seq=39900043;rtptime=44470648, url= rtsp://mediaserver.com/movie.test/streamID=1; seq=31004046;rtptime=41090349



After the movie is over the client issues a TEARDOWN to end the session…



TEARDOWN rtsp://mediaserver.com/movie.test RTSP/1.0
CSeq: 7
Session: dfhyrio90llk 




RTSP/1.0 200 OK
Cseq: 7
Session: dfhyrio90llk 
Connection: close 



Annex B (informative):
SMIL authoring guidelines



B.1
General



This is an informative Annex for SMIL presentation authors. Authors can expect that PSS clients can handle the SMIL module collection defined in clause 8.2, with the restrictions defined in this Annex. When creating SMIL documents the author is recommended to consider that terminals may have small displays and simple input devices. The media types and their encoding included in the presentation should be restricted to what is described in clause 7 of the present document. Considering that many mobile devices may have limited software and hardware capabilities, the number of media to be played simultaneous should be limited. For example, many devices will not be able to handle more than one video sequence at the time.



B.2
BasicLinking



The Linking Modules define elements and attributes for navigational hyperlinking, either through user interaction or through temporal events.  The BasicLinking module defines the a and area elements for basic linking:



a
Similar to the "a" element in HTML it provides a link from a media object through the href attribute (which contains the URI of the link’s destination).  The "a" element includes a number of attributes for defining the behaviour of the presentation when the link is followed.



area
Whereas the a element only allows a link to be associated with a complete media object, the area element allows links to be associated with spatial and/or temporal portions of a media object.



The area element may be useful for enabling services that rely on interactivity where the display size is not big enough to allow the display of links alongside a media (e.g., QCIF video) window.  Instead, the user could, for example, click on a watermark logo displayed in the video window to visit the company website.



Even if the area element may be useful some mobile terminals will not be able to handle area elements that include multiple selectable regions within an area element. One reason for this could be that the terminals do not have the appropriate user interface. Such area elements should therefore be avoided. Instead it is recommended that the "a" element be used. If the "area" element is used, the SMIL presentation should also include alternative links to navigate through the presentation; i.e. the author should not create presentations that rely on that the player can handle "area elements.



B.3
BasicLayout



The "fit" attribute defines how different media should be fitted into their respective display regions.



The rendering and layout of some objects on a small display might be difficult and all mobile devices may not support features such as scroll bars; in addition, the root-layout window may represent the full screen of the display. Therefore "fit=scroll" should not be used. 



Due to hardware restrictions in mobile devices, operations such that scaling of a video sequence, or even images, may be very difficult to achieve. According to the SMIL 2.0 specification SMIL players may in these situations clip the content instead. To be sure of that the presentation is displayed as the author intended, content should be encoded in a size suitable for the terminals intended and it is recommended to use "fit=hidden".



B.4
EventTiming



The two attributes "endEvent" and "repeatEvent" in the EventTiming module may cause problems for a mobile SMIL player.  The end of a media element triggers the "endEvent". In the same way the "repeatEvent" occurs when the second and subsequent iterations of a repeated element begin playback. Both these events rely on that the SMIL player receives information about that the media element has ended. One example could be when the end of a video sequence initiates the event. If the player has not received explicit information about the duration of the video sequence, e.g. by the "dur" attribute in SMIL or by some external source as the "a=range" field in SDP. The player will have to rely on the RTCP BYE message to decide when the video sequence ends. If the RTCP BYE message is lost, the player will have problems initiate the event. For these reasons is recommended that the "endEvent" and "repeatEvent" attributes are used with care, and if used the player should be provided with some additional information about the duration of the media element that triggers the event. This additional information could e.g. be the "dur" attribute in SMIL or the "a=range" field in SDP.



The "inBoundsEvent" and "outOfBoundsEvent" attributes assume that the terminal has a pointer device for moving the focus to within a window (i.e., clicking within a window).  Not all terminals will support this functionality since they do not have the appropriate user interface. Hence care should be taken in using these particular event triggers.



B.5
MetaInformation



Authors are encouraged to make use of meta data whenever providing such information to the mobile terminal appears to be useful. However, they should keep in mind that some mobile terminals will parse but not process the meta data.



Furthermore, authors should keep in mind that excessive use of meta data will substantially increase the file size of the SMIL presentation that needs to be transferred to the mobile terminal. This may result in longer set-up times.



B.6
XML entities



Entities are a mechanism to insert XML fragments inside an XML document. Entities can be internal, essentially a macro expansion, or external.  Use of XML entities in SMIL presentations is not recommended, as many current XML parsers do not fully support them.



Annex C (normative):
MIME media types



C.1
MIME media type H263-2000



MIME media type name: video
MIME subtype name: H263-2000



Required parameters: None



Optional parameters:
profile: H.263 profile number, in the range 0 through 8, specifying the supported H.263 annexes/subparts.
level: Level of bitstream operation, in the range 0 through 99, specifying the level of computational complexity of the decoding process. When no profile and level parameters are specified, Baseline Profile (Profile 0) level 10 are the default values.



The profile and level specifications can be found in [23]. Note that the RTP payload format for H263-2000 is the same as for H263-1998 and is defined in [14], but additional annexes/subparts are specified along with the profiles and levels.



NOTE: 
The above text will be replaced with a reference to the RFC describing the H263-2000 MIME media type as soon as this becomes available.



C.2
MIME media type xhtml+xml



MIME media type name: application
MIME subtype name: xhtml+xml



Required parameters: none



Optional parameters:
charset: This parameter has identical semantics to the charset parameter of the "application/xml" media type as specified in [16].



NOTE: 
The above text will be replaced with a reference to the RFC describing the xhtml+xml MIME media type as soon as this becomes available.



Annex D (normative):
Support for non-ISO code streams in MP4 files 



D.1
General



The purpose of this Annex is to define the necessary structure for integration of the H.263 and AMR media specific information in an MP4 file. Clauses D.2-D.4 give some background information about the Sample Description atom, VisualSampleEntry atom and the AudioSampleEntry atom in the MPEG-4 file format. Then, the definitions of the SampleEntry atoms for AMR and H.263 are given in clauses D.5-D.8.



AMR data is stored in the stream according to clause 8 of [11].



D.2
Sample Description atom



In an MP4 file, Sample Description Atom gives detailed information about the coding type used, and any initialisation information needed for that coding. The Sample Description Atom can be found in the MP4 Atom Structure Hierarchy shown in figure D.1:
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Figure D.1: MP4 Atom Structure Hierarchy



The Sample Description Atom can have one or more SampleDescriptionEntry fields. Valid Sample Description Entry atoms already defined for MP4 are AudioSampleEntry, VideoSampleEntry, HintSampleEntry and MPEGSampleEntry Atoms. The Sample DescriptionEntry Atoms for AMR and H.263 shall be AMRSampleEntry and H263SampleEntry, respectively.



The format of SampleDescriptionEntry and its fields are explained as follows:



SampleDescriptionEntry 
::= VisualSampleEntry | 



AudioSampleEntry | 



HintSampleEntry | 



MpegSampleEntry



H263SampleEntry | 



AMRSampleEntry 



Table D.1: SampleDescriptionEntry fields



Field


Type


Details


Value





VisualSampleEntry





Entry type for visual samples defined in the MPEG-4 specification.








AudioSampleEntry





Entry type for audio samples defined in the MPEG-4 specification.








HintSampleEntry 





Entry type for hint track samples defined in the MPEG-4 specification.








MpegSampleEntry





Entry type for MPEG related stream samples defined in the MPEG-4 specification.








H263SampleEntry





Entry type for H.263 visual samples defined in clause D.6 of the present document.








AMRSampleEntry





Entry type for AMR speech samples defined in clause D.5 of the present document.








From the above 5 atoms, only the VisualSampleEntry, AudioSampleEntry, H263SampleEntry and AMRSampleEntry atoms are taken into consideration, since MPEG specific streams and hint tracks are out of the scope of this document.



D.3
VisualSampleEntry atom



The VisualSampleEntry Atom is defined as follows:



VisualSampleEntry 
::= AtomHeader



Reserved_6



Data-reference-index



Reserved_16



Reserved_4



Reserved_4



Reserved_4



Reserved_4



Reserved_2



Reserved_32



Reserved_2



Reserved_2



ESDAtom



Table D.2: VisualSampleEntry fields



Field


Type


Details


Value





AtomHeader.Size


Unsigned int(32)











AtomHeader.Type


Unsigned int(32)





'mp4v'





Reserved_6


Unsigned int(8)





0





Data-reference-index 


Unsigned int(16)


Index to a data reference that to use to retrieve the sample data. Data references are stored in data reference Atoms.








Reserver_16


Const unsigned int(32)





0





Reserved_4


Const unsigned int(32)





0x014000f0





Reserved_4


Const unsigned int(32)





0x00480000





Reserved_4


Const unsigned int(32)





0x00480000





Reserved_4


Const unsigned int(32)





0





Reserved_2


Const unsigned int(16)





1





Reserved_32


Const unsigned int(8)





0





Reserved_2


Const unsigned int(16)





24





Reserved_2


Const int(16)





-1





ESDAtom





Elementary stream descriptor for this stream.








The stream type specific information is in the ESDAtom structure, which will be explained later.



D.4
AudioSampleEntry atom



AudioSampleEntryAtom is defined as follows:



AudioSampleEntry
 ::= AtomHeader



Reserved_6



Data-reference-index 



Reserved_8



Reserved_2



Reserved_2



Reserved_4



TimeScale



Reserved_2



ESDAtom



Table D.3: AudioSampleEntry fields



Field


Type


Details


Value





AtomHeader.Size


Unsigned int(32)











AtomHeader.Type


Unsigned int(32)





'mp4a'





Reserved_6


Unsigned int(8)





0





Data-reference-index 


Unsigned int(16)


Index to a data reference that to use to retrieve the sample data. Data references are stored in data reference Atoms.








Reserved_8


Const unsigned int(32)





0





Reserved_2


Const unsigned int(16)





2





Reserved_2


Const unsigned int(16)





16





Reserved_4


Const unsigned int(32)





0





TimeScale


Unsigned int(16)


Copied from track








Reserved_2


Const unsigned int(16)





0





ESDAtom





Elementary stream descriptor for this stream.








The stream type specific information is in the ESDAtom structure, which will be explained later.



D.5
AMRSampleEntry atom



The atom type of the AMRSampleEntry Atom shall be 'samr'.



The AMRSampleEntry Atom is defined as follows:



AMRSampleEntry 
::= AtomHeader



Reserved_6



Data-reference-index



Reserved_8



Reserved_2



Reserved_2



Reserved_4



TimeScale



Reserved_2



DecoderSpecificInfo



Table D.4: AMRSampleEntry fields



Field


Type


Details


Value





AtomHeader.Size


Unsigned int(32)











AtomHeader.Type


Unsigned int(32)





'samr'





Reserved_6


Unsigned int(8)





0





Data-reference-index 


Unsigned int(16)


Index to a data reference that to use to retrieve the sample data. Data references are stored in data reference Atoms.








Reserved_8


Const unsigned int(32)





0





Reserved_2


Const unsigned int(16)





2





Reserved_2


Const unsigned int(16)





16





Reserved_4


Const unsigned int(32)





0





TimeScale


Unsigned int(16)


Copied from media header atom of this media








Reserved_2


Const unsigned int(16)





0





DecoderSpecificInfo





Information specific to the decoder.








If one compares the AudioSampleEntry Atom - AMRSampleEntry Atom the main difference is in the replacement of the ESDAtom, which is specific to MPEG-4 systems, with an atom suitable for AMR. The DecoderSpecificInfo field structure for AMR is described in clause D.7.



D.6
H263SampleEntry atom



The atom type of the H263SampleEntry Atom shall be 's263'.



The AMRSampleEntry Atom is defined as follows:



H263SampleEntry 
::= AtomHeader



Reserved_6



Data-reference-index 



Reserved_16



Reserved_4



Reserved_4



Reserved_4



Reserved_4



Reserved_2



Reserved_32



Reserved_2



Reserved_2



DecoderSpecificInfo



Table D.5: H263SampleEntry fields



Field


Type


Details


Value





AtomHeader.Size


Unsigned int(32)











AtomHeader.Type


Unsigned int(32)





's263'





Reserved_6


Unsigned int(8)





0





Data-reference-index 


Unsigned int(16)


Index to a data reference that to use to retrieve the sample data. Data references are stored in data reference Atoms.








Reserver_16


Const unsigned int(32)





0





Reserved_4


Const unsigned int(32)





0x014000f0





Reserved_4


Const unsigned int(32)





0x00480000





Reserved_4


Const unsigned int(32)





0x00480000





Reserved_4


Const unsigned int(32)





0





Reserved_2


Const unsigned int(16)





1





Reserved_32


Const unsigned int(8)





0





Reserved_2


Const unsigned int(16)





24





Reserved_2


Const int(16)





-1





DecoderSpecificInfo





Information specific to the decoder.








If one compares the VisualSampleEntry – H263SampleEntry Atom the main difference is in the replacement of the ESDAtom, which is specific to MPEG-4 systems, with an atom suitable for H.263. The DecoderSpecificInfo field structure for H.263 is described in clause D.8.



D.7
DecoderSpecificInfo field for AMRSampleEntry atom



The DecoderSpecificInfo fields for AMR shall be as defined in table D.6. The DecoderSpecificInfo for the AMRSampleEntry Atom shall always be included if the MP4 file contains AMR media.



Table D.6:  The DecoderSpecificInfo fields for AMRSampleEntry



Field


Type


Details


Value





DecSpecificInfoTag


Bit(8)





0x05





SizeOfDecSpecificInfo


Unsigned int(32)











DecSpecificInfo


AMRDecSpecStruc


Structure which holds the AMR Specific information








DecSpecificInfoTag:  identifies that this is a DecoderSpecificInfo Field. It must be set to 0x05.



SizeOfDecSpecificInfo: defines the size (in Bytes) of the DecSpecificInfo structure following.



DecSpecificInfo:  the structure where the AMR  stream specific information resides.



The AMRDecSpecStruc is defined as follows:



struct AMRDecSpecStruc{



Unsigned int (32)

vendor



Unsigned int (8)

decoder_version


Unsigned int (16)
 
mode_set


Unsigned int (8)
 
mode_change_period


Unsigned int (8)
 
frames_per_sample


}



The definitions of AMRDecSpecStruc members are as follows:



vendor: four character code of the manufacturer of the codec, e.g. ‘VXYZ’ 



decoder_version : version of the decoder which created the AMR stream being stored, the value is set to 0 if version has no importance



mode_set : The active codec modes.  A value of 0x1F means all modes are possibly present in the AMR stream. Each bit of the mode_set parameter corresponds to one mode. The bit index of the mode is calculated according to the 4 bit FT field of the AMR frame structure. The mapping of existing AMR modes to FT is given in Table 1.a in [19]. The mode_set bit structure is as follows: (B15xxxxxxB8B7xxxxxxB0) where B0 (Least Significant Bit) corresponds to Mode 0, and B8 corresponds to Mode 8. As an example, if mode_set = 0000000110010101b, only AMR Modes 0, 2, 4, 7 and 8 are present in the AMR stream.



mode_change_period: Defines a number N, which restricts the mode changes only at a multiple of N frames. If no restriction is applied, this value should be set to 0. If mode_change_period is not 0, the following restrictions apply to it according to the frames_per_sample field:



if (mode_change_period < frames_per_sample)



frames_per_sample  = k x (mode_change_period)  




else if (mode_change_period > frames_per_sample)



mode_change_period = k x (frames_per_sample)



where k : integer [2, …]



If mode_change_period is equal to frames_per_sample, then AMR mode is the same for all frames inside one sample.



frames_per_sample: Defines the number of frames to be considered as 'one sample' inside the MP4 file. This number should be greater than 0. A value of 1 means each frame is treated as one sample. A value of 10 means that 10 AMR frames (of duration 20 msec each) are put together and treated as one sample. It must be noted that, in this case, one sample duration is 20 (msec / frame) x 10 (frame) = 200 msec. For the last sample of the AMR stream, the number of frames can be smaller than frames_per_sample, if the number of remaining frames is smaller than frames_per_sample.



NOTE:
The "hinter", for the creation of the hint tracks, can use the information given by the AMRDecSpecStruc members.



D.8
DecoderSpecificInfo field for H263SampleEntry atom



The DecoderSpecificInfo fields for H. 263 shall be as defined in table D.7. The DecoderSpecificInfo for the H263SampleEntry Atom shall always be included if the MP4 file contains H.263 media.



The DecoderSpecificInfo for H263 is composed of the following fields:



Table D.7:  The DecoderSpecificInfo fields H263SampleEntry



Field


Type


Details


Value





DecSpecificInfoTag


Bit(8)





0x05





SizeOfDecSpecificInfo


Unsigned int(32)











DecSpecificInfo


H263DecSpecStruc


Structure which holds the H.263 Specific information








DecSpecificInfoTag:  It identifies that this is a DecoderSpecificInfo field. It shall be set to 0x05.



SizeOfDecSpecificInfo: It defines the size (in Bytes) of the DecSpecificInfo structure following.



DecSpecificInfo:  This is the structure where the H263 stream specific information resides.



H263DecSpecStruc is defined as follows:



struct H263DecSpecStruc{



Unsigned int (32)

vendor



Unsigned int (8)

decoder_version



Unsigned int (8)

H263_Level


Unsigned int (8)

H263_Profile


Unsigned int (16)

max_width


Unsigned int (16)

max_height


}



The definitions of H263DecSpecStruc members are as follows:



vendor : Four character code of the manufacturer of the codec, e.g. ‘VXYZ’ 



decoder_version: Version of the decoder which created the H263 stream being stored. This value is set to 0 if version has no importance.



H263_Level  and H263_Profile:  These two parameters define which H263 profile and level is used. These parameters are based on the MIME media type video/H263-2000. The profile and level specifications can be found in [23]. 



EXAMPLE 1: 
H.263 Baseline = {H263_Level = 10, H263_Profile = 0}



EXAMPLE 2: 
H.263 Profile 3 @ Level 10 =  {H263_Level = 10  , H263_Profile = 3}



max_width: The maximum width of encoded image. 



max_height: The maximum height of encoded image.



NOTE 1:
max_width and max_height parameters together may be used to allocate the necessary memory in the playback device without need to analyse the H.263 stream 



NOTE 2:
The "hinter", for the creation of the hint tracks, can use the information given by the H263DecSpecStruc members.
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Foreword



This Technical Specification has been produced by the 3GPP.



The present document introduces the set of specifications which apply to 3G-324M multimedia terminals within the  3GPP system.



The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of this TS, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:



Version 3.y.z



where:



x
the first digit:



1
presented to TSG for information;



2
presented to TSG for approval;



3
Indicates TSG approved document under change control.



y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.



z
the third digit is incremented when editorial only changes have been incorporated in the specification;



Introduction



This document contains a specification for H.324 based multimedia codecs for circuit switched 3GPP networks. The term codec is usually associated with a single media type. However, many multimedia services require a close integration of disparate media types. In this sense, the representations of these media types (in the form of media streams) are at least logically bound into a single multimedia stream. As such, a H.324 based multimedia codec must handle multiplexing/de-multiplexing and skew. It will also have to provide codecs for each of the derived media streams. End-to-end, in-band control is also required for the purposes of configuration and establishing individual media streams. Finally, since 3GPP networks are inherently error prone, error detection and/or correction must also be provided by the multimedia codec since it has a comprehensive view of the bit stream it produces and therefore can apply the most efficient form of error detection and/or correction.



1
Scope



This specification introduces the set of specifications which apply to 3G-324M multimedia terminals. 



2
References



The following documents contain provisions which, through reference in this text, constitute provisions of the present document.



· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.



· For a specific reference, subsequent revisions do not apply.



· For a non-specific reference, the latest version applies.



 [1]
ITU-T Recommendation H.223: "Multiplexing protocol for low bitrate multimedia communication"



[2]
ITU-T Recommendation H.223 — Annex A: "Multiplexing protocol for low bitrate multimedia communication over low error-prone channels"



[3]
ITU-T Recommendation H.223 — Annex B: "Multiplexing protocol for low bitrate multimedia communication over moderate error-prone channels"



[4]
ITU-T Recommendation H.223 — Annex C: "Multiplexing protocol for low bitrate multimedia communication over highly error-prone channels"



[5]
ITU-T Recommendation H.223 — Annex D: "Optional multiplexing protocol for low bitrate multimedia communication over highly error-prone channels"



[6]
ITU-T Recommendation H.245: "Control protocol for multimedia communication"



[7]
ITU-T Recommendation G.723.1: "Dual rate speech coder for multimedia communication transmitting at 5.3 & 6.3 kbit/s"



[8]
ITU-T Recommendation H.263: "Video coding for low bitrate communication"



[9]
ITU-T Recommendation H.261: "Video CODEC for audiovisual services at p X 64 kbit/s"



[10]
ITU-T Recommendation H.324: "Terminal for low bitrate multimedia communication"



[11]
3GPP TS 26.111: “Modifications to H.324”



[12]
3GPP TS 26.112: “Call Set Up Requirements”



[13]
3GPP TR 26.911: “Terminal Implementor’s Guide”



[14]
ITU-T Recommendation X.691: "Information Technology - ASN.1 Encoding Rules - Specification of Packed Encoding Rules (PER)"



[15]
International Standard ISO/IEC 14494-2: “Information technology — Generic coding of audio-visual object — Part 2: Visual, 1999”



[16]
3GPP TS 26.071: “Mandatory Speech Codec; General Description”



[17]
3GPP TS 26.090: “Mandatory Speech Codec; Speech Transcoding Functions”



[18]
3GPP TS 26.073: “Mandatory Speech Codec; ANSI C-Code”



[19]
ITU-T T.140 (1998) Presentation protocol for text conversation application.



[20]
3GPP TS 22.226: “Global Text Telephony; Stage 1”



3
Definitions and abbreviations



3.1
Definitions



For the purposes of the present document, the following terms and definitions apply.



H.324 terminal: ITU-T H.324 recommendation, including Annex C



3G-324M terminal: Based on ITU-T H.324 recommendation modified by 3GPP for purposes of 3GPP circuit switched network based video telephony



3.2
Abbreviations



For the purposes of the present document, the following abbreviations apply:



ACELP
Algebraic-Code-Excited Linear-Prediction



ADC
Analogue Digital Converter



AEC
Acoustic Echo Cancellation



AL
Adaptation Layer



CCSRL
Control Channel Segmentation and Reassembly Layer



CELP
Code-Excited Linear-Prediction



CT
Correlation Threshold



DAC
Digital Analogue Converter



DCT
Discrete Cosine Transformation



EI
Error Indication



EOB
End Of Block



FEC
Forward Error Correction



GOB
Group Of Blocks



GQUANT
Group Quantizer information



GTT
Global Text Telephony



HDLC
High-Level Data Link Control



HEC
Header Error Control



ISDN
Integrated Services Digital Network



LAPM
Link Access Procedure for Modems



LC
Logical Channel



MC
Multiplex Code



MCU
Mutipoint Communication Unit



MP-MLQ 
Multipulse Maximum Likelihood Quantization



MPL
Multiplex Payload Length



MR-ACELP
Multi-rate ACELP



PC
Personal Computer



MCU
Multipoint Conference Unit



MUX
H.223 Multiplex layer



PDU
Protocol Data Unit



SN
Sequence Number



VLC
Variable Length Code



4
General



3G-324M terminals provide real-time video, audio, or data, in any combination, including none, over 3GPP circuit-switched, radio networks. They are based on ITU-T H.324 with Annex C. Communication may be either 1-way or 2-way. Such terminals may be part of a portable device or integrated into an automobile or other non fixed location device. They may also be fixed, stand-alone devices; for example, a video telephone or kiosk. 3G-324M terminals may also be integrated into PCs and workstations.



In addition to 3G-324M to 3G-324M communication, interoperation with other types of multimedia telephone terminals is possible, however a gateway may be required.



Multipoint communication between more than two 3G-324M terminals is possible using an Mutipoint Communication Unit (MCU). MCU functionality is for further study.



3G-324M terminals are based on ITU-T H.324 with Annex C. For performance reasons and to define the call set-up procedures, some modifications to H.324 were made. These are described in 3GPP TS 26.111, except call set-up procedures are described in 3GPP TS 26.112. 3G-324M terminals shall conform to these two specifications. Because of the many options in H.324, an implementor’s guide, 3GPP TR 26.911, provides preferred options for 3G-324M implementations.



Figure 1 below shows the functional components of a generic 3GPP multimedia terminal. The video, speech and data are optional. If a media type is supported, the standards indicated are mandatory except those enclosed in square brackets are optional.



Figure 1
Scope of circuit switched multimedia 3GPP specification.



Short descriptions of ITU-T H.324, 3GPP TS 26.111, 3GPP TS 26.112, and 3GPP TR 26.911 are given below.



5
ITU-T H.324



ITU-T H.324 describes terminals for low bitrate multimedia communication. That ITU-T recommendation contains “ANNEX C, Multimedia Telephone Terminals Over Error Prone Channels” (sometimes referred to as H.324/M). This annex is considered an integral part of the recommendation. Therefore, herewith H.324 shall mean ITU-T H.324 with Annex C.



Originally designed for V.34 modems, H.324 now supports ISDN and wireless networks. Therefore, it is well suited as a basis for 3GPP multimedia codecs. Relevant to wireless networks, H.324 describes the overall system architecture and introduces control (H.245), mux (H.223), video (H.261 and H.263), text (T.140), and audio (G.723.1).



Annex A provides a short overview of H.324 and multimedia codecs.



6
Modifications to H.324 (3GPP TS 26.111)



To enable cost-effective, high-quality H.324 terminals for 3GPP networks, some modifications were made to H.324. These modifications are described in 3GPP TS 26.111. Terminals adhering to this specification and 3GPP TS 26.112 (see below) are herewith known as 3G-324M terminals. 3G-324M terminals shall conform to 3GPP TS 26.111 and 3GPP TS 26.112.



7
Call set-up requirements (3GPP TS 26.112)



H.324 does not describe call set-up procedures for 3GPP networks. These are described in 3GPP TS 26.112 and shall be used for 3G-324M terminals.



8
Terminal implementor’s guide (3GPP TR 26.911)



A successful 3G-324M terminal will have to function well at bandwidths as low as 32 KBPS and in potentially high error rate environments. 3G-324M contains many options that may be employed by an implementor. To help choose which options and combinations of options are useful, an implementor’s guide is provided in 3GPP TR 26.911.



Annex A (informative):
Background information



The section is intended for informational purposes only. This is not an integral part of this specification. Each section below relates to the functional components in figure 1.



A.1
Video I/O Equipment



For a video telephone this would most likely consist of a video camera and display monitor. Other possible input sources could be a VCR or disk drive. While most applicable I/O equipment relies on a standard format for the video signal or bit stream, this format is likely to differ from that mandated by the video codec. In such cases, circuitry or software is used to transcode between the two formats.



A.2
Video Codec



ITU-R 601 (NTSC or PAL) is a typical video input signal and represents a bit stream of 20.7 Mbyte/s for the actual image (excluding blanking intervals). The first order of compression occurs by reducing the resolution of the input signal.
 For example, CIF resolution at 30 fps produces a bit stream 4.6 Mbyte/s. Additional savings occur by dropping frames. In a videoconference, where motion is relatively slow, 10 fps is considered adequate. Thus, the original signal of 20.7 Mbytes/s could be reduced to 1.5 Mbyte/s with just these techniques. However, this is still 188 times greater than can be transmitted on, for example, a 64 KBPS channel. Substantial compression is still required, especially considering that framing, control, and audio would as well require a portion of the available bandwidth.



To achieve the degree of compression required for video telephony, all of the video codecs that can currently be employed in a 3GPP multimedia codec use a combination of spatial and temporal redundancy reduction to reduce the bandwidth required by the video media stream. Spatial redundancy can be reduced by converting the input signal from the time domain to the frequency domain using a DCT. This produces a DC value and other coefficients, where most of the scene energy is concentrated in the coefficients corresponding to the lower frequencies. Next, a coarse quantizer is applied (which, in this domain, has little effect on image quality). This results in many of the coefficients being encoded to 0. The significant coefficients are encoded to a much smaller range of values. The coefficients are then reordered so that, typically, the larger magnitude values will occur first followed by 0 value coefficients. Finally, the coefficients are replaced with a count of the number of zero value coefficients followed by the value of a nonzero coefficient. This combination is translated into a VLC. Applying this type of compression to the entire video frame produces an intra frame.



Despite the efficiency of intra coding, significantly more compression is required. In addition to removing spatial redundancy,  all video codecs apply temporal reduction as well. This is achieved by comparing the current frame to the previous and estimating the set of  vectors which when applied to their respective areas of the scene would create the new, current frame based on the old, previous frame.  The match is usually not perfect, so an error component is transmitted as well. The error component is also transformed to the frequency domain, so the same compression efficiency achieved in the intra frame is achieved here as well — enhanced by the fact the range of error coefficients is less than intra coefficients. Since generally only a few areas of a scene change from frame to frame, high compression can be achieved by sending a series of  inter frames. If the error component for a particular block is too large, it can be encoded as an intra block.



Since, by their nature, VLCs are not fixed length, a single bit error can make it impossible to decode an entire frame. Unfortunately, each inter coded frame relies on its previous frame to be decoded. Thus, a single bit error can destroy the entire remaining bit stream. Video codecs have various ways of handling errors. The simplest is to use error detection to determine if a frame contains an error. The transmitter is then signalled that an error occurred. It then sends an intra coded frame, which does not depend on any previous frames. This approach consumes considerable bandwidth and is only practical for very low error networks. Other, more sophisticated schemes are available using the video codecs available to 3G-324M terminals.



A.2.1
H.261



H.261 supports CIF and QCIF images as input. It provides good video quality at 64 kbit/s or higher. It uses BCH codes for Forward Error Correction (FEC). However, this is not recommended for H.324.



A.2.2
H.263



H.263 is an extension of H.261. It allows sub-QCIF, 4CIF and 16CIF as additional input formats. H.263, in its original version, provides four annexes that describe optional modes for enhanced coding.



· Advanced prediction mode (Annex F) provides half-pel motion estimation, median-based motion vector prediction, 4 motion vectors per macroblock (one per block), and overlapped block motion compensation



· Unrestricted motion vectors (Annex  D) work in conjunction with advanced prediction mode and allow motion vectors to point outside the picture area



· Arithmetic coding (Annex E) can be used instead of variable length coding



· PB-frames (Annex G) allow bi-directional prediction similar to MPEG



Other significant differences exist, but require a level of detail to explain that renders them outside the scope of this document.



A second version of H.263 (known as H.263+) adds annexes I through T, some of which address error prone environments and are therefore of special interest to 3GPP multimedia codecs.



A.2.3
MPEG-4



MPEG-4 Visual (ISO/IEC 14496-2) is a generic video codec. One of its target areas is mobile communications. Error resiliency and high efficiency make this codec particularly well suited for 3G-324M.



MPEG-4 Visual is organised into Profiles. Within a Profile, various Levels are defined. Profiles define subsets of tool sets. Levels are related to computational complexity. Among these Profiles, Simple Visual Profile provides error resilience (through data partitioning, RVLC, resynchronization marker and header extension code) and low complexity.



MPEG-4 allows various input formats, including general formats such as QCIF and CIF. It is also baseline compatible with H.263.



A.3
Audio I/O Codec



Generally, a video telephone would require a handset, headset, or microphone and speaker. Often, integrated circuits are employed that convert the typically analogue input signal to a PCM format bit stream (ADC) and convert PCM to an analogue signal for acoustic output (DAC). This is helpful since many speech codecs use PCM for input and output. Video telephones often use a separate microphone and speaker. This allows the user to be seen without a handset or headset. However, if this is so, AEC will be required.



A.4
Speech Codec



A.4.1
3GPP AMR



The AMR codec uses eight source codecs with bit-rates of 12.2, 10.2, 7.95, 7.40, 6.70, 5.90, 5.15 and 4.75 kbit/s. The coder operates on speech frames of 20 ms corresponding to 160 samples at the sampling frequency of 8000 sample/s. It performs the mapping from input blocks of 160 speech samples in 13‑bit uniform PCM format to encoded blocks of 95, 103, 118, 134, 148, 159, 204, and 244 bits and from encoded blocks of 95, 103, 118, 134, 148, 159, 204, and 244 bits to output blocks of 160 reconstructed speech samples. The coding scheme for the multi-rate coding modes is the so‑called Algebraic Code Excited Linear Prediction Coder (ACELP). The multi-rate ACELP coder is referred to as MR-ACELP. At each 160 speech samples, the speech signal is analysed to extract the parameters of the CELP model (LP filter coefficients, adaptive and fixed codebooks' indices and gains). These parameters are encoded and transmitted. At the decoder, these parameters are decoded and speech is synthesised by filtering the reconstructed excitation signal through the LP synthesis filter.



The adaptive multi-rate speech codec is described in a bit‑exact arithmetic in form of a fixed-point ANSI-C code to allow for easy type approval as well as general testing purposes of the adaptive multi-rate speech codec.



The DTX mechanism includes a Voice Activity Detector (VAD) on the TX side; evaluation of the background acoustic noise on the TX side, in order to transmit characteristic parameters to the RX side; and generation of comfort noise on the RX side during periods where the radio transmission is turned off.



The AMR specification contains error concealment. The purpose of frame substitution is to conceal the effect of lost AMR speech frames. The purpose of muting the output in the case of several lost frames is to indicate the breakdown of the channel to the user and to avoid generating possible annoying sounds as a result from the frame substitution procedure.



A.4.2
G.723.1



G.723.1 can be used for compressing the speech or other audio signal component of multimedia services at a very low bitrate as part of H.324. This coder has two bit-rates associated with it, 5.3 and 6.3 kbit/s. The higher bitrate has greater quality. The lower bit-rate gives good quality and provides system designers with additional flexibility. Both rates are a mandatory part of the encoder and decoder. It is possible to switch between the two rates at any frame boundary. An option for variable rate operation using discontinuous transmission and noise fill during non-speech intervals is also possible using a series of silence frames or a single silence frame followed by no frames until speech is detected.



G.723.1 encodes speech or other audio signals in frames using linear predictive analysis-by-synthesis coding. The excitation signal for the high rate coder is Multipulse Maximum Likelihood Quantization (MP-MLQ) and for the low rate coder is Algebraic-Code-Excited Linear-Prediction (ACELP). The frame size is 30 ms and there is an additional look ahead of 7.5 msec,. This coder is designed to operate with a digital signal obtained by first performing telephone bandwidth filtering (ITU-T Recommendation G.712) of the analogue input, then sampling at 8000 Hz and then converting to 16-bit linear PCM for the input to the encoder. The output of the decoder is converted back to analogue by similar means.



G.723.1 has been designed to be robust for indicated frame erasures. An error concealment strategy for frame erasures has been included in the decoder. However, this strategy must be triggered by an external indication that the bit stream for the current frame has been erased. This can be achieved in H.324 using the AL2 Error Indication (EI) flag and the optional AL2 Sequence Number (SN). Because the coder was designed for burst errors, there is no error correction mechanism provided for random bit errors. If a frame erasure has occurred, the decoder switches from regular decoding to frame erasure concealment mode.



G.723.1 contains three annexes. Annex A describes the silence compression system designed for the G.723.1 speech coder (mentioned above). Annex B describes an alternative implementation of G.723.1 contained in floating point C source code. Annex C specifies a channel coding scheme which can be used with the triple rate speech codec G.723.1. The channel codec is scalable in bit-rate and is designed for mobile multimedia applications as a part of the overall H.324 family of standards.


A.5
User Data Applications



A.5.1 Data conferencing – T.120



An example of a User Data Application is T.120. This protocol allows multipoint data conferencing that includes data and image transferral. Other functions, such as shared whiteboards and applications, are possible.



A.5.2 Text conversation – T.140



The real time text conversation application, is supported by the presentation protocol ITU-T T.140 [19]. The Global Text Telephony feature is implemented in the CS Multimedia environment by applying T.140, as specified in H.324. The text stream may be opened simultaneously with voice, video and other data applications. Text-only sessions are also possible. Further requirements applicable to the Global Text Telephony feature are specified in TS 22.226 [20]. 



The data protocol for T.140 is specified in H.324 to be AL1.



A.6
Data Protocols



Various data protocols can be supported. These always support data applications (see 0, User Data Applications). A specific protocol or set of protocols is often stipulated by the data application. Each protocol provides varying degrees of error detection and/or correction.



A.7
System Control



In general, system control constitutes the overall state machine for the terminal. It usually has to be aware of when a connection has been established. At that point it can begin H.245 procedures such as master/slave determination, capabilities exchange, and opening logical channels. Upon call termination, either initiated at the near or far ends, system control generally initiates H.245 end session procedures.



A.8
Call Set-up



All out-of-band network signalling for the purpose of call control is handled by call set-up, which is usually implemented as a state machine. This includes initiating, answering, and tearing down calls.



A.9
H.245



H.245 specifies the syntax and semantics for in-band, terminal-to-terminal control messages and the procedures for their use. Most importantly, H.245 is used for master/slave determination, capabilities exchange, H.223 mux table transmission, and opening and closing logical channels. There is also a large array of general control and indication messages. H.245 addresses a wide range of terminals and applications. Therefore, only a subset of the messages listed in H.245 pertain to 3G-324M terminals. Messages fall into one of four categories: Request (requires a Response), Response (in response to a Request), Command (requires an action), and Indication (informative only).



H.245 messages are carried on a single logical channel within the H.223 mux. This channel is labelled LC 0 and is considered to be open upon establishing digital communications end-to-end and survives until digital communication is terminated. Due to the characteristics of the H.223 mux, bandwidth for H.245 messages is allocated on an as-needed basis. Since most H.245 traffic occurs and the beginning and end of the session, this conserves much needed bandwidth for video and audio. Error control is not provided for within H.245 and is specified elsewhere.



A.10
H.223



H.223 describes the multiplexing protocol used between H.324 terminals. It is packet oriented and each packet can contain a subset of a maximum of 65536 LCs. Each LC represents a single media, information, or control channel. The H.223 protocol is split into two layers, the lowest being the Multiplex Layer.



The Multiplex Layer exchanges data with the end terminal via MUX-PDUs. Multiplex table entries, of which there are 16 (and can be changed during a session), describe which octets from within the PDU are allocated to which logical channels. The multiplex table entry employed for a particular PDU is indicated by the 4 bit MC field in the MUX-PDU header. MUX-PDUs contain an integer number of octets. Errors within the MUX-PDU header are controlled using the HEC field in the MUX-PDU header. H.324 terminals utilising the V.34 transmission protocol frame MUX-PDUs with HDLC. Bit stuffing is used for data transparency in this case.



Above the Multiplex Layer is the Adaptation Layer, of which there are three different types.



1) AL1 is designed primarily for control information and data protocols. It can be either framed or unframed and does not provide any error control.



2) AL2 is designed primarily for the transfer of digital audio. AL2 PDUs contain 1 octet for an 8-bit CRC and an optional octet for a sequence number.



3) AL3 is designed primarily for the transfer of digital video. AL3 PDUs contain 2 octets for a 16-bit CRC. There is also optionally 1 or 2 octets for control. AL3 also allows limited retransmission.



For purposes of video telecommunications over wireless networks, four annexes to H.223 have been created. These create four levels of error detection and error correction.



A.10.1
Level 0



Level 0 applies to H.223 as described above.



A.10.2
Level 1



Level 1, described in Annex  A, replaces HDLC framing with 1 or 2 16 bit flags. Unlike HDLC, Level 1 does not guarantee data transparency. However, if the MUX-PDU header is constructed in such a way as to make emulating the  Level 1 framing flags impossible, data transparency can be achieved by correctly decoding the MUX-PDU. Should there be and error in the MUX-PDU header, resynchronization techniques will have to be applied.



A.10.3
Level 2



Level 2, described in Annex B, uses the same framing as Level 1, but utilises a 3 octet header. This header starts with a 4 bit MC, which is the same as in Level 0. This is followed by an 8-bit MPL-field, with a range of values 0 – 254. Lastly, a 12 bit extended Golay code is used for parity bits. The PM in Level 2 is signalled through the polarity of the MUX-PDU flag. If the output of the correlator is greater than or equal to CT, the PM is 0. If it is less than or equal to -CT, the PM equals 1. After the parity bits, there can be an optional MUX-PDU header for the previous (corrupted) MUX-PDU. This 1 octet field uses the format described in Level 0. Level 2 also offers enhanced packet resynchronization.



A.10.4
Level 3



Level 3, described in Annexes C and D, provides error correction capabilities at the mux level.
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Foreword



This Technical Specification has been produced by the 3GPP.



The present document introduces the set of default codecs applying to 3G packet switched conversational multimedia applications within the 3GPP system.



The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of this TS, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:



Version 3.y.z



where:



x
the first digit:



1
presented to TSG for information;



2
presented to TSG for approval;



3
Indicates TSG approved document under change control.



y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.



z
the third digit is incremented when editorial only changes have been incorporated in the specification;



Introduction



This document contains a specification for default multimedia codecs to be used within 3GPP specified IP Multimedia Subsystem (IM Subsystem). IM Subsystem as a subsystem includes specifically the conversational IP multimedia services, whose service architecture, call control and media capability control procedures have been defined in 3GPP specifications TS 24.229 [15], and are based on the 3GPP adopted version of IETF Session Invitation Protocol (SIP). 



The term codec is usually associated with a single media type. In case of packet switched transport domain, which IM Subsystem will depend on, the individual media types are independently encoded and packetised to appropriate separate Real Time Protocol (RTP) packets. These packets are then transported end-to-end inside UDP datagrams over real-time IP connections that have been negotiated and opened between the terminals during the SIP call as specified in 3GPP TS 24.229 [15]. 



From the codec definition viewpoint, the UEs operating within IM Subsystem need to provide encoding/decoding of the derived codecs, and perform corresponding packetisation/depacketisation functions. Logical bound between the media streams is handled in the SIP session layer, and inter-media synchronisation in the receiver is handled with the use of RTP time stamps. 



Finally, since 3GPP networks are inherently error prone, error detection and/or correction must also be provided by the individual codecs within IM Subsystem, since they have a comprehensive view of the bit stream they produce and therefore can apply the most efficient form of error detection and/or correction.


1
Scope



This specification introduces the set of default codecs for packet switched conversational multimedia applications within 3GPP IP Multimedia Subsystem. Visual and sound communication are specifically addressed. The intended applications are assumed to require low-delay, real-time functionality.



The present document is applicable, but not limited, to PS video telephony.
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3
Definitions and abbreviations



3.1
Definitions



For the purposes of the present document, the following terms and definitions apply.


3G PS multimedia terminal: A terminal based on IETF SIP/SDP internet standards modified by 3GPP for purposes of 3GPP packet switched network based multimedia telephony



3.2
Abbreviations



For the purposes of the present document, the following abbreviations apply:



AMR





Adaptive Multirate Codec
IETF





Internet Engineering Task Force
IM Subsystem


Internet Protocol Multimedia Subsystem
ITU-T





International Telecommunications Union - Telecommunications
RFC





IETF Request For Comments
RTP





Real-time Transport Protocol
RTCP





RTP Control Protocol 
SDP





Session Description Protocol
SIP





Session Initiation Protocol



4
General



3G PS multimedia terminals provide real-time video, audio, or data, in any combination, including none, over 3GPP IM Subsystem. Terminals are based on IETF defined multimedia protocols SIP, SDP, RTP and RTCP. Communication may be either 1-way or 2-way. Such terminals may be part of a portable device or integrated into an automobile or other non-fixed location device. They may also be fixed, stand-alone devices; for example, a video telephone or kiosk. Multimedia terminals may also be integrated into PCs and workstations.



In addition, interoperation with other types of multimedia telephone terminals, such as 3G-324M may be possible, however in such case a media gateway functionality supporting 3G-324M - IM Subsystem interworking will be required within or outside the IM subsystem. 


5
System overview



This specification describes the required codec related elements for 3G PS multimedia terminal: 



· Mandatory and optional codecs for 3G PS multimedia terminal



· Media encapsulation and decapsulation rules for each mandatory and optional codec



6
Functional requirements



SIP protocol itself does not mandate any codecs. Standardisation of mandatory codecs does not prevent the use of other codecs that can be signalled using the SDP protocol. 3G PS multimedia terminals shall be able to use the same audio and video codecs applied in 3G-324M [8]. This will ensure the interoperability with 3G circuit switched multimedia telephony.



6.1 Audio



3G PS multimedia terminals offering audio communication shall support AMR narrowband speech codec [9, 12]. This is the mandatory speech codec.



The AMR wideband speech codec shall be supported when the 3G PS multimedia terminal supports wideband speech working at 16 kHz sampling frequency [16]. 



6.2 Video



3G PS multimedia terminals offering video communication shall support ITU-T recommendation H.263 baseline [6]. This is the mandatory video codec. 



H.263 Version 2 Interactive and Streaming Wireless Profile (Profile 3) Level 10 should be supported [19]. This is an optional video codec.



ISO/IEC 14496-2 (MPEG-4 Visual) Simple Profile at Level 0 should be supported [13]. This is an optional video codec. 



6.3 Real time text



3G PS multimedia terminals offering real time text conversation should support ITU-T T.140 Text Conversation presentation coding [25].



6.4 Interactive and background data 



SIP signalling offers initialisation of packet switched interactive or background class reliable data services as well. However specification of such data services are outside the scope of this specification.



7 Call control



Functional requirements for call control are specified in 3GPP TS 23.228 [20].



The required signalling functions are specified in 3GPP TS 24.228 [14] and call control protocols in 3GPP TS 24.229 [15].



8
Bearer control



The media control is based on declaration of terminal media capability sets in SDP part of appropriate SIP messages. 



Relation of application level SDP signalling and radio access bearer assignment is defined outside this specification. The QoS architecture and concept for WCDMA and GERAN is specified in 3GPP TS 23.107 [21]. The end-to-end QoS framework involving GPRS and UMTS is specified in 3GPP TS 23.207 [22]. The applicable general QoS mechanism and service description for the GPRS in GSM and UMTS is specified in 3GPP TS 23.060 [23]. 



9
Multimedia stream encapsulation



9.1 MIME media types



The terminal shall declare the mandatory and any optional media streams using the codec specific MIME media types in the associated SDP syntax. The MIME media types for the mandatory and optional codecs shall be according to the corresponding types registered by IANA.



· AMR narrowband speech codec MIME media type as specified in Annex D. 



· AMR wideband speech codec MIME media type is specified in Annex B.



· H.263 video codec MIME media type is specified in Annex C.



· MPEG-4 visual simple profile level 0 MIME media type as specified in RFC 3016 [5].



· T.140 Text Conversation MIME media type as specified by RFC 2793 [24].



9.2 RTP payload



RTP payload formats specified by IETF shall be used for real time media streams. 



RTP payload format for the AMR narrowband speech codec is specified in Annex D.



RTP payload format for the AMR wideband speech codec is specified in Annex B.



RTP payload format for the ITU-T H.263 video codec is specified in IETF RFC 2429 [3].



RTP payload format for the MPEG-4 visual simple profile level 0 is specified in IETF RFC 3016 [5].



RTP payload format for the ITU-T T.140 text conversation coding is specified in IETF RFC 2793 [24].



Annex A (informative):
Information on optional enhancements



The section is intended for informational purposes only. This is not an integral part of this specification. 



A.1
Video



This section gives recommendations for the video codec implementations within 3G PS multimedia terminals. 



Regardless of which specific video codec standard is used, all video decoder implementations should include basic error concealment techniques. These techniques may include replacing erroneous parts of the decoded video frame with interpolated picture material from previous decoded frames or from spatially different locations of the erroneous frame. The decoder should aim to prevent the display of substantially corrupted parts of the picture. In any case, it is recommended that the terminal should tolerate every possible bitstream without catastrophic behaviour (such as the need for a user-initiated reset of the terminal).



3G PS terminal video encoders and decoders are recommended to support the 1:1 pixel format (square format).



A.1.1
H.263 video codec



H.263 was approved as a standard in 1996. Since then, version 2 and version 3 enhancing version 1 have been approved in 1998 and 2000 respectively. As of today, H.263 contains an extensive set of mandatory and optional coding tools. H.263 Annex X (going to be approved in 2001) defines codec profiles for various target environments. 



The Baseline Profile (Profile 0) stands for H.263 with no optional modes of operation. It includes the basic coding tool set common in modern video coding standards. It provides simple means to insert resynchronisation points within the video bitstream, and, therefore, it enables recovery from erroneous or lost data.



The Version 2 Interactive and Streaming Wireless Profile (Profile 3) provides enhanced compression efficiency when compared to the Baseline Profile. Moreover, it provides enhanced error resilience for delivery to wireless devices. Specifically, Profile 3 includes the following optional coding modes:



1. Advanced INTRA Coding (Annex I). Use of this mode improves the compression efficiency for INTRA macroblocks (whether within INTRA pictures or predictively-coded pictures).



2. Deblocking Filter (Annex J). A deblocking filter improves image quality by reducing blocking artifacts. When compared to deblocking filtering performed as a postprocessing operation, the Deblocking Filter Mode reduces the amount of required memory, as no additional picture memory is needed for the filtered images. This mode also includes the four-motion-vector-per-macroblock feature and picture boundary extrapolation for motion compensation, both of which can further improve compression efficiency.



3. Slice Structured Mode (Annex K). This mode provides a flexible mechanism to insert resynchronisation points within the video bitstream for recovery from erroneous or lost data. 



4. Modified Quantisation (Annex T). This mode enables flexible quantiser control that can be used in sophisticated bit-rate control algorithms. In addition, it improves chrominance fidelity.



[FFS]



A.2
Audio



[FFS]



A.3
Text



Use of the redundancy coding variant specified in RFC 2793 [24] is recommended for error resilience.



Annex B (normative):
AMR-WB RTP payload and MIME type registration



This section specifies the AMR-WB speech codec RTP payload and MIME type registration. 



Note:
The intention is to replace this normative annex with the IETF RFC defining the AMR Wideband RTP payload and MIME media type registration when the RFC is available.



B.1 AMR-WB RTP payload



The AMR-WB payload format supports transmission of multiple frames per payload, the use of fast codec mode adaptation, and robustness against packet losses and bit errors.



The AMR-WB payload format consists of one payload header, a table of content, optionally one CRC per payload frame, and zero or more AMR-WB payload frames. The payload format is made as bandwidth efficient as possible by not using octet alignment for the payload header, table of content or the payload frames. However, the full payload is octet aligned.



B.1.1 Payload header



The length of the payload header is either 7 or 15 bits, depending on whether the interleaving is used or not. Figures B.1a and B.1b illustrate the header structure. Header bits are specified in following two subclauses.



B.1.1.1 Required fields of the payload header



S (1 bit): Indicates, if set, that the bits in the payload is robust sorted. If not set, simple payload sorting is employed. Note that this bit can be set only if the receiver has signalled support for the OPTIONAL robust payload sorting.



C (1 bit): Indicates the existence of OPTIONAL CRC fields in the payload table of content. Note that this bit can be set only if the receiver has signalled support for the OPTIONAL CRC.



I (1 bit): Indicates, if set, that frames in this payload are interleaved, and that ILL and ILP fields are present in the payload header. If not set, frames in this payload are successive frames and ILL and ILP fields are not present in the payload header. Note that this bit can be set only if the receiver has signalled support for interleaving.



CMR (4 bits): Indicates Codec Mode Requested for the other communication direction. It is only allowed to request one of the AMR-WB speech modes (frame type index 0...8, see [18]). CMR value 15 indicates that no mode request is present, other values are for future use.



B.1.1.2. Optional fields of the payload header



ILL (4 bits): OPTIONAL field that is present only if I=1. The value of this field specifies the interleaving length used for frames in this payload. 



ILP (4 bits): OPTIONAL field that is present only if I=1. The value of this field indicates the interleaving index for frames in this payload. The value of ILP MUST be smaller than or equal to the value of ILL. Erroneous value of ILP SHOULD cause the payload to be discarded.



The value of the ILL field defines the length of an interleave group: ILL=L implies that frames in (L+1)-frame intervals are picked into the same interleaved payload, and the interleave group consists of L+1 payloads. The value of ILP=p in payloads belonging to the same group runs from 0 to L. The interleaving is meaningful only when number of frames per payload N is greater than or equal to 2. Thus, when N frames are transmitted in each payload of a group, the interleave group consists of payloads with sequence numbers s...s+L, and frames encapsulated into these payloads are f...f+N*(L+1)-1.



To put this in a form of an equation, let's assume that the first frame of an interleave group is n, the first payload of the group is s, number of frames per payload is N, ILL=L and ILP=p (p in range 0...L), the frames contained by the payload s+p are n + p + k*(L+1), where k runs from 0 to N-1.



Interleaved frames MUST be stored in the payload in timestamp-increasing order. Furthermore, the interleaved payloads within an interleave group MUST be sent according to increasing order of ILP field, and each payload of an interleave group MUST contain equal number of frames. It is RECOMMENDED that ILL remains constant throughout the session. If ILL are to be changed, the change MUST be done between interleaving groups, i.e. the ILP of the previous packet was L. Furthermore, because of the inter-frame dependent nature of AMR-WB coding, it is RECOMMENDED that ILL values greater than or equal to 2 are used to enable better error recovery in the decoder in case of lost interleaved payload. Note also that using value ILL=0 or using interleaving for payload carrying only one frame is not meaningful.
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+-+-+-+-+-+-+-+



|S|C|I|  CMR  |



+-+-+-+-+-+-+-+



Figure B.1a: AMR-WB payload header, I=0.
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+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+



|S|C|I|  CMR  |  ILL  |  ILP  |



+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+



Figure B.1b: AMR-WB payload header, I=1.



B.1.2. The payload table of content and CRCs



The table of content (ToC) consists of one table of content entry for each speech frame in the payload. A table of content entry includes several specified fields as follows:



F (1 bit): Indicates if this frame is followed by further frames in this payload. F=1 further frames follow, F=0 last frame.



FT (4 bits): Frame type indicator, indicating the AMR-WB speech coding mode or comfort noise (CN) mode. The mapping of AMR-WB modes to FT is given in Table 1a in [18]. If FT=14 (lost frame) or FT=15 (no transmission/no reception), no CRC or payload frame is present.



Q (1 bit): The frame quality bit indicates, if not set, that the payload is corrupted and the receiver should set the RX_TYPE (see [18]) to SPEECH_BAD or SID_BAD depending on the frame type (FT).



 0           



 0 1 2 3 4 5 



+-+-+-+-+-+-+



|F|   FT  |Q|



+-+-+-+-+-+-+



Figure B.2: Table of content (ToC) entry field.



CRC (8 bits): OPTIONAL field, exists if the payload header bit C is set (C=1). The 8 bit CRC is used for error detection. These 8 parity bits are generated according to [18].
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+-+-+-+-+-+-+-+-+



|      CRC      |



+-+-+-+-+-+-+-+-+



Figure B.3: CRC field.



The ToC and CRCs are arranged with all table of content entries fields first followed by all CRC fields. The ToC starts with the frame data belonging to the oldest speech frame in the payload.
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|F|  FT   |Q|F|  FT   |Q|F|  FT   |Q|      CRC      |      CRC  |



+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+



|   |      CRC      |



+-+-+-+-+-+-+-+-+-+-+



Figure B.4: The ToC and CRCs for a payload with three speech frames.



B.1.3. AMR-WB speech frame



An AMR-WB speech frame represents one encoded speech frame encoded using the mode according to the FT field in ToC entry corresponding to this frame. The length of this field is implicitly defined by the AMR-WB mode in the FT field. The AMR-WB speech bits SHALL be sorted according to [18].



B.1.4. Compound AMR-WB payload



The compound AMR-WB payload consists of one AMR-WB payload header, the table of content, and one or more AMR-WB payload frames. These can be combined either by using robust or simple payload sorting. The S-bit in the AMR-WB payload header indicates which method is used.



Definitions for describing the compound AMR-WB payload:



b(m)    - bit m of the compound AMR-WB payload



t(n,m)  - bit m in the table of content entry for speech frame n



p(n,m)  - bit m in the CRC for speech frame n



f(n,m)  - bit m in speech frame n



F(n)    - number of bits in speech frame n, defined by FT



h(m)    - bit m of payload header



H       - number of bits in payload header, 7 or 15 bits



C       - number of CRC bits , 0 or 8 bits



N       - number of payload frames in the payload



S       - number of unused bits in the last octet of the payload



Payload frames f(n,m) are ordered in the order they are delivered by the AMR-WB speech encoder, i.e. frame n is preceding frame n+1. All frames between the oldest one and the most recent one must be present in the payload, the only exception is interleaving, when the frame order is defined in B.1.1.2. If some of the frames are not available because of a frame loss or they are not transmitted due to DTX, those MUST be replaced by lost speech or by no transmission/no reception type frames, respectively.



B.1.4.1. Robust payload sorting



A bit error in a more sensitive bit is subjectively more annoying than in a less sensitive bit. Therefore, to enable protection of only the most sensitive bits of a payload with a forward error detection code, e.g. a CRC outside RTP, the bits inside a payload can be ordered into sensitivity order. The protection SHOULD cover an appropriate number of octets from the beginning of the payload, covering at least the AMR-WB payload header, ToC, and class A bits. Exactly how many octets that needs protection depends on the network and application. To maintain sensitivity ordering inside the AMR payload, when more than one speech frame is transmitted in one payload, reordering of the bits in the payload is needed. 



The AMR-WB payload header, ToC and CRCs SHALL still be placed unchanged in the beginning of the robust sorted payload. Thereafter, the payload frames are sorted with one bit alternating from each AMR-WB payload frame.



The robust payload sorting algorithm is defined in C-style as:



/* payload header */



k=0;



for (i = 0; i < H; i++){



  b(k++) = h(i);



}



/* table of content */



for (j = 0; j < N; j++){



  for (i = 0; i < 6; i++){



    b(k++) = t(j,i);



  }



}



/* CRCs */



for (j = 0; j < N; j++){



  for (i = 0; i < C; i++){



    b(k++) = p(j,i);



  }



}



/* payload frames */



max = max(F(0),..,F(N-1));



for (i = 0; i < max; i++){



  for (j = 0; j < N; j++){



    if (i < F(j)){



      b(k++) = f(j,i);



    }



  }



}



/* padding */



S = 8 - k%8;



if (S < 8){



  for (i = 0; i < S; i++){



    b(k++) = 0;



  }



}



B.1.4.2 Simple payload sorting



If multiple frames are encapsulated into the payload and robust payload sorting is not used, the payload is formed as concatenation of the AMR-WB payload header, ToC, possibly optional CRC fields, and the AMR-WB speech frames. However, the bits inside each AMR-WB payload frame are ordered into sensitivity order as defined in [18]. 



The simple payload sorting algorithm is defined in C-style as:



/* payload header */



k=0;



for (i = 0; i < H; i++){



  b(k++) = h(i);



}



/* table of content */



for (j = 0; j < N; j++){



  for (i = 0; i < 6; i++){



    b(k++) = t(j,i);



  }



}



/* CRCs */



for (j = 0; j < N; j++){



  for (i = 0; i < C; i++){



    b(k++) = p(j,i);



  }



}



/* payload frames */



for (j = 0; j < N; j++){



  for (i = 0; i < F(j); i++){



      b(k++) = f(j,i);



    }



  }



}



/* padding */



S = 8 - k%8;



if (S < 8){



  for (i = 0; i < S; i++){



    b(k++) = 0;



  }



}



B.1.5. Simple example



In the simple example one AMR-WB frame is encapsulated into the payload. Simple payload sorting is used (S=0), no CRC fields are present (C=0), and interleaving is not used (I=0). A 23.05 kbps mode is requested for the reverse link (CMR=7), and the payload was not damaged at IP origin (Q=1). The AMR-WB mode is the 12.65 kbps mode (FT=2). The speech encoded bits are put into f(0...252) in descending sensitivity order according to [18].



   |                            Bit no.                            |



Oct|   0       1       2       3       4       5       6       7   |



---+-------+-------+-------+-------+-------+-------+-------+-------+



 0 |  S=0  |  C=0  |  I=0  |   0   |   1   |   1   |   1   |  F=0  |



---+-------+-------+-------+-------+-------+-------+-------+-------+



 1 |   0   |   0   |   1   |   0   |  Q=1  | f(0)  | f(1)  |  ...  |



---+-------+-------+-------+-------+-------+-------+-------+-------+



32 |  ...  |  ...  |  ...  |  ...  |  ...  |  ...  |f1(249)|f1(250)|



---+-------+-------+-------+-------+-------+-------+-------+-------+



33 | f(251)| f(252)|   0   |   0   |   0   |   0   |   0   |   0   |



---+-------+-------+-------+-------+-------+-------+-------+-------+



Figure B.5: One AMR-WB frame per payload example.



B.2 The AMR-WB MIME type registration



This chapter defines the MIME type for the Adaptive Multi-Rate Wideband (AMR-WB) speech codec. AMR-WB implementations according to [17] MUST support all nine coding modes. The fast mode adaptation is supported by transmitting the mode information in-band together with encoded speech data to allow mode change without any additional signaling. Furthermore, fast mode adaptation requires transmission of codec mode request inside payload.



In addition to the speech codec, AMR-WB specifications also include Discontinuous Transmission / comfort noise (DTX/CN) functionality. The DTX/CN switches the transmission off during silent periods of the speech and only SID frames containing CN parameter updates are sent at regular intervals. Also the AMR-WB DTX/CN MUST be supported.



It is possible that the receiver may only want to receive a certain AMR-WB mode or a subset of AMR-WB modes, due to link limitations in some cellular systems, e.g. the GSM/GERAN radio link can require that only a subset of AMR-WB modes is used. Therefore, it is possible to request a specific set of AMR-WB modes in capability description and the encoder MUST abide this request. If the request for mode set is not given, any mode may be used or requested.



The AMR-WB codec can in principle perform a mode change at any time between any two modes. To support interoperability with GSM through a gateway it is possible to set limitations for mode changes. The decoder has possibility to define the minimum number of frames between mode changes and to limit the mode change to happen into neighboring modes only.



The receiver can limit the number of AMR-WB frames encapsulated into one RTP packet, and if maximum number of frames per packet is given in capability description, the transmitter MUST comply with this limitation. This is an OPTIONAL feature and if no parameter is given in capability description, the transmitter can encapsulate any number of AMR-WB speech frames into one RTP packet.



The payload CRC UED MUST only be used if the receiver has signalled support for this functionality in the capability description.



To enable unequal error protection and/or detection outside RTP, the payload format supports robust payload sorting. The robust payload sorting is an optional feature and MUST only be used if the receiver has signalled support for this functionality in the capability description.



The speech quality in case of packet losses when transmitting several AMR-WB frames per packet can be improved by using OPTIONAL frame interleaving. The interleaving improves perceived speech quality since it introduces series of single frame errors instead of several consecutive frame errors. Interleaving MUST only be applied if the receiver has signalled support for it, and if used, the interleaving length MUST NOT exceed the limitation given in capability description. Note that the receiver can use the MIME parameters to limit increased buffering requirements caused by the interleaving. For example specifying maxframes=N and interleaving=L, the maximum size of an interleave group would be N*(L+1).



B.2.1 MIME Registration



MIME-name for the AMR-WB codec is allocated from IETF tree since AMR-WB is expected to be widely used speech codec in VoIP applications.



Media Type name:

audio



Media subtype name:
AMR-WB



Required parameters:
none



Optional parameters:



mode-set:
Requested AMR-WB mode set. Restricts the active codec mode set to a subset of all modes. Possible values are comma separated list of modes: 0,...,8 (see [18]). If not present, all speech modes are available.



mode-change-period: 
Defines a number N which restricts the mode changes in such a way that mode changes are only allowed on multiples of N, initial state of the phase is arbitrary. If this parameter is not present, mode change can happen at any time.



mode-change-neighbor:
If present, mode changes SHALL only be made to neighboring modes in the active codec mode set. If not present, change between any two modes in the active codec mode set is allowed.



maxframes:
Maximum number of AMR speech frames in one RTP packet. The receiver may set this parameter in order to limit the buffering requirements or delay.



crc:
If present, transmission of CRCs in the payload is supported, otherwise not supported.



 robust-sorting: 
If present, robust payload sorting is supported, otherwise not supported and simple payload sorting SHALL be used.



 Interleaving: 
Indicates that the frame interleaving is supported and defines a maximum value for interleaving length field ILL. If this parameter is not present, the interleaving is not supported.



B.2.2 Mapping to SDP Parameters



Parameters are mapped to SDP as usual.



Example usage in SDP:



 m=audio 49120 RTP/AVP 97



 a=rtpmap:97 AMR-WB/16000



 a=fmtp:97 mode-set=2,3,4,5,6; maxframes=1



Annex C (normative):
ITU-T H.263 MIME media type registration



Note:
The intention is to replace this normative annex with the IETF RFC defining the H.263 video codec MIME media type registration when the RFC is available.



H.263 video codec MIME media type is specified as follows:
MIME media type name: video
MIME subtype name: H263-2000
Required parameters: None
Optional parameters:
profile: H.263 profile number, in the range 0 through 8, specifying the supported H.263 annexes/subparts.
level: Level of bitstream operation, in the range 0 through 99, specifying the level of computational complexity of the decoding process. When profile and level parameters are not specified, Baseline Profile (Profile 0) Level 10 are the default values.
The profile and level specifications can be found in [19]. Note that the RTP payload format for H263-2000 is the same as for H263-1998 published in RFC 2429, but additional annexes/subparts are specified along with the profiles and levels. 



Annex D (normative) 
AMR-NB RTP payload and MIME type registration



This section specifies the AMR-NB speech codec RTP payload and MIME type registration. 



Note:
The intention is to replace this normative annex with the IETF RFC defining the AMR Narrowband RTP payload and MIME media type registration when the RFC is available.



D.1 AMR-NB RTP payload



The AMR-NB payload format supports transmission of multiple frames per payload, the use of fast codec mode adaptation, and robustness against packet losses and bit errors.



The AMR payload format is designed to be flexible, ranging from very low overhead to an extended format with the possibility to increase bit error robustness and pack several speech frames in one packet.



The payload format consists of one payload header, a table of content, optionally one CRC per payload frame and zero or more payload frames. The payload format is bandwidth efficient. This is achieved by not using octet alignment for the payload header, table of content or the payload frames, but the full payload is octet aligned. If the option to transmit a robust sorted payload is enabled and employed, the full payload SHALL finally be ordered in descending bit error sensitivity order to be prepared for unequal error protection or unequal error detection schemes. The AMR encoded bit streams are defined in sensitivity order in Annex B of [2], the original order as delivered from the speech encoder is defined in [1]. The last octet of an AMR payload packet MUST be padded with zeroes at the end if not all bits are used.



The AMR frame types, or modes, are defined in [2]. Frame type 15, no transmission, is needed to indicate not transmitted frames or lost frames. Not transmitted could mean both no data produced by the speech encoder for this frame or no data transmitted in this payload, i.e. valid data for this frame could be sent in another payload. For example, when multiple frames are sent in each payload and comfort noise starts. A frame type sequence in a payload with 8 frames, speech frames with AMR mode 7 are interrupted by CN in the fifth frame, could look like: {7,7,7,7,8,15,15,8}. The AMR SCR/DTX is described in [4].



The AMR payload format supports robust transmission, multiple frames in one payload packet, and the use of fast codec mode adaptation.



Robustness against packet loss can be accomplished by using the possibility to retransmit previously transmitted frames together with the current frame or frames.



The AMR performance over error tolerant links can be be improved by delivering also speech frames with bit errors. Unequal error detection is needed since bit errors SHOULD only be allowed in the least error sensitive bits.



D.1.1 The payload header



The length of the payload header is 6 bits. The bits in the header are specified as follows:



S (1bit): Indicates if set that the payload is robust sorted, otherwise simple payload sorting is employed. Note that this bit can be set only if the receiver has signaled support for the OPTIONAL robust payload sorting.



C (1 bit): Indicates the existence of optional CRC fields in the payload table of content. Note that this bit can be set only if the receiver has signaled support for the OPTIONAL CRC.



R (1 bit): Indicates, if set, that the Codec Mode Request (CMR) is valid.



CMR (3 bits): this field is only valid if the R bit is set(R=1). Codec Mode Requested (CMR) for the other communication direction. It is only allowed to request the one of the speech modes, frame type index 0-7 see Table 1a in [2]. If R=0 the CMR bits SHALL be set to zero, other values are for future use.



 0



 0 1 2 3 4 5



+-+-+-+-+-+-+



|S|C|R| CMR |



+-+-+-+-+-+-+



Figure D.1: AMR payload header



D.1.2 The payload table of content and CRCs



The table of content (ToC) consists of one table of content entry for each speech frame in the payload. A table of content entry includes several specified fields as follows:



F (1 bit): Indicates if this frame is followed by further frames. F=1 further frames follow, F=0 last frame.



Q (1 bit): The payload quality bit indicates, if not set, that the payload is severely damaged and the receiver should set the RX_TYPE, see [4], to SPEECH_BAD or SID_BAD depending on the frame type (FT).



FT (4 bits): Frame type indicator, indicating the AMR speech coding mode or comfort noise (CN) mode. The mapping of existing AMR modes to FT is given in Table 1a in [2]. If FT=15 (No transmission) no CRC or payload frame is present.



 0



 0 1 2 3 4 5



+-+-+-+-+-+-+



|F|Q|  FT   |



+-+-+-+-+-+-+



Figure D.2: Table of content entry field



CRC (8 bits): OPTIONAL field, exists if the payload header bit C is set (C=1). The 8 bit CRC is used for error detection. These 8 parity bits are generated according to section 4.1.4 in [2].



 0



 0 1 2 3 4 5 6 7



+-+-+-+-+-+-+-+-+



|      CRC      |



+-+-+-+-+-+-+-+-+



Figure D.3: CRC field



The ToC and CRCs are arranged with all table of content entries fields first followed by all CRC fields. The ToC starts with the frame data belonging to the oldest speech frame.
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 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1



+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+



|F|Q|  FT   |F|Q|  FT   |F|Q|  FT   |      CRC      |      CRC  |



+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+



|   |      CRC      |



+-+-+-+-+-+-+-+-+-+-+



Figure D.4: The ToC and CRCs for a payload with three speech frames



D.1.3 AMR speech frame



An AMR speech frame represent one encoded speech frame encode with the mode according to the ToC field FT. The length of this field is implicitly defined by the AMR mode in the FT field. The bits SHALL be sorted according to Appendix B of [2].



D.1.4. Compound AMR payload



The compound AMR payload consists of one AMR payload header, the table of content and one or more AMR payload frames. These can be put together with robust or simple payload sorting. The payload header bit S indicates the method used. 



Definitions for describing the compound AMR payload:



b(m)    - bit m of the compound AMR payload



t(n,m)  - bit m in the table of content entry for speech frame n



p(n,m)  - bit m in the CRC for speech frame n



f(n,m)  - bit m in speech frame n



F(n)    - number of bits in speech frame n, defined by FT



h(m)    - bit m of payload header



C       - number of CRC bits , 0 or 8 bits



N       - number of payload frames in the payload



S       - number of unused bits



Payload frames f(n,m) are ordered in consecutive order, where frame n=1 is preceding frame n=2. Within one payload all frames between the oldest and most recent must be present. If speech data is missing for one frame, due to e.g. DTX, send the NO_TRANSMISSION frame type.



D.1.4.1. Robust payload sorting



A bit error in a more sensitive bit is subjectively more annoying than in a less sensitive bit. Therefore, to be able to protect only the most sensitive bits in a payload packet with a forward error detection code, e.g. a CRC outside RTP, the bits inside a frame are ordered into sensitivity order. The protection SHOULD cover an appropriate number of octets from the beginning of the payload, covering at least the AMR payload header, ToC and class A bits (see [2]). Exactly how many octets that needs protection depends on the network and application. To maintain sensitivity ordering inside the AMR payload, when more than one speech frame is transmitted in one payload, reordering of the data is needed.



The reordering to maintain the sensitivity ordered AMR payload SHALL be performed on bit level. The AMR payload header, ToC and CRCs SHALL still be placed unchanged in the beginning of the payload. Thereafter, the payload frames are sorted with one bit alternating from each payload frame.



The robust payload sorting algorithm is defined in C-style as:



   /* payload header */



   k=0;



   for (i = 0; i < 6; i++){



     b(k++) = h(i);



   }



   /* table of content */



   for (j = 0; j < N; j++){



     for (i = 0; i < 6; i++){



       b(k++) = t(j,i);



     }



   }



/* CRCs */



   for (j = 0; j < N; j++){



     for (i = 0; i < C; i++){



       b(k++) = p(j,i);



     }



   }



   /* payload frames */



   max = max(F(0),..,F(N-1));



   for (i = 0; i < max; i++){



     for (j = 0; j < N; j++){



       if (i < F(j)){



         b(k++) = f(j,i);



       }



     }



   }



   /* padding */



   S = 8 - k%8;



   if (S < 8){



     for (i = 0; i < S; i++){



       b(k++) = 0;



     }



   }



D.1.4.2. Simple payload sorting



If multiple new frames are encapsulated into the payload and robust payload sorting is not used. The payload is formed by concatenating the payload header, the ToC, optional CRC fields and the speech frames in the payload. However, the bits inside a frame are ordered into sensitivity order as defined in [2].



The simple payload sorting algorithm is defined in C-style as:



   /* payload header */



   k=0;



   for (i = 0; i < 6; i++){



     b(k++) = h(i);



   }



   /* table of content */



   for (j = 0; j < N; j++){



     for (i = 0; i < 6; i++){



       b(k++) = t(j,i);



     }



   }



   /* CRCs */



   for (j = 0; j < N; j++){



     for (i = 0; i < C; i++){



       b(k++) = p(j,i);



     }



   }



/* payload frames */



   for (j = 0; j < N; j++){



     for (i = 0; i < F(j); i++){



         b(k++) = f(j,i);



       }



     }



   }



   /* padding */



   S = 8 - k%8;



   if (S < 8){



     for (i = 0; i < S; i++){



       b(k++) = 0;



     }



   }



D.2 RTP header usage



The RTP header marker bit (M) is used to mark (M=1) the packages containing the first speech frame after CN. For all other packages the marker bit is set to 0 (M=0).



The timestamp corresponds to the sampling instant of the first sample encoded for the first frame in the packet. A frame can be either encoded speech, comfort noise parameters, or NO_TRANSMISSION. The timestamp unit is in samples. The duration of one AMR speech frame is 20 ms and the sampling frequency is 8 kHz, corresponding to 160 encoded speech samples per frame. Thus, the timestamp is increased by 160 for each consecutive frame. All frames in a packet MUST be successive 20 ms frames.



D.3 Examples



D.3.1 Simple example



In the simple example we just send one frame in each RTP packet, no valid Codec Mode Request CMR is sent (R=0), the payload was not damaged at IP origin (Q=1) and no CRC is used. The AMR mode is the 5.9 kbps mode (FT=2). The speech encoded bits are put into f(0) to f(117) in descending sensitivity order according to [2]. Simple payload sorting is used, S=0.



   |                            Bit no.                            |



Oct|   0       1       2       3       4       5       6       7   |



---+-------+-------+-------+-------+-------+-------+-------+-------+



 0 |  S=0  |  C=0  |  R=0  |   0   |   0   |   0   |  F=0  |  Q=1  |



---+-------+-------+-------+-------+-------+-------+-------+-------+



 1 |   0   |   0   |   1   |   0   | f(0)  | f(1)  | f(2)  |  ...  |



---+-------+-------+-------+-------+-------+-------+-------+-------+



16 | f(116)| f(117)|   0   |   0   |   0   |   0   |   0   |   0   |



---+-------+-------+-------+-------+-------+-------+-------+-------+



Figure D.5: One frame per packet example.



D.3.2 Example with CRCs



In this example the two frames with 6.7 kbps mode (FT=3) are sent in the payload. A mode request is sent(R=1), requesting the 10.2 kbps mode for the other link(CMR=6). CRC is used (C=1). Frame one (134 bits) is f1(0..133) and frame 2 f2(0..133). For each payload frame a CRC is calculated p1(0..7) for frame 1 and p2(0..7) for frame 2. Simple payload sorting is used, S=0.



   |                            Bit no.                            |



Oct|   0       1       2       3       4       5       6       7   |



---+-------+-------+-------+-------+-------+-------+-------+-------+



 0 |  S=0  |  C=1  |  R=1  |   1   |   1   |   0   |  F=1  |  Q=1  |



---+-------+-------+-------+-------+-------+-------+-------+-------+



 1 |   0   |   0   |   1   |   1   |  F=0  |  Q=1  |   0   |   0   |



---+-------+-------+-------+-------+-------+-------+-------+-------+



 2 |   1   |   1   | p1(0) | p1(1) | p1(2) | p1(3) | p1(4) | p1(5) |



---+-------+-------+-------+-------+-------+-------+-------+-------+



 3 | p1(6) | p1(7) | p2(0) | p2(1) | p2(2) | p2(3) | p2(4) | p2(5) |



---+-------+-------+-------+-------+-------+-------+-------+-------+



 4 | p2(6) | p2(7) | f1(0) | f1(1) |  ...  |  ...  |  ...  |  ...  |



---+-------+-------+-------+-------+-------+-------+-------+-------+



20 |  ...  |  ...  |  ...  |  ...  |  ...  |  ...  |f1(132)|f1(133)|



---+-------+-------+-------+-------+-------+-------+-------+-------+



21 | f2(0) | f2(1) |  ...  |  ...  |  ...  |  ...  |  ...  |  ...  |



---+-------+-------+-------+-------+-------+-------+-------+-------+



37 |  ...  |  ...  |  ...  |f2(131)|f2(132)|f2(133)|   0   |   0   |



---+-------+-------+-------+-------+-------+-------+-------+-------+



Figure D.6: Example with CRCs.



D.3.3 Example with multiple frames per payload and robust sorting



In this example two 5.9 kbps mode (FT=2) frames are sent in one payload. No CRC is used (C=0). A mode request is sent(R=1), requesting the 7.95 kbps mode for the other link(CMR=5). The first frame is represented by the 118 bits f(0) to f(117) and the subsequent frame by g(0) to g(117). Robust sorting is used.



   |                            Bit no.                            |



Oct|   0       1       2       3       4       5       6       7   |



---+-------+-------+-------+-------+-------+-------+-------+-------+



 0 |  S=1  |  C=0  |  R=1  |   1   |   0   |   1   |  F=1  |  Q=1  |



---+-------+-------+-------+-------+-------+-------+-------+-------+



 1 |   0   |   0   |   1   |   0   |  F=0  |  Q=1  |   0   |   0   |



---+-------+-------+-------+-------+-------+-------+-------+-------+



 2 |   1   |   0   | f(0)  | g(0)  | f(1)  | g(1)  |  ...  |  ...  |



---+-------+-------+-------+-------+-------+-------+-------+-------+



31 |  ...  |  ...  | f(116)| g(116)| f(117)| g(117)|   0   |   0   |



---+-------+-------+-------+-------+-------+-------+-------+-------+



Figure D.7: Example two frames per payload and robust sorting.



D.4 The AMR MIME type registration



This chapter defines the MIME type for the Adaptive Multi-Rate (AMR) speech codec [1]. The data format and parameters are specified for both real-time transport and for storage type applications (e.g. e-mail attachment, multimedia messaging). The former is referred as RTP mode and the latter as storage mode.



AMR implementations according to [1] MUST support all eight coding modes. The mode change can occur at any time during operation and therefore the mode information is transmitted in-band together with speech bits to allow mode change without any additional signalling.



In addition to the speech codec, AMR specifications also include Discontinuous Transmission / comfort noise (DTX/CN) functionality [11]. The DTX/CN switches the transmission off during silent parts of the speech and only CN parameter updates are sent at regular intervals.



D.4.1 RTP mode



It is possible that the decoder may want to receive a certain AMR mode or a subset of AMR modes, due to link limitations in some cellular systems, e.g. the GSM radio link can only use a subset of maximum four modes. Therefore, it is possible to request a specific set of AMR modes in capability description and the encoder MUST abide this request. If the request for mode set is not given any mode may be used or requested.



The AMR codec can in principle perform a mode change at any time between any two modes. To support interoperability with GSM through a gate-way it is possible to set limitations for mode changes. The decoder has possibility to define the minimum number of frames between mode changes and to limit the mode change to happen into   neighboring modes only.



It is also possible to limit the number of AMR frames encapsulated into one RTP packet. This is an optional feature and if no parameter is given in capability description, the transmitter can encapsulate any number of AMR speech frames into one RTP packet.



The payload CRC UED MUST only be used if the receiver has signalled support for this functionality in the capability description.



To support unequal error protection and/or detection the payload format supports robust payload sorting. The robust payload sorting is an OPTIONAL feature and MUST only be used if the receiver has signalled support for this functionality in the capability description.



D.4.2 Storage mode



The AMR storage mode is used for storing AMR frames, e.g. as a file or e-mail attachment. Frames are stored in consecutive order in octet aligned manner. This implies that the first octet after the last octet of frame n must be the first octet of frame n+1. Each stored AMR frame consists of a Q bit and the 4-bit FT field, followed by the AMR encoded speech bits. The last octet of each frame is padded with zeroes, if needed, to achieve octet alignment. An example is given in figure D.8.



 0                   1                   2                   3



 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1



+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+



|Q|  FT   |                                                     |



+-+-+-+-+-+                                                     +



|                                                               |



+                AMR speech bits for frame n                    +



|                                                               |



+                                                     +-+-+-+-+-+



|                                                     | Padding |



+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+



|Q|  FT   |                                                     |



+-+-+-+-+-+                                                     +



|                                                               |



+                AMR speech bits for frame n+1                  +



|                                                               |



+                                                     +-+-+-+-+-+



|                                                     | Padding |



+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+



Figure D.8: An example of storage format with two AMR 5.9 kbit/s frames (118 speech bits). Note that bits marked as 'padding' must be set to zero.



Frames lost in transmission and non-received frames between SID updates during non-speech period must be stored as NO_TRANSMISSION frames (frame type 15, see definition in [2]) to keep synchronization with the original media. 



The receiving entity (AMR decoder) MUST be able to decode all eight coding modes as well as the AMR DTX/CN [6]. Since no exchange of particular coding considerations can be signalled before downloading or receiving stored AMR data, the optional features (robust sorting, CRC) specified for RTP mode MUST NOT be used with storage mode.



D.4.3 MIME Registration



MIME-name for the AMR codec is allocated from IETF tree since AMR is expected to be widely used speech codec in VoIP applications. Some parts of this chapter will distinguish between RTP and storage modes.



Media Type name:

audio



Media subtype name:
AMR



Required parameters:
none



Optional parameters for RTP mode:



mode-set:  Requested AMR mode set. Restricts the active codec mode set to a subset of all modes. Possible values are comma separated list of modes: 0,...,7 (see Table 1a [2] an example is given in section 8.4). If not present, all speech modes are available.



mode-change-period: Defines a number N which restricts the mode changes in such a way that mode changes are only allowed on multiples of N, initial state of the phase is arbitrary. If this parameter is not present, mode change can happen at any time.



mode-change-neighbor: If present, mode changes SHALL only be made to neighboring modes in the active codec mode set. If not present, change between any two modes in the active codec mode set is allowed.



maxframes: Maximum number of AMR speech frames in one RTP packet. The receiver may set this parameter in order to limit the buffering requirements or delay.



crc:       If present, transmission of CRCs in the payload is supported, otherwise not supported.



robust-sorting: If present, robust payload sorting is supported, otherwise not supported and simple payload sorting SHALL be used.



Optional parameters for storage mode:     none



Additional information for storage mode:
Magic number: none
File extensions: amr, AMR
Macintosh file type code: none
Object identifier or OID: none



D.4.4 Mapping to SDP Parameters



Please note that this chapter applies to the RTP mode only.



Parameters are mapped to SDP as usual. 
Example usage in SDP:
m=audio 49120 RTP/AVP 97
a=rtpmap:97 AMR/8000
a=fmtp:97 mode-set=0,2,5,7; maxframes=1
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