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1. Introduction

Motion estimation is the most demanding task of a video encoder. In the current H.26L testing model, multiple reference frames are allowed for the motion search. This improves the video coding efficiency by better motion compensation; however, it also significantly increases the computational burden on the encoder. For example, a motion search with 5 reference frames, which is a typical configuration in H.26L, could take up to 95% of the total computational power. 

Our solution to the complexity issue is to add dynamic constraints from encoder side so that only a subset of the reference frames is searched. The technique is based on the reference-frame prediction, where the motion search of each image block will follow the predictions by its neighbouring blocks. The advantage of the encoder-side approach is that we can keep the flexibility in the current H.26L decoder, which is going to be standardized, and still we can reduce the computation requirement for the motion estimation.

The description of our fast search technique is organized as the following. First, the method for reference-frame prediction is introduced. Then, we will show the experimental results followed by conclusions. This contribution is prepared in response to VCEG-L36, the “Proposed Investigations on Coding Performance and Complexity in H.26L.”

2. Reference-frame Prediction

It has been observed in our tests that when n (with n>1) reference frames are used in the motion search for an image block (the shaded area in Fig. 1) of a current frame, the probability of selecting the optimal reference block from a reference frame temporally close to the current frame (for example, f0) is much higher than the probability of choosing the reference block from a reference frame far away from the current frame (for example, fn-1). Therefore, while consuming a great deal of computational time, search through all the n reference frames for all the image blocks in the current frame will not give significant benefit in most cases. One straightforward solution to this computational complexity issue is to use less reference frames; however, the tradeoff is that many reference frames will not be used at that time and the video coding quality may have to suffer. We believe that the reference frame of a image block is highly correlated to that of its neighbouring blocks. To take advantage of this understanding, the reference-frame prediction technique is developed to adaptively control the number of reference frames during motion search.
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Figure 1. Motion search with multiple reference frames.
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Figure 2. Image block E in the current image frame and its neighbouring image blocks.

Table 1. Experimental results of reference-frame prediction
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In Fig. 2, block E represents an image macroblock in the current inter frame for which a motion search is going to be conducted; blocks A, B, C, and D are the possible image blocks adjacent to block E in the current frame whose reference image blocks have been chosen from reference frames fa, fb, fc, and fd, respectively. A prediction fp can be derived with p as the following
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where p0 is a pre-fixed positive integer parameter. And the motion search for image block E can be conducted within frames f0 to fp, which is a subset of all the n reference frames, so that the total computational burden can be significantly released. The prediction for fp can be very flexible. It can be made from various sets of the neighbouring image blocks. 

In a special case, if any of the neighbouring blocks used for prediction are out of the image frame or coded as intra blocks, the value of p will be set to (n-1), which means all of the reference frames will be considered during the motion search.

3. Experiments

Experiments have been conducted with the following parameters: n = 5 (corresponding to 5 reference frames); p0 = 1; ( = ½; w = 4; and w1 = 1. The testing condition follows the “Recommended Simulation Conditions for H.26L” in VCEG-L38.

Table 1 shows the testing results with the reference-frame prediction. The relative computational saving for motion search is estimated based on the number of searches, where one search corresponds to the motion search for one macroblock with one block mode within one reference frame. The reference-prediction method gives computation saving of 43-58% while causing very limited video quality degradation in terms of avsnry’s. Intuitively, setting p0 to 1 is a reasonable solution for the occlusion problems if fast motions are presented in the video sequence.

Detailed results of the experiments are available in VCEG-M19.xls. Experiments are all based on the H.26L TML-5.0 codec. Since there has been no significant change in the motion compensation section, we believe the similar results should be observed with the most up-to-date codec.

4. Conclusions

We have shown a technique that can significantly reduce the computations for motion search with almost no quality degradation by reducing the number of reference frames dynamically during motion search. Our fast motion estimation method can be very flexible by adjusting the control parameter p0. Our method can be combined with many traditional single-frame fast motion search methods to further reduce the computation requirement. 

We have shown a way to reduce the complexity for motion search and still maintain the flexibility for possible maximization of compression efficiency. Thus, we suggest that the reference frame selection be remained as an encoder-side issue for H.26L. We also suggest a consideration of adopting the proposed fast motion search into TML.
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Appendix: RD Curves
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