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1. Introduction

After the JVT Geneva meeting in October, many comments of concerns were raised on the reflector to the weighted prediction in JVT-E060[1] and JVT-E146d37[2]. There were also valuable comments for fixes, simplifications and possible improvement with minor modifications. In this contribution, we propose a simplification of the weighted prediction based on the proposals on the reflector with modifications; simplified implicit mode with single multiplication and combination of the implicit bi-prediction and the explicit single prediction. We also evaluate the explicit mode to verify the performance compared to this combined mode. 

2. Implicit bi-prediction with single multiplication

The implicit mode of JVT-E060 and JVT-E146d37 uses two multiplications per pixel to generate the prediction signal. This is to share the same operation with the explicit weighted bi-prediction. However, the prediction signal for the implicit mode is basically derived by single multiplication by adequately forming the equation like follows:

P = P0+(( P1- P0) ·W1 +2LWD-1)>>LWD)
The equation above is arithmetically the same as the current implicit mode using two multiplications. 

We propose an implicit mode prediction signal generation formula using only single multiplication per pixel. There was a similar proposal on the reflector, but slightly modified as follows to further simply the operation. 

· Fixed amount shift operation

The variable shift operation is used in the proposal on the reflector. This is to derive the optimum precision, but it introduces a variable amount shift operation for each MC block. To simplify the operation, fixed amount shift operation is used in this contribution.

· Exception rule

To guarantee 16-bit precision calculation, some limitation is necessary on the range of the weighting factor. In the proposal on the reflector, the weighting factor is set to perform Pred_L1 in such case. In this contribution, the weighting factor to generate average of P0 and P1 is used. This is the same operation as the exception rule for the long-term memory, thus unify the operation. 

The following is the formula for the proposal:

P = Clip1 (P0+(( P1- P0) ·W1 +64)>>7))
W1 is calculated as follows:

W1 = (256 · DiffPicOrderCount(ref_idx_l0, current_pic) / DiffPicOrderCount(ref_idx_l0 ,ref_idx_l1))>>1

except if DiffPicOrderCount(ref_idx_l0, ref_idx_l1) is equal to zero or if W1 is less than -128 or if W1 is more than 127 or if one or both reference pictures is a long term reference picture, in which case, W1 = 64.
W1 above is equal to W>>1 where W is the scaling factor for the temporal direct mode. 

Since the explicit mode requires two multiplications per pixel, the worst-case operation requirement stays the same if we keep this mode. By removing the explicit weighting for the bi-prediction, two multiplications will be completely eliminated from the weighting prediction, thus much simplifies the implementation. This may affect the coding efficiency. Recently, there was a proposal on the reflector to allow the combination of the implicit weighting for bi-prediction and the explicit weighting for the single prediction (Pred_L0 and Pred_L1). By introducing this combined mode, the degradation from the explicit mode may not so much. 

3. Implementation consideration

Table 1 summarizes the necessary operations per pixel to calculate the prediction signal for the weighted bi-predictive prediction of various documents, software and proposals. 

The proposed method requires only single multiplication per pixel while others except for the implicit mode of the FCD require two multiplications.. 

JVT-E148d37 requires two more shift and two more addition operations than JVT-E060, jm50g and the explicit mode of the FCD. It is because rounding operations ((xx+64)>>7) are used for P0*W0 and P1*W1 terms. A “finer” precision of one bit is accomplished by this, but it is questionable whether it is worthwhile to force such more operations at pixel level. It was claimed that this equation eases to share the module for single and bi-predictive predictions. However, it is questionable because the bi-prediction requires two weighting operations per pixels while the single requires once, thus it requires twice the speed of the module for the sharing. 

It should be noted that the implicit modes of JVT-E060 and JVT-E148d37 do not satisfy 16-bit operation, or harm the extrapolation when restriction is applied to the range of the weighting factor.  The shift value should be corrected adequately. 

The implicit mode of the FCD requires no multiplication operation. This method does not require any division operation to derive the weighting factor whereas other method requires divisions of DPOC. If there is a serious problem on this division operation related to DPOC, we may choose this implicit mode. 

Table 1 Comparison of necessary operation for weighted bi-prediction
	
	equation
	*
	+ -
	>>
	Clip

	FCD implicit
	P=(P0+P1+1)>>1
	0
	2
	1
	0

	(JVT-E022)
	P=clip1(2*P0 – P1)
	0
	1
	1
	1

	FCD explicit

(JVT-E022)
	P=clip1(((P0*W0+P1*W1+2LWD)>>

(LWD+1))+BDO)
	2
	3
	1
	1

	
	CP=clip1(128+(((CP0-128)*CW0

+(CP1-128)*CW1+2CWD)>>(CWD+1))

+CBDO )
	2
	6
	1
	1

	JVT-E060
	P=(P0*W0+P1*W1+128)>>8
	2
	2
	1
	1

	JVT-E148d37
	P=clip1(((P0*W0+64)>>7)

+((P1*W1+64)>>7)+1)>>1)
	2
	3
	3
	1

	
	CP=clip1((((P0-128)*W0+64)>>7)

+(((P1-128)*W1+64)>>7)+1)>>1+128)
	2
	5 (6)*
	3
	1

	JM50g
	P=clip1((P0*W0+P1*W1+128)>>8)
	2
	2
	1
	1

	
	CP=clip1((CP0-128)*W0
+(CP1-128)*W1+128)>>8+128
	2
	5
	1
	1

	Proposed method
	P=clip1(P0+((P1-P0)*W1+64)>>7)
	1
	3
	1
	1



* “+128” is necessary

4. Simulations

Computer simulations were conducted to evaluate the proposed method. Table 2 summarizes the simulation conditions. These follow the common test condition (VCEG-N81)[4]. Table 3 shows the test sequences and fade patterns used for the simulation. Various fade types were used; fade from black/white, linear/quadratic/S-curve, cross-fade. 

Since there seems to be bugs and performance problem on the latest version of the JM (jm50g), we used two programs as listed in Table 4. Jm50g1 is basically based on JVT-E060. The combined mode is introduced in jm50f_wp where the proposed simplified implicit is used for the bi-prediction and the explicit weighting is used for the single prediction. This mode requires only one multiplication per pixel while the explicit mode requires two multiplications for weighted bi-prediction. Another major differences except for the stability are the implicit mode and the weight and offset detection algorithm for the explicit mode at the encoder. 

Table 2  Test condition
	Base program
	JM5.0g1/JM5.0f+WP

	R-D optimization
	used

	MV search range
	(32

	CABAC
	used

	Slice, Data partitioning, FMO
	not used

	Hadamard
	used

	Number of reference pictures
	5

	QP
	28, 32, 36, 40

	Picture type structure
	IPPPPP, IBBPBBP, IBBPBBBs


Table 3  Fade patterns and test sequences
	Fade type
	Video sequence
	Fade duration

	Linear fade from black
	Container(QCIF 10Hz)

News(QCIF 10Hz) Foreman(QCIF 10Hz)
	2 sec.

	Quadratic curve fade from black
	
	

	Sigmoid (S-curve) fade from black
	
	

	Linear fade from white
	
	

	Quadratic curve fade from white
	
	

	Sigmoid (S-curve) fade from white
	
	

	Cross fade
	Container to News

(QCIF 10Hz)
	2 sec.


Table 4  Programs used for the simulation

	
	
	Implicit
	Explicit

	jm50g1
	modified version of jm50g 
(provided by Jill Boyce from Thomson)
	JVT-E060 based
(two multiplication)
	JVT-E060 based

	jm50f_wp
	Toshiba’s implementation of Weighted Prediction based on jm50f
	proposed method
(single multiplication)
	modified weight and offset detection (encoder)


Detailed simulation results are summarized in the excel file (JVT-F077.xls). 

Comparing the weight and offset detection algorithm for the explicit modes of the two programs, jm50f_wp outperforms jm50g1 in almost all sequences and fade types except for foreman, M=3. The average differences are about 25%(2.0dB) for PPPP and 6.2%(0.5dB) for PBBP. Especially, there are significant differences for fade from white of about 44% (3.4dB) for PPPP and 13% (0.9dB) for PBBP. There are also gains for cross fade, PPPP of about 15% (1.0dB). These are because the encoder of jm50f_wp detects both weight and offset whereas jm50g1 detects only weight. 

The implicit mode of jm50g, where the weighted prediction is applied only to the bi-prediction, is worse than the explicit mode for non-linear fades; about 2.7%(0.2dB) in average and 11.9%(1.1dB) at maximum. On the other hands, the degradation of the combined mode in jm50f_wp is small or even better compared to the explicit mode requiring two multiplications. The combined mode outperforms the explicit mode about 4.7%(0.3dB) in average. The gain of the combined mode is large especially for fade from white and cross fade, regardless of the fade curve types (linear, quadratic or S-curve); 7.0%(0.47dB) for fade from white and 17.7%(1.1dB) for cross-fade. Degradation is observed for fade from black, especially for non-linear fade, but not significant as the implicit mode versus the explicit mode in jm50g1; 1.9%(0.1dB) in average. 

The performance of BsBBBs structure was also evaluated. The gain of the implicit mode in jm50g1 is 24%(1.3dB) in average while the gain of the combined mode is 32%(1.9dB) in average. This verifies the effectiveness of the weighted prediction in Bs-picture. 

The simulation results are summarized as follows:

· The combined mode of implicit for bi-prediction and explicit for single prediction performs best in average among all modes verified. The gain from the non-WP is high enough of ave:38%/2.4dB and max:53%/4.4dB. The explicit mode outperforms the combined mode for fade from black, but the gain is small (1.9%/0.1dB)

· The weight and offset detection algorithm in jm50f_wp outperforms that in jm50g1, especially for fade from white and cross fade(up to 44%/3.4dB). 

5. Conclusion

A simplified form of the implicit weighted bi-prediction using only one multiplication was proposed. The combined mode with the explicit weighting for the single prediction was also proposed and evaluated. This combined mode uses only one multiplication per pixel, thus much simplifies the implementation. Compared to JVT-E146d37, two additions and two multiplications are also omitted. Simulation result showed that that the overall performance of the combined mode is even better than the explicit mode except for small degradation for fade from black of 1.9% in average.  

Therefore, we recommend the following:

· Replace the implicit weighted bi-prediction with the proposed simplified form using only one multiplication. 

· Allow combination of the explicit weighting for the single prediction and the implicit weighting for the bi-predictive prediction in B-slice. 

· Remove the explicit weighting for the bi-predictive prediction requiring two multiplications per pixel. 

It should be noted that the weighted prediction with the proposed simplifications still performs extremely high coding gains for all fade types (ave:38%(2.4dB), max:53%(4.4dB)) while much simplifies the implementation by eliminating two multiplications per pixel. 
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