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1. Introduction
We propose the simplified block-size adaptive MC (JVT-D110 [1]) in this document. Mitsubishi and Hitachi reported the verification results of JVT-D110 at the Geneva meeting [2][3], but the questions on the encoder complexity and the evidence of memory reduction were raised. The encoder cost of the proposed method is almost same as that of the current design of JM software, since it does not apply the concept of adaptive filter. And this document provides the result of analysis on the complexity reduction of memory access for the worst case bitstream and bitstreames to be generated for the tests. 

We are concerned that the memory bandwidth requirements of the current JVT specification may be undesirable for the implementation of JVT codec on DSP. And we think that the concept of limiting the no. of MVs per two consecutive MBs adopted for the level 3.1 and higher is not appropriate for the lower levels from the memory access cost point of view. This document also provides the results of comparison between the proposed method and the two-consecutive MB concept.

2. Problems

The following concerns are raised for the implementation of JVT codec on DSP:

1) the access to an external RAM is a burden on the codec system, since the bus clock is usually designed two to six times slower than the CPU clock for reducing the consumption of power, 

2) it is difficult to design a codec system so that the frame memory for reference pictures and decoded/coded picture is arranged into an internal RAM, particular the multi reference case, for the relation with other applications integrated to the system, and,

3) the reduction of number of words in vertical dimension read from memory is more critical than that in horizontal dimension, since vertically adjacent pels are never located in the same word (e.g. 2 bytes or 4 bytes).

In the MPEG-4 case, the MC memory access cost occupies the 30-50% for the total cost of decoding process. 

3. Simplified block-size adaptive MC

This section described the features of proposed method. Only the two processes are introduced into the Motion Compensation part of encoder as follows:

1) limiting the vertical component of MVs to the integer accuracy for the 8x4, 4x8 and 4x4 blocks, and

2) applying the following vector scaling before encoding the differential motion vector.

if (current 8x8 subblock is predicted by 8x4, 4x8 or 4x4 blocks and component is vertical) then

  mvdk = (mv k >>2) – (pmvk >> 2);

else

  mvdk = mv k – pmvk; 

where mv is the coded motion vector, pmv is the motion vector predictor and mvd is the differential motion vector data to be encoded. k indicates vector component. Note that mv and pmv are always represented as one-fourth pel unit value inside the encoder.

For the decoder side, the decoded differential motion vectors are re-scaled before inputting them to the MC unit as follows:

if (current 8x8 subblock is predicted by 8x4, 4x8 or 4x4 blocks and component is vertical) then

  mvk = (mvdk + (pmvk>>2))<<2;

else

  mvk = mvdk + pmvk; 

Also, mv and pmv are always represented as one-fourth pel unit value inside the decoder.

In the new method, the 6-tap filter specified in the current draft is used. So, the modification to the draft text is just the semantics of motion vector for applying the vector scaling described above. The required modifications to the JVT-F082r3 [4] are provided in Annex A of this document.

4. Study on worst case cycle

In this section, the bandwidth savings for out proposal and limiting the number of MVs per two consecutive MBs (e.g. 16 MV and 32 MV in 2 MB) are studied using the approach of JVT-E093 [5]. For our proposal, we assume that bi-directional 4x4 motion compensation for B-picture and 4x4 motion compensation for P-picture is worst case as studied in JVT-F024 [5] but reduce the vertical overhead to 0 from 5. For the later, we applied the same approach as JVT-F024, but we assume that 4x8 motion compensation is worst case for the 32 MV approach in P-picture. 

The worst cycle count for all study cases are provided in the excel sheet (JVT-F033.xls). The table 1 shows the percentage reduction for simple interface case. This study result indicates that the reduction rate of our proposal is comparable to that of “16 MV in 2 MB” for P-picture case and to that of “32 MV in 2 MB” for B-picture case. However, we think that the limitation scheme of number of motion vectors per 2 consecutive macroblocks requests the additional encoder complexity to select the partition modes of 2 consecutive macroblocks. This kind of complexity is undesirable for the software implementation.

Table 1 Reduction rate of memory bandwidth in worst case

	Interface data quantum (bytes)
	P-picture
	B-picture

	
	16 MV (4x8)
	32 MV (4x4)
	F033 

(4x4)
	16 MV (8x8)
	32 MV (4x8)
	F033 

(4x4)

	1
	29.13%
	0.00%
	39.13%
	48.91%
	29.13%
	39.13%

	2 (16-bit)
	30.82%
	0.00%
	34.25%
	53.08%
	30.82%
	34.25%

	4 (32-bit)
	32.69%
	0.00%
	28.85%
	57.69%
	32.69%
	28.85%


5. Simulation Conditions

The test sequences and test conditions are listed in Table 2 and Table 3 respectively. HHR sequences are generated by taking right most 352x480/576 pixels from the original source. Table 4 is list for calculating the number of words to be accessed in vertical dimension when an encoded data is decoded. And Table 5 is list for calculating the total number of words (minimum addressable data quantum is 4 bytes) to be accessed when an encoded data is decoded. The exact number of words or lines read from memory for any decoded MC block can be known by investigating the value of motion vector components.

Table 2 Test Sequences

	Frame Skip
	2 for IPPP, 0 for IBBP
	1 for IPPP, 0 for IBBP
	0

	Sequences
	Container, QCIF,300 
News, QCIF,300
Foreman, QCIF,300
	Paris, CIF,300
Silent Voice, QCIF,300 
	Mobile CIF 300 
Tempete CIF 260 
Bus, HHR, 150

Canoa, HHR, 220

Night, 720p, 60

Flamingo, 1080i, 30


Table 3 Test Condition

	Reference Software Version
	JM 5.0

	GOP Structure
	IPPP… and IBBP…

	QP
	QPI=QPP= QPB= 24,28,32,36 (as defined in FCD)

	Entropy Coding
	UVLC / CAVLC

	RD Optimization
	ON

	Hadamard
	YES

	Number of Reference Frames
	QCIF, CIF and 720p: 3, HHR and 1080i: 2

	MV Search Range
	QCIF, CIF, HHR and 720p: 32x32, 1080i: 16x16

	Restricted Search Range
	2

	Direct mode type
	Spatial

	Interlaced coding type
	MB AFF


Table 4 Vertical dimension
	No. of line
	Accuracy of vertical MV component

	
	Integer
	1/2 or 1/4

	16
	16
	21

	8
	8
	13

	4
	4
	9


Table 5 Interface data quantum: 4 bytes

	Block size
	Accuracy of MV component

	
	Horizontal
	Vertical

	
	Integer (N)
	1/2 or 1/4
	Integer
	1/2 or 1/4

	
	N%4==0
	N%4==1-3
	
	
	

	16(16
	4
	5
	6
	16
	21

	16(8
	4
	5
	6
	8
	13

	8(16
	2
	3
	4
	16
	21

	8(8
	2
	3
	4
	8
	13

	8(4
	2
	3
	4
	4
	9

	4(8
	1
	2
	3
	8
	13

	4(4
	1
	2
	3
	4
	9


6. Results

We evaluate the coding performance and reduction rate of memory access for three approaches, that is

1) rD110; proposed method (revised method of D110) described in section 3, 

2) 16 MV; limiting the number of MVs per two consecutive MBs to 16 in coding order, and

3) 32 MV; limiting the number of MVs per two consecutive MBs to 16 in coding order. 

The tables 6 and 7 show the average PSNR gains and bitrate savings as calculated using the Bjontegaard measurement method [7]. Rate-distortion curves and statistical data (averaged PSNR and coding bitrate) for all test cases are provided in the excel sheet (JVT-F033.xls). The BD results indicate that the averaged bit loss is negligible for all three cases. The worst bit loss of ‘rD110’ is 2%, but we confirmed that the bit loss of ‘rD110’ is reducible by changing the value of (mode. 
The tables 8 and 10 show the reduction rate of number of words in vertical dimension read from memory in the lowest QP case and on average, respectively. The tables 9 and 11 show the reduction rate of total number of words (word width is 4 bytes) read from memory in the lowest QP case and on average, respectively. The number of words read from memory is provided in the excel sheet (JVT-F033.xls) for all test cases. The results indicate that ‘rD110’ can reduce the complexity of memory access not only in the worst case but also in the general case. It is helpful for the DSP design.

7. Conclusions

The following results were obtained by this test:

( 
The bit-rate loss made by introducing our proposal (simplified D110) for complexity reduction is negligible, 

( 
The memory access reduction on our proposal is more effective than that on the limitation scheme of 32 of motion vectors per 2 consecutive macroblocks and is comparable to that on the limitation scheme of 16 of motion vectors per 2 consecutive macroblocks in the worst case studied, 

( 
The limitation scheme of number of motion vectors per 2 consecutive macroblocks has no impact in the general case, and 

( 
The proposed limitation is reducible the complexity of memory access not only in the worst case but also the general case. 

We think that the simplified D110 provides the best performance on trade-off between the memory access reduction and coding bit loss. And we think that the limitation scheme of number of motion vectors per 2 consecutive macroblocks requests the additional encoder complexity to select the partition modes of 2 consecutive macroblocks. 
As the results of studies, we recommend to adopting the feature of simplified D110 in the JVT specification.
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 Table 6 Average PSNR gains and bitrate savings: P-picture only

	
	BDSNR [dB]
	BRS [%]

	
	RD110
	16 MV
	32 MV
	rD110
	16 MV
	32 MV

	Container
	-0.01
	0.00
	0.00
	0.23
	0.05
	0.00

	Foreman
	-0.02
	-0.01
	0.00
	0.35
	0.26
	0.00

	News
	-0.04
	0.00
	0.00
	0.63
	-0.06
	0.00

	Silent
	0.01
	0.00
	0.00
	-0.25
	0.01
	0.00

	Paris
	-0.04
	-0.01
	0.00
	0.66
	0.19
	0.00

	Mobile
	-0.06
	-0.01
	0.00
	1.29
	0.12
	0.00

	Tempete
	-0.04
	0.00
	0.00
	0.94
	0.08
	0.00

	Bus
	-0.03
	-
	-
	0.66
	-
	-

	Canoa
	0.00
	-
	-
	0.04
	-
	-

	Night
	-0.01
	-
	-
	0.24
	-
	-

	Flamingo
	0.00
	-
	-
	-0.15
	-
	-

	Ave.
	-0.02
	0.00
	0.00
	0.42
	0.09
	0.00


Table 7 Average PSNR gains and bitrate savings: 2 B-frames

	
	BDSNR [dB]
	BRS [%]

	
	RD110
	16 MV
	32 MV
	rD110
	16 MV
	32 MV

	Container
	-0.01
	-0.01
	0.00
	0.09
	0.11
	0.00

	Foreman
	-0.02
	-0.01
	0.00
	0.46
	0.32
	0.00

	News
	-0.04
	-0.02
	0.00
	0.60
	0.39
	0.00

	Silent
	0.00
	-0.01
	0.00
	-0.01
	0.31
	0.00

	Paris
	-0.06, -0.03*
	-0.03
	0.00
	1.16, 0.63*
	0.58
	0.00

	Mobile
	-0.06, -0.04*
	-0.01
	0.00
	1.41, 0.94*
	0.23
	0.00

	Tempete
	-0.08, -0.06*
	-0.01
	0.00
	2.07, 1.43*
	0.16
	0.00

	Bus
	-0.04
	-
	-
	0.87
	-
	-

	Canoa
	0.00
	-
	-
	0.07
	-
	-

	Night
	0.00
	-
	-
	0.15
	-
	-

	Flamingo
	0.00
	-
	-
	0.10
	-
	-

	Ave.
	-0.03, -0.02*
	-0.01
	0.00
	0.63, 0.48*
	0.30
	0.00


* (mode and (motion for P-pictures are set to 0.58 (default: 0.68)
Table 8 Reduction rate of memory bandwidth: vertical dimension (QP=24)

	
	P-picture only [%]
	2 B-frames [%]

	
	RD110
	16 MV
	32 MV
	rD110
	16 MV
	32 MV

	Container
	1.49 
	-0.44 
	0.00
	0.57 
	-0.14 
	0.00

	Foreman
	14.83 
	0.11 
	0.00
	7.97 
	0.50 
	0.00

	News
	11.81 
	1.01 
	0.00
	5.07 
	0.85 
	0.00

	Silent
	10.93 
	0.99 
	0.00
	6.00 
	0.71 
	0.00

	Paris
	12.91 
	1.25 
	0.00
	6.81 
	1.24 
	0.00

	Mobile
	17.14 
	1.34 
	0.00
	10.11 
	1.96 
	0.00

	Tempete
	18.96 
	1.29 
	0.00
	12.43 
	2.06 
	0.00

	Bus
	12.71 
	-
	-
	8.33 
	-
	-

	Canoa
	11.71 
	-
	-
	7.64 
	-
	-

	Night
	7.76
	-
	-
	3.73
	-
	-

	Flamingo
	17.39
	-
	-
	8.71
	-
	-

	Ave.
	12.51
	0.79
	0.00
	6.87
	1.03
	0.00


Table 9 Reduction rate of memory bandwidth: Interface data quantum 4 bytes (QP=24)
	
	P-picture only [%]
	2 B-frames [%]

	
	RD110
	16 MV
	32 MV
	rD110
	16 MV
	32 MV

	Container
	0.18 
	-0.25 
	0.00
	0.30 
	-0.16 
	0.00

	Foreman
	11.49 
	0.22 
	0.00
	4.93 
	0.34 
	0.00

	News
	6.32 
	0.41 
	0.00
	2.63 
	0.22 
	0.00

	Silent
	7.62 
	0.76 
	0.00
	3.98 
	0.42 
	0.00

	Paris
	7.98 
	0.65 
	0.00
	3.80 
	0.50 
	0.00

	Mobile
	9.94 
	0.65 
	0.00
	5.47 
	0.93 
	0.00

	Tempete
	10.96 
	0.66 
	0.00
	6.74 
	0.98 
	0.00

	Bus
	7.49 
	-
	-
	4.70 
	-
	-

	Canoa
	7.40 
	-
	-
	4.52 
	-
	-

	Night
	4.50
	-
	-
	2.23
	-
	-

	Flamingo
	12.24
	-
	-
	5.38
	-
	-

	Ave.
	7.83
	0.44
	0.00
	4.06
	0.46
	0.00


Table 10 Averaged reduction rate of memory bandwidth: vertical dimension

	
	P-picture only [%]
	2 B-frames [%]

	
	rD110
	16 MV
	32 MV
	rD110
	16 MV
	32 MV

	Container
	1.43
	-0.03
	0.00
	0.49
	-0.02
	0.00

	Foreman
	8.30
	-0.02
	0.00
	3.98
	0.30
	0.00

	News
	7.43
	0.21
	0.00
	2.97
	0.23
	0.00

	Silent
	5.17
	0.32
	0.00
	2.76
	0.33
	0.00

	Paris
	8.95
	0.61
	0.00
	4.34
	0.61
	0.00

	Mobile
	12.70
	0.79
	0.00
	7.76
	0.79
	0.00

	Tempete
	11.41
	0.49
	0.00
	7.56
	0.84
	0.00

	Bus
	7.87
	-
	-
	5.49
	-
	-

	Canoa
	8.06
	-
	-
	4.09
	-
	-

	Night
	3.82
	-
	-
	1.97
	-
	-

	Flamingo
	6.25
	-
	-
	3.50
	-
	-

	Ave.
	7.40
	0.34
	0.00
	4.08
	0.44
	0.00


Table 11 Averaged reduction rate of memory bandwidth: Interface data quantum 4 byte
	
	P-picture only [%]
	2 B-frames [%]

	
	rD110
	16 MV
	32 MV
	rD110
	16 MV
	32 MV

	Container
	0.62
	-0.08
	0.00
	0.28
	-0.03
	0.00

	Foreman
	6.17
	-0.08
	0.00
	2.44
	0.03
	0.00

	News
	4.17
	0.17
	0.00
	1.61
	0.04
	0.00

	Silent
	3.91
	0.31
	0.00
	2.03
	0.24
	0.00

	Paris
	5.66
	0.35
	0.00
	2.51
	0.29
	0.00

	Mobile
	7.06
	0.40
	0.00
	3.97
	0.32
	0.00

	Tempete
	6.38
	0.23
	0.00
	3.87
	0.39
	0.00

	Bus
	4.55
	-
	-
	3.12
	-
	-

	Canoa
	5.26
	-
	-
	2.49
	-
	-

	Night
	2.21
	-
	-
	1.10
	-
	-

	Flamingo
	4.70
	-
	-
	2.45
	-
	-

	Ave.
	4.61
	0.19
	0.00
	2.35
	0.18
	0.00


Annex A: Proposed revisions to JVT-F082r3

This annex described all required modifications to the latest draft text for introducing the feature.

1) Semantics of motion vector data

7.4.5.1 Macroblock prediction semantics

….

mvd_l0 indicates the difference between a vector component to be used and its prediction. The horizontal motion vector component difference is decoded first in decoding order. For the horizontal motion vector component difference, mvd_l0 represents the one-fourth sample accuracy data. For the vertical motion vector component difference, if num_mb_part (mb_type) is equal to 4 and num_sub_mb_part is equal to 2 or 4, mvd_l0 represents the integer sample accuracy data; otherwise it represents the one-fourth sample accuracy data. If so indicated by mb_type, vector data for 1 to 16 blocks are transmitted.  For the coded motion vector, a prediction is formed for the horizontal and vertical components of the motion vector. The prediction for the motion vector component is added to the motion vector component difference mvd_l0 to form the motion vector component used in inter prediction. When mvd_l0 represents the integer sample accuracy, the prediction is adjusted to the integer sample accuracy before adding it to mvd_l0. The range of mvd_l0 is constrained by constraints on decoded motion vector values specified in Annex A.
mvd_l1 has the same semantics as mvd_l0, except that it is applied to the reference index list 1. The range of mvd_l1 is constrained by constraints on motion vector values specified in Annex A.
2) The decoding process for motion vector components

8.4.1.4 Calculation of the resulting luma motion vector

Input to this process are the motion vector predictors MvpL0 and MvpL1 as well as the differential motion vectors mvd_l0 and mvd_l1.

Output of this process  are the motion vectors MvL0 and MvL1.

For skipped macroblocks, macroblocks coded in B_Direct_16x16 type, or sub-macroblocks coded in B_Direct_8x8 type, the luma motion vectors are obtained by invoking the process specified in subclause 8.4.1.3.

For all non-skipped macroblocks that are coded neither in B_Direct_16x16 type nor in B_ 8x8 mode as well as for all sub-macroblocks of a B_8x8 macroblock that are not coded in B_Direct_8x8 type, the corresponding motion vectors MvL0 and/or MvL1 of all partitions and sub-partitions are obtained by adding the prediction of the motion vector components to the differential motion vector components and by adjusting the accuracy:
If num_mb_type (i) is equal to 4, num_sub_mb_type (j) is equal to 2 or 4, and vector component (k) is equal to 1,
MvL0[ i ][ j ][ k ] = ((MvpL0[ i ][ j ][ k ]>>2) + mvd_l0[ i ][ j ][ k ])<<2
MvL1[ i ][ j ][ k ] = ((MvpL1[ i ][ j ][ k ]>>2) + mvd_l1[ i ][ j ][ k ])<<2
Otherwise,
MvL0[ i ][ j ][ k ] = MvpL0[ i ][ j ][ k ] + mvd_l0[ i ][ j ][ k ]
MvL1[ i ][ j ][ k ] = MvpL1[ i ][ j ][ k ] + mvd_l1[ i ][ j ][ k ]
End.
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	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
	
	

	
	
	


	Any other comments or remarks:
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