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1 Summary
The Joint Video Experts Team (JVET) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its tenth meeting during 10–20 Apr. 2018 at the San Diego Marriott La Jolla (4240 La Jolla Village Drive, San Diego, California, USA 92037, tel: +1-858-587-1414). The JVET meeting was held under the chairmanship of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany). For rapid access to particular topics in this report, a subject categorization is found (with hyperlinks) in section 2.13 of this document. It is further noted that the unabbreviated name of JVET was formerly known as “Joint Video Exploration Team”, but the parent bodies had established a plan to modify it when entering the phase of formal standard development, pending the outcome of the Call for Proposals (CfP) for which responses were received at the current meeting.

The JVET meeting began at approximately 0900 hours on Tuesday 10 Apr. 2018. However, activities on the first day of 10 April were exclusively for cross-checking of bitstreams by CfP participants, which was be limited in attendance. Regular meeting sessions including presentations and technical discussions started from 0900 hours on Wednesday 11 April. Meeting sessions were held on all days (including weekend days) until the meeting was closed at approximately XXXX hours on Friday 20 Apr. 2018. Approximately XXX people attended the JVET meeting, and approximately XX input documents and 10 AHG reports were discussed. The meeting took place in a collocated fashion with a meeting of WG11 – one of the two parent bodies of the JVET. The subject matter of the JVET meeting activities consisted of developing video coding technology with a compression capability that significantly exceeds that of the current HEVC standard, or gives better support regarding the requirements of newly emerging application domains of video coding. As a primary goal, the JVET meeting reviewed responses received to the Call for Proposals (CfP), which had been issued by the eighth meeting.
Another important goal of the meeting was to review the work that was performed in the interim period since the ninth JVET meeting in investigating novel aspects of video coding technology. Beyond the CfP responses, other technical input was considered as well. Results of the CfP were summarized, and next steps for further investigation of candidate technology towards the formal standard development were planned by defining …
The JVET produced XX output documents from the meeting:
· …
For the organization and planning of its future work, the JVET established XX “ad hoc groups” (AHGs) to progress the work on particular subject areas. At this meeting, XX ?? Experiments (XE) were defined. The next four JVET meetings were planned for 10–18 July 2018 under ITU-T auspices in Ljubljana, SI, during 4–12 Oct. 2018 under WG11 auspices in Macao, CN, during 10–18 January 2019 under WG11 auspices in Marrakesh, MA, and during 19-27 Mar. 2019 under ITU-T auspices in Geneva, CH.
The document distribution site http://phenix.it-sudparis.eu/jvet/ was used for distribution of all documents.
The reflector to be used for discussions by the JVET and all its AHGs is the JVET reflector:
jvet@lists.rwth-aachen.de hosted at RWTH Aachen University. For subscription to this list, see
https://mailman.rwth-aachen.de/mailman/listinfo/jvet.
2 Administrative topics
2.1 Organization

The ITU-T/ISO/IEC Joint Video Exploration Team (JVET) is a group of video coding experts from the ITU-T Study Group 16 Visual Coding Experts Group (VCEG) and the ISO/IEC JTC 1/ SC 29/ WG 11 Moving Picture Experts Group (MPEG). The parent bodies of the JVET are ITU-T WP3/16 and ISO/IEC JTC 1/SC 29/WG 11.
The Joint Video Experts Team (JVET) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its tenth meeting during 10–20 Apr. 2018 at the San Diego Marriott La Jolla (4240 La Jolla Village Drive, San Diego, California, USA 92037, tel: +1-858-587-1414). The JVET meeting was held under the chairmanship of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany).
It is further noted that the unabbreviated name of JVET was formerly known as “Joint Video Exploration Team”, but the parent bodies had established a plan to modify it when entering the phase of formal standard development, pending the outcome of the Call for Proposals (CfP) for which responses were received at the current meeting.
2.2 Meeting logistics

Information regarding logistics arrangements for the meeting had been provided via the email reflector jvet@lists.rwth-aachen.de and at http://wftp3.itu.int/av-arch/jvet-site/2019_04_J_SanDiego/.
2.3 Primary goals

As a primary goal, the JVET meeting reviewed responses received to the Call for Proposals (CfP), which had been issued by the eighth meeting.

Another important goal of the meeting was to review the work that was performed in the interim period since the ninth JVET meeting in investigating novel aspects of video coding technology. Beyond the CfP responses, other technical input was considered as well. Results of the CfP were summarized, and next steps for further investigation of candidate technology towards the formal standard development were planned by defining …
2.4 Documents and document handling considerations
2.4.1 General

The documents of the JVET meeting are listed in Annex A of this report. The documents can be found at http://phenix.it-sudparis.eu/jvet/.
Registration timestamps, initial upload timestamps, and final upload timestamps are listed in Annex A of this report.
The document registration and upload times and dates listed in Annex A and in headings for documents in this report are in Paris/Geneva time. Dates mentioned for purposes of describing events at the meeting (other than as contribution registration and upload times) follow the local time at the meeting facility.
Highlighting of recorded decisions in this report is practised as follows:
· Decisions made by the group that might affect the normative content of a future standard are identified in this report by prefixing the description of the decision with the string “Decision:”.
· Decisions that affect the JEM software but have no normative effect are marked by the string “Decision (SW):”.
· Decisions that fix a “bug” in the JEM description (an error, oversight, or messiness) or in the software are marked by the string “Decision (BF):”.
This meeting report is based primarily on notes taken by the responsible leaders. The preliminary notes were also circulated publicly by ftp and http during the meeting on a daily basis. It should be understood by the reader that 1) some notes may appear in abbreviated form, 2) summaries of the content of contributions are often based on abstracts provided by contributing proponents without an intent to imply endorsement of the views expressed therein, and 3) the depth of discussion of the content of the various contributions in this report is not uniform. Generally, the report is written to include as much information about the contributions and discussions as is feasible (in the interest of aiding study), although this approach may not result in the most polished output report.
2.4.2 Late and incomplete document considerations

The formal deadline for registering and uploading non-administrative contributions had been announced as Monday, 02 Apr. 2018. Any documents uploaded after 1159 hours Paris/Geneva time on Tuesday 03 Apr. were considered “officially late”, giving a grace period of 12 hours to accommodate those living in different time zones of the world.
All contribution documents with registration numbers JVET-J0072 and higher were registered after the “officially late” deadline (and therefore were also uploaded late). However, some documents in the “J0072+” range might include break-out activity reports that were generated during the meeting, and are therefore better considered as report documents rather than as late contributions.
In many cases, contributions were also revised after the initial version was uploaded. The contribution document archive website retains publicly-accessible prior versions in such cases. The timing of late document availability for contributions is generally noted in the section discussing each contribution in this report.
One suggestion to assist with the issue of late submissions was to require the submitters of late contributions and late revisions to describe the characteristics of the late or revised (or missing) material at the beginning of discussion of the contribution. This was agreed to be a helpful approach to be followed at the meeting.
There were no technical design proposal contributions that were registered on time but uploaded late for the current meeting.
The following technical design proposal contributions were registered and/or uploaded late:
· JVET-J0044 (a proposal on …), uploaded 04-03 afternoon.

· JVET-J0070 (a proposal on …), uploaded 04-XX.

· ….

The following other documents not proposing normative technical content, but with some need for consideration were registered and/or uploaded late:
· JVET-J00xx (an information document on …), uploaded 04-XX.

· …
The following cross-verification reports were registered on time but were uploaded late: JVET-J0068 [uploaded 04-XX], … .
(The cross-verification documents that were both registered late and uploaded late are not listed in this section, in the interest of brevity.)
The following contribution(s) registration were later cancelled, withdrawn, never provided, were cross-checks of a withdrawn contribution, or were registered in error: JVET-J0074, ….
“Placeholder” contribution documents that were basically empty of content, with perhaps only a brief abstract and some expression of an intent to provide a more complete submission as a revision, were considered unacceptable and rejected in the document management system. The initial upload of the following contribution document was rejected as “placeholder” and was not corrected until after the upload deadline: (none-kept for future use) JVET-J00xx (an information document on …). A new version was provided on 04-XX.
As a general policy, missing documents were not to be presented, and late documents (and substantial revisions) could only be presented when there was a consensus to consider them and there was sufficient time available for their review. Again, an exception is applied for AHG reports, EE summaries, and other such reports which can only be produced after the availability of other input documents. There were no objections raised by the group regarding presentation of late contributions, although there was some expression of annoyance and remarks on the difficulty of dealing with late contributions and late revisions.
It was remarked that documents that are substantially revised after the initial upload are also a problem, as this becomes confusing, interferes with study, and puts an extra burden on synchronization of the discussion. This is especially a problem in cases where the initial upload is clearly incomplete, and in cases where it is difficult to figure out what parts were changed in a revision. For document contributions, revision marking is very helpful to indicate what has been changed. Also, the “comments” field on the web site can be used to indicate what is different in a revision.
A few contributions may have had some problems relating to IPR declarations in the initial uploaded versions (missing declarations, declarations saying they were from the wrong companies, etc.). These issues were corrected by later uploaded versions in a reasonably timely fashion in all cases (to the extent of the awareness of the responsible coordinators).
Some other errors were noticed in other initial document uploads (wrong document numbers in headers, etc.) which were generally sorted out in a reasonably timely fashion. The document web site contains an archive of each upload.
2.4.3 Outputs of the preceding meeting

The output documents of the previous meeting, particularly the meeting report JVET-I1000, the template of proposal description document JVET-I1003, and the clarification guidance for responses to the CfP  JVET-I1005, were approved. Except minor bug fixing, no changes were applied to the The JEM7 software implementation (version 7.1), and the 360Lib software implementation (version 5.0).
The group had initially been asked to review the meeting report of the previous meeting for finalization. The meeting report was later approved without modification.
All output documents of the previous meeting and the software had been made available in a reasonably timely fashion.
2.5 Attendance

The list of participants in the JVET meeting can be found in Annex B of this report.
The meeting was open to those qualified to participate either in ITU-T WP3/16 or ISO/IEC JTC 1/‌SC 29/‌WG 11 (including experts who had been personally invited as permitted by ITU-T or ISO/IEC policies).
Participants had been reminded of the need to be properly qualified to attend. Those seeking further information regarding qualifications to attend future meetings may contact the responsible coordinators.
2.6 Agenda

The agenda for the meeting was as follows:
· IPR policy reminder and declarations

· Contribution document allocation

· Reports of ad hoc group activities

· Review of results of previous meeting

· Consideration of responses to the Joint Call for Proposals that was issued from the October 2017 meeting in Macao

· Consideration of contributions and communications on project guidance

· Consideration of video coding technology contributions

· Consideration of information contributions

· Coordination activities

· Future planning: Determination of next steps, discussion of working methods, communication practices, establishment of coordinated experiments, establishment of AHGs, meeting planning, other planning issues

· Other business as appropriate for consideration

2.7 IPR policy reminder

Participants were reminded of the IPR policy established by the parent organizations of the JVET and were referred to the parent body websites for further information. The IPR policy was summarized for the participants.
The ITU-T/ITU-R/ISO/IEC common patent policy shall apply. Participants were particularly reminded that contributions proposing normative technical content shall contain a non-binding informal notice of whether the submitter may have patent rights that would be necessary for implementation of the resulting standard. The notice shall indicate the category of anticipated licensing terms according to the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form.
This obligation is supplemental to, and does not replace, any existing obligations of parties to submit formal IPR declarations to ITU-T/ITU-R/ISO/IEC.
Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the common reporting form found on the database listed below) and to make verbal and/or document IPR reports within the JVET necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.
Some relevant links for organizational and IPR policy information are provided below:
· http://www.itu.int/ITU-T/ipr/index.html (common patent policy for ITU-T, ITU-R, ISO, and IEC, and guidelines and forms for formal reporting to the parent bodies)
· http://ftp3.itu.int/av-arch/jvet-site (JVET contribution templates)
· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)
· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (JTC 1/‌SC 29 Procedures)
It is noted that the ITU TSB director’s AHG on IPR had issued a clarification of the IPR reporting process for ITU-T standards, as follows, per SG 16 TD 327 (GEN/16):
“TSB has reported to the TSB Director’s IPR Ad Hoc Group that they are receiving Patent Statement and Licensing Declaration forms regarding technology submitted in Contributions that may not yet be incorporated in a draft new or revised Recommendation. The IPR Ad Hoc Group observes that, while disclosure of patent information is strongly encouraged as early as possible, the premature submission of Patent Statement and Licensing Declaration forms is not an appropriate tool for such purpose.
In cases where a contributor wishes to disclose patents related to technology in Contributions, this can be done in the Contributions themselves, or informed verbally or otherwise in written form to the technical group (e.g. a Rapporteur’s group), disclosure which should then be duly noted in the meeting report for future reference and record keeping.
It should be noted that the TSB may not be able to meaningfully classify Patent Statement and Licensing Declaration forms for technology in Contributions, since sometimes there are no means to identify the exact work item to which the disclosure applies, or there is no way to ascertain whether the proposal in a Contribution would be adopted into a draft Recommendation.
Therefore, patent holders should submit the Patent Statement and Licensing Declaration form at the time the patent holder believes that the patent is essential to the implementation of a draft or approved Recommendation.”

The responsible coordinators invited participants to make any necessary verbal reports of previously-unreported IPR in technology that might be considered as prospective candidate for inclusion in future standards, and opened the floor for such reports: No such verbal reports were made.
2.8 Software copyright disclaimer header reminder

It was noted that, as had been agreed at the 5th meeting of the JCT-VC and approved by both parent bodies at their collocated meetings at that time, the JEM software uses the HEVC reference software copyright license header language is the BSD license with a preceding sentence declaring that other contributor or third party rights, including patent rights, are not granted by the license, as recorded in N10791 of the 89th meeting of ISO/IEC JTC 1/‌SC 29/‌WG 11. Both ITU and ISO/IEC will be identified in the <OWNER> and <ORGANIZATION> tags in the header. This software is used in the process of designing the JEM software, and for evaluating proposals for technology to be included in the design. This software or parts thereof might be published by ITU-T and ISO/IEC as an example implementation of a future video coding standard and for use as the basis of products to promote adoption of such technology.
Different copyright statements shall not be committed to the committee software repository (in the absence of subsequent review and approval of any such actions). As noted previously, it must be further understood that any initially-adopted such copyright header statement language could further change in response to new information and guidance on the subject in the future.
Note: This currently applies to the 360Lib video conversion software as well as the JEM and HM. An equivalent practice is expected to be applied to a reference software of a future standard development performed by JVET
2.9 Communication practices

The documents for the meeting can be found at http://phenix.it-sudparis.eu/jvet/.
It is reminded to send notice to the chairs in cases of changes to document titles, authors etc.
JVET email lists are managed through the site https://mailman.rwth-aachen.de/mailman/options/jvet, and to send email to the reflector, the email address is jvet@lists.rwth-aachen.de. Only members of the reflector can send email to the list. However, membership of the reflector is not limited to qualified JVET participants.
It was emphasized that reflector subscriptions and email sent to the reflector must use real names when subscribing and sending messages and subscribers must respond to inquiries regarding the nature of their interest in the work. The current number of subscribers was 808 (same number as by the time of the last meeting)
For distribution of test sequences, a password-protected ftp site had been set up at RWTH Aachen University, with a mirror site at FhG-HHI. Accredited members of JVET may contact the responsible JVET coordinators to obtain the password information (but the site is not open for use by others).
2.10 Terminology

Some terminology used in this report is explained below:
· ACT: Adaptive colour transform.
· AI: All-intra.
· AIF: Adaptive interpolation filtering.
· ALF: Adaptive loop filter.
· AMP: Asymmetric motion partitioning – a motion prediction partitioning for which the sub-regions of a region are not equal in size (in HEVC, being N/2x2N and 3N/2x2N or 2NxN/2 and 2Nx3N/2 with 2N equal to 16 or 32 for the luma component).
· AMVP: Adaptive motion vector prediction.
· AMT: Adaptive multi-core transform.
· AMVR: (Locally) adaptive motion vector resolution.
· APS: Active parameter sets.
· ARC: Adaptive resolution conversion (synonymous with DRC, and a form of RPR).
· ARSS: Adaptive reference sample smoothing.
· ATMVP: Advanced temporal motion vector prediction.
· AU: Access unit.
· AUD: Access unit delimiter.
· AVC: Advanced video coding – the video coding standard formally published as ITU-T Recommendation H.264 and ISO/IEC 14496-10.
· BA: Block adaptive.
· BC: See CPR or IBC.
· BD: Bjøntegaard-delta – a method for measuring percentage bit rate savings at equal PSNR or decibels of PSNR benefit at equal bit rate (e.g., as described in document VCEG-M33 of April 2001).
· BIO: Bi-directional optical flow.
· BL: Base layer.
· BoG: Break-out group.
· BR: Bit rate.
· BV: Block vector (used for intra BC prediction).
· CABAC: Context-adaptive binary arithmetic coding.
· CBF: Coded block flag(s).
· CC: May refer to context-coded, common (test) conditions, or cross-component.
· CCLM: Cross-component linear model.
· CCP: Cross-component prediction.
· CG: Coefficient group.
· CGS: Colour gamut scalability (historically, coarse-grained scalability).
· CL-RAS: Cross-layer random-access skip.
· CPMVP: Control-point motion vector prediction (used in affine motion model).
· CPR: Current-picture referencing, also known as IBC – a technique by which sample values are predicted from other samples in the same picture by means of a displacement vector called a block vector, in a manner conceptually similar to motion-compensated prediction.
· CTC: Common test conditions.
· CVS: Coded video sequence.
· DCT: Discrete cosine transform (sometimes used loosely to refer to other transforms with conceptually similar characteristics).
· DCTIF: DCT-derived interpolation filter.
· DF: Deblocking filter.
· DMVR: Decoder-side motion vector refinement.
· DRC: Dynamic resolution conversion (synonymous with ARC, and a form of RPR).
· DT: Decoding time.
· ECS: Entropy coding synchronization (typically synonymous with WPP).
· EE: Exploration Experiment – a coordinated experiment conducted toward assessment of coding technology.
· EMT: Explicit multiple-core transform.
· EOTF: Electro-optical transfer function – a function that converts a representation value to a quantity of output light (e.g., light emitted by a display.
· EPB: Emulation prevention byte (as in the emulation_prevention_byte syntax element).
· ECV: Extended Colour Volume (up to WCG).
· EL: Enhancement layer.
· ET: Encoding time.
· FRUC: Frame rate up conversion (pattern matched motion vector derivation).
· HDR: High dynamic range.
· HEVC: High Efficiency Video Coding – the video coding standard developed and extended by the JCT-VC, formalized by ITU-T as Rec. ITU-T H.265 and by ISO/IEC as ISO/IEC 23008-2.
· HLS: High-level syntax.
· HM: HEVC Test Model – a video coding design containing selected coding tools that constitutes our draft standard design – now also used especially in reference to the (non-normative) encoder algorithms (see WD and TM).
· HyGT: Hyper-cube Givens transform (a type of NSST).
· IBC (also Intra BC): Intra block copy, also known as CPR – a technique by which sample values are predicted from other samples in the same picture by means of a displacement vector called a block vector, in a manner conceptually similar to motion-compensated prediction.
· IBDI: Internal bit-depth increase – a technique by which lower bit-depth (8 bits per sample) source video is encoded using higher bit-depth signal processing, ordinarily including higher bit-depth reference picture storage (ordinarily 12 bits per sample).
· IBF: Intra boundary filtering.
· ILP: Inter-layer prediction (in scalable coding).
· IPCM: Intra pulse-code modulation (similar in spirit to IPCM in AVC and HEVC).
· JEM: Joint exploration model – the software codebase for future video coding exploration.
· JM: Joint model – the primary software codebase that has been developed for the AVC standard.
· JSVM: Joint scalable video model – another software codebase that has been developed for the AVC standard, which includes support for scalable video coding extensions.
· KLT: Karhunen-Loève transform.
· LB or LDB: Low-delay B – the variant of the LD conditions that uses B pictures.
· LD: Low delay – one of two sets of coding conditions designed to enable interactive real-time communication, with less emphasis on ease of random access (contrast with RA). Typically refers to LB, although also applies to LP.
· LIC: Local illumination compensation.
· LM: Linear model.
· LP or LDP: Low-delay P – the variant of the LD conditions that uses P frames.
· LUT: Look-up table.
· LTRP: Long-term reference pictures.
· MC: Motion compensation.
· MDNSST: Mode dependent non-separable secondary transform.
· MMLM: Multi-model (cross component) linear mode.
· MPEG: Moving picture experts group (WG 11, the parent body working group in ISO/IEC JTC 1/‌SC 29, one of the two parent bodies of the JVET).
· MPM: Most probable mode (in intra prediction).
· MV: Motion vector.
· MVD: Motion vector difference.
· NAL: Network abstraction layer (as in AVC and HEVC).
· NSQT: Non-square quadtree.
· NSST: Non-separable secondary transform.
· NUH: NAL unit header.
· NUT: NAL unit type (as in AVC and HEVC).
· OBMC: Overlapped block motion compensation (e.g., as in H.263 Annex F).
· OETF: Opto-electronic transfer function – a function that converts to input light (e.g., light input to a camera) to a representation value.
· OOTF: Optical-to-optical transfer function – a function that converts input light (e.g. l,ight input to a camera) to output light (e.g., light emitted by a display).
· PDPC: Position dependent (intra) prediction combination.
· PMMVD: Pattern-matched motion vector derivation.
· POC: Picture order count.
· PoR: Plan of record.
· PPS: Picture parameter set (as in AVC and HEVC).
· QM: Quantization matrix (as in AVC and HEVC).
· QP: Quantization parameter (as in AVC and HEVC, sometimes confused with quantization step size).
· QT: Quadtree.
· QTBT: Quadtree plus binary tree.
· RA: Random access – a set of coding conditions designed to enable relatively-frequent random access points in the coded video data, with less emphasis on minimization of delay (contrast with LD).
· RADL: Random-access decodable leading.
· RASL: Random-access skipped leading.
· R-D: Rate-distortion.
· RDO: Rate-distortion optimization.
· RDOQ: Rate-distortion optimized quantization.
· ROT: Rotation operation for low-frequency transform coefficients.
· RPLM: Reference picture list modification.
· RPR: Reference picture resampling (e.g., as in H.263 Annex P), a special case of which is also known as ARC or DRC.
· RPS: Reference picture set.
· RQT: Residual quadtree.
· RRU: Reduced-resolution update (e.g. as in H.263 Annex Q).
· RVM: Rate variation measure.
· SAO: Sample-adaptive offset.
· SD: Slice data; alternatively, standard-definition.
· SDT: Signal dependent transform.
· SEI: Supplemental enhancement information (as in AVC and HEVC).
· SH: Slice header.
· SHM: Scalable HM.
· SHVC: Scalable high efficiency video coding.
· SIMD: Single instruction, multiple data.
· SPS: Sequence parameter set (as in AVC and HEVC).
· STMVP: Spatial-temporal motion vector prediction.
· TBA/TBD/TBP: To be announced/determined/presented.
· TGM: Text and graphics with motion – a category of content that primarily contains rendered text and graphics with motion, mixed with a relatively small amount of camera-captured content.
· UCBDS: Unrestricted center-biased diamond search.
· UWP: Unequal weight prediction.
· VCEG: Visual coding experts group (ITU-T Q.6/16, the relevant rapporteur group in ITU-T WP3/16, which is one of the two parent bodies of the JVET).
· VPS: Video parameter set – a parameter set that describes the overall characteristics of a coded video sequence – conceptually sitting above the SPS in the syntax hierarchy.
· WCG: Wide colour gamut.
· WG: Working group, a group of technical experts (usually used to refer to WG 11, a.k.a. MPEG).
· WPP: Wavefront parallel processing (usually synonymous with ECS).
· Block and unit names in HEVC:
· CTB: Coding tree block (luma or chroma) – unless the format is monochrome, there are three CTBs per CTU.
· CTU: Coding tree unit (containing both luma and chroma, synonymous with LCU), with a size of 16x16, 32x32, or 64x64 for the luma component.
· CB: Coding block (luma or chroma), a luma or chroma block in a CU.
· CU: Coding unit (containing both luma and chroma), the level at which the prediction mode, such as intra versus inter, is determined in HEVC, with a size of 2Nx2N for 2N equal to 8, 16, 32, or 64 for luma.
· PB: Prediction block (luma or chroma), a luma or chroma block of a PU, the level at which the prediction information is conveyed or the level at which the prediction process is performed in HEVC.
· PU: Prediction unit (containing both luma and chroma), the level of the prediction control syntax within a CU, with eight shape possibilities in HEVC:
· 2Nx2N: Having the full width and height of the CU.
· 2NxN (or Nx2N): Having two areas that each have the full width and half the height of the CU (or having two areas that each have half the width and the full height of the CU).
· NxN: Having four areas that each have half the width and half the height of the CU, with N equal to 4, 8, 16, or 32 for intra-predicted luma and N equal to 8, 16, or 32 for inter-predicted luma – a case only used when 2N×2N is the minimum CU size.
· N/2x2N paired with 3N/2x2N or 2NxN/2 paired with 2Nx3N/2: Having two areas that are different in size – cases referred to as AMP, with 2N equal to 16 or 32 for the luma component.
· TB: Transform block (luma or chroma), a luma or chroma block of a TU, with a size of 4x4, 8x8, 16x16, or 32x32.
· TU: Transform unit (containing both luma and chroma), the level of the residual transform (or transform skip or palette coding) segmentation within a CU (which, when using inter prediction in HEVC, may sometimes span across multiple PU regions).
· Block and unit names in JEM:
· CTB: Coding tree block (luma or chroma) – there are three CTBs per CTU in P/B slice, and one CTB per luma CTU and two CTBs per chroma CTU in I slice.
· CTU: Coding tree unit (synonymous with LCU, containing both luma and chroma in P/B slice, containing only luma or chroma in I slice), with a size of 16x16, 32x32, 64x64, or 128x128 for the luma component.
· CB: Coding block, a luma or chroma block in a CU.
· CU: Coding unit (containing both luma and chroma in P/B slice, containing only luma or chroma in I slice), a leaf node of a QTBT. It’s the level at which the prediction process and residual transform are performed in JEM. A CU can be square or rectangle shape.
· PB: Prediction block, a luma or chroma block of a PU.
· PU: Prediction unit, has the same size to a CU.
· TB: Transform block, a luma or chroma block of a TU.
· TU: Transform unit, has the same size to a CU.
2.11 Opening remarks

Opening day of the meeting 0900 Tuesday (GJS & Jill Boyce & Alexis Tourapis)

· Reviewed logistics, agenda, working practices, policies, document allocation, IPR policy
· The checking used data brought by proponents and prior data from the submissions to the test coordinator
· Each proposal was checked by one cross-checker

· Data provided by proponents was checked against md5sums of executable files and bitstreams, and executable files were run to produce decoded video

· Things to check: Bitstream and executable file sizes, bitstream and executable md5sums, decoded video md5sums, in some cases fidelity metric values for some individual test points (passing the PSNR numbers to AT)
· The checking was not exhaustive

· Cross-checking was performed primarily (but not necessarily always) between proponents within each category

· Checkers were instructed not to keep copies of the data
· No significant problems were found with the submissions

· Issues that arose
· The submitted md5sums for decoded video were not available for checking 18 (of 46) proposals (some follow-up checking may be done later after getting access to that data). Other aspects could be checked for these proposals, such as md5sums provided by the proponents, decodability of bitstreams, file sizes, etc.

· At least two decoders were too slow to be able to cross-check any full bitstream that was encoded for the high-complexity decoding mode; one checked just a few frames of each sequence, the other didn't seem to get that far
· A minor problem was encountered for one proposal due to md5sums accidentally computed in the 8 bit domain instead of the 10 bit domain.
· One decoder would crash on one PC but run on another one. There was a case or two of platform problems where multiple decoder executables had been submitted and one of those would not run properly, but there was one that would run properly.
· There was a virus scan warning for one proposal (but we went ahead and cleaned it and used it)
Opening remarks Wednesday:
· Reviewed logistics, agenda, working practices, policies, document allocation

· Results of previous meeting: CfP preparation, meeting report, etc.

· Primary goal of the meeting: Review and summarize responses to joint Call for Proposals (CfP), identify promising technology directions

· Strong response to the call.

· Results from Tuesday were discussed – no serious problems with any proposals had been identified

· At the previous meeting we said that "Multiple documents are needed for multiple submissions in a single category." This was not followed by two proposals, likely due to simply forgetting the decision, and this was considered a minor issue and not a real problem.

· Plan towards establishing a framework for verification and experimentation

· To discuss further planning of standards development beyond CfP with parent bodies

2.12 Scheduling of discussions

Scheduling: Generally meeting time was scheduled during 0900–2000 hours, with coffee and lunch breaks as convenient. Ongoing scheduling refinements were announced on the group email reflector as needed. Some particular scheduling notes are shown below, although not necessarily 100% accurate or complete:
· Tue. 10 Apr., 1st day

· 0900–1900 Crosschecking of CfP submissions (chaired by GJS, assisted by JB and AT)

· Wed. 11 Apr., 2nd day
· 0900–1130 Opening plenary and AHG reports (chaired by GJS & JRO)
· 1200–1320, 1435–1540, 1610–2015 Review CfP submissions (initially focused on SDR aspects)
· Thu. 12 Apr., 3rd day

· 0910–1100, 1155–1300, 1430–1610, 1655–1730 Review of CfP submissions (initially focused on SDR aspects)
· 1745–1900 Preliminary subjective test results

· Fri. 13 Apr., 4th day
· 0900–1100 BoG on survey of CfP submissions (M. Zhou)
· 1140–1310, 1440–1550, 1550–1610, 1640–1830 Review of HDR and 360° CfP submissions
· Sat. 14 Apr., 5th day
· 0900–0935 Review of 360° aspects of JVET-J0023 CfP response by RWTH Aachen Univ.
· 0935–0950 Review of BoG report JVET-J0082 on SDR proposal technical feature survey
· 0950–1040 Non-CfP additional information on CfP contributions (section 7.1)
· 1110–1300 Non-CfP intra prediction and coding contributions (section 7.2)
· 1430–~1600, ~1630–1735 Non-CfP inter prediction and coding contributions (section 7.3)
· 1430–xxxx BoG on 360° proposal technical feature survey (J. Boyce, in parallel)

· 1630–1730 BoG on HDR proposal technical feature survey (A. Segall, in parallel)

· 1735–xxxx Non-CfP loop filter contributions (section 7.4)

· Sun. 15 Apr., 6th day
· 0900-0935 Non-CfP transform contributions (section 7.5)

· 0935-1010 Review of BoG report JVET-J0084 on HDR proposal technical feature survey

· 1010-XXXX Review of BoG report JVET-J0085 on 360° proposal technical feature survey
· 0900-0935, XXXX-1305 Non-CfP transform contributions (section 7.5)

· 1430-XXXX Non-CfP partitioning contributions (section 7.6)

· 1520–1640 Non-CfP NN-based contributions (section 7.7)
· 1710–1715 Complexity analysis (section 10)
· 1715–1805 Encoder optimization (section 11)

· Mon. 16 Apr., 7th day
· 0900–1400 MPEG opening plenary (parent body activity)

· 1400–1530 VCEG opening plenary (parent body activity)

· 1600–1800 Joint meeting on JVET CfP outcome

· Tue. 17 Apr., 8th day
· 0900–XXXX TBD

· Wed. 18 Apr., 9th day
· 0900–1100 MPEG opening plenary (parent body activity)

· 1130 Project development

· Thu. 19 Apr., 10th day
· 0900-1040 Review of 360 CfP results

· 1100-1120 BoG report on benchmark set

· 1120-1310 Review remaining documents
· Fri. 20 Apr., 11th day
· Finalization

· 1400–2000 MPEG opening plenary (parent body activity)
2.13 Contribution topic overview

The approximate subject categories and quantity of contributions per category for the meeting were summarized
· AHG reports (10) (section 3)
· Analysis, development and improvement of JEM (0) (section 4)
· Test material and conditions (5) (section 5)
· Call for Proposals submissions and results (28) (section 6)
· SDR and general algorithmic aspects

· HDR specific aspects

· 360° video specific aspects

· Test results

· Non-CfP technology proposals (37) (section 7) with subtopics
· Additional information on CfP proposals (6)

· Intra prediction and coding (8)

· Inter prediction and coding (8)

· Loop filters (4)

· Transforms (5)

· Partitioning (2)

· NN based technology (4)

· Extended colour volume coding (0) (section 8)
· Coding of 360o video projection formats (1) (section 9)
· Complexity analysis (1) (section 10)
· Encoder optimization (3) (section 11)
· Metrics and evaluation criteria (0) (section 12)
· Withdrawn (1) (section 13)
· Joint meetings, plenary discussions, BoG reports (1), Summary of actions (section 14)
· Project planning (section 15)
· Output documents, AHGs (section 16)
· Future meeting plans and concluding remarks (section 17)

3 AHG reports (10)
These reports were discussed Wednesday 11 Apr. 1000–XXXX (chaired by GJS and JRO).
JVET-J0001 JVET AHG report: CfP preparation (AHG1) [J.-R. Ohm, G. J. Sullivan, V. Baroncini, M. Zhou] 

Discussed prior to upload.
Add notes.
JVET-J0002 JVET AHG report: JEM algorithm description editing (AHG2) [J. Chen, E. Alshina, J. Boyce]

This document reports the work of the JVET ad hoc group on JEM algorithm description editing (AHG2) between the 9th Meeting at Gwangju, KR (January 20–26 2018) and the 10th Meeting at San Diego, US (April 10–20 2018).
There was no text editing activity during this meeting cycle. No new document was released.
Currently the JEM document contains the algorithm description as well as encoding logic description for all new coding features in JEM7.0 beyond HEVC. The AHG report summarized the algorithm content of the JEM.

The AHG recommended to identify potential editing tasks for the upcoming JVET activities.
JVET-J0003 JVET AHG report: JEM software development (AHG3) [X. Li, K. Sühring]

This report summarized the activities of the AhG3 on JEM software development that has taken place between the 9th and 10th JVET meetings.
There was no software integration activity during this meeting cycle. One bug report was received, which didn’t require any software change after checking with proponents. 

No new software version was released.

The JEM bug tracker is located at

https://hevc.hhi.fraunhofer.de/trac/jem

It uses the same accounts as the HM software bug tracker. For spam fighting reasons account registration is only possible at the HM software bug tracker at 

https://hevc.hhi.fraunhofer.de/trac/hevc

It was reported though, that due to a discontinuation of the Google Captcha API, registrations are currently not possible. A solution had not been found yet.

Please file all issues related to JEM into the bug tracker. Try to provide all the details that are necessary to reproduce the issue. Patches for solving issues and improving the software are always appreciated.

The AHG recommended

-
Continue to develop reference software

-
Decide for a single software base quickly

-
Continue to use clear software licensing terms

-
Consider changing to a different bug tracker

JVET-J0004 JVET AHG report: Test material (AHG4) [T. Suzuki, V. Baroncini, J. Chen, J. Boyce, A. Norkin]

The test sequences used for the CfP (JVET-H1002) are available on ftp://jvet@ftp.ient.rwth-aachen.de in directory “/jvet-cfp” (qualified members may please contact the JCT-VC chairs for login information).
HM/JEM anchors (defined in JVET-H1002) had previously been made available as follows.

HM anchors:

ftp://jvet@ftp.ient.rwth-aachen.de/jvet-cfp/anchors-hm

JEM anchors:

ftp://jvet@ftp.ient.rwth-aachen.de/jvet-cfp/anchors-jem

Related contributions:

Contributions to this meeting were identified as follows. 

New test sequences

· JVET-J0052 “Tencent test sequences for video coding development", J. Ye, X. Li, S. Liu, L. Wu, C. Xie, K. Liu, B. Wang, P. Liu, K. Dong, Y. Kuang, W. Feng (Tencent).

Test class and test conditions

· JVET-J0060 “Surveillance class and CTC for video coding development", X. Ma, H. Zhang, S. Gao, H. Yang, J. Chen (Huawei), S. Chen, D. Wu (Hisilicon).

JVET-J0005 JVET AHG report: Memory bandwidth consumption of coding tools (AHG5) [X. Li, E. Alshina, R. Hashimoto, T. Ikai, H. Yang]

(JRO)
There was no related email discussion during this meeting cycle.

It is announced that a crosscheck related to JVET-I0033 (?) is currently running and will be registered as late input document. The AHG recommends to review the input document when it becomes available and perform further study of the software modules for measuring the decoder memory bandwidth.

JVET-J0006 JVET AHG Report: 360 video conversion software development (AHG6) [Y. He, K. Choi, V. Zakharchenko]
(JRO)

There were no development activities during the meeting cycle. No new software version was released. The AHG recommends to continue software development of the 360Lib software package.

Note: JCT-VC might intend to request help from the AHG when developing reference software on the 360° related SEI messages.
JVET-J0007 JVET AHG report: JEM coding of HDR/WCG material (AHG7) [A. Segall, E. François, D. Rusanovskyy]
(JRO)
There were 11 contributions related to HDR video coding that were noted in the AHG report. Ten were responses to the CfP, and the 11th was JVET-J0067, providing additional information on the HDR video coding technology proposal by Qualcomm and Technicolor.
The AHG recommended to review the input contributions.

JVET-J0008 AHG report: 360° video coding tools and test conditions (AHG8) [J. Boyce, A. Abbas, E. Alshina, G. v. d. Auwera, Y. Ye]
(GJS & JRO)
This document summarizes the activity of AHG8: 360º video coding tools and test conditions between the 9th Meeting in Gwangju, KR (20 – 26 Jan 2018) and the 10th meeting in San Diego, US (10 – 20 Apr 2018).
There was no AHG email activity on the main jvet reflector, jvet@lists.rwth-aachen.de, with an [AHG8] indication on message headers. 

Dynamic viewports for the 360° video category of the Call for Proposals for subjective viewing were selected and provided to the test coordinator, and are described in contribution JVET-J0073.

There are 12 CfP responses in the 360° video category.

There are 2 contributions related to 360º video coding, which are listed below. One contribution is a proposal, and one contribution provides information:

JVET-J0044 AHG8: Geometry padding for PERP [P. Hanhart, Y. He, Y. Ye (InterDigital)]

JVET-J0073 Dynamic viewports for 360° video CfP subjective testing [J. Boyce (Intel)]

Several CfP responses used projection formats already present in 360Lib, although in some cases, modifications to padding/inactive areas were made. Additionally several new formats were included in CfP responses.

· Formats already present in 360Lib: ERP, PERP, 

· Modifications to formats already present in 360Lib: EAC, RSP

· New projection formats: HAC, MCP, PAU

360° video specific coding tools included in some CfP responses include:

· Geometric padding

· Face discontinuity handling for deblocking, SAO, ALF, and OBMC

· Spatial QP adaptation

The AHG recommends the following:

· Review input contributions

· Review 360° video CfP responses and study relationship between 360° subjective test results and objective metrics

· Ask CfP response proponents to provide viewport PSNR results for CfP dynamic viewports, to enable study of relationship of viewport PSNR with subjective results

· Review common test conditions for 360° video, including objective metrics and viewports

· Review 360° video test material, and consider adding or replacing test sequences for common test conditions

Action item: Proponents should prepare PSNR computations on the dynamic viewports, and provide them to Jill Boyce

JVET-J0009 JVET AHG report: Neural Networks in Video Coding (AHG9) [S. Liu, L. Wang, P. Wu, H. Yang]

(GJS & JRO)
The AHG used the main JVET reflector, jvet@lists.rwth-aachen.de, with [AHG9] in message headers. From February to March, about a dozen emails were exchanged for questions, discussions and expressions of interests. The scope of the AHG was again clarified. The proponent of JVET-I0022 “Convolutional Neural Network Filter for intra frame” made the software available at : https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/branches/candidates/HM-16.6-JEM-7.1-AHG9-I0022.

AHG related contributions:

· JVET-J0034 “AHG9: CNN-based driving of block partitioning for intra slices encoding”, F. Galpin, F. Racapé, P. Bordes, F. Le Léannec, E. François (Technicolor).

· JVET-J0043 “AHG9: Convolutional Neural Network Filter for inter frame”, J. Yao, X. Song, S. Fang, L. Wang (Hikvision).

· JVET-J0076 “AHG9: Results of CNN filter in JVET-I0022 as in-loop filter and post-processing filter”, L. Zhao, X. Li, S. Liu (Tencent).

· JVET-J0037 “Intra Prediction Modes based on Neural Networks”, J. Pfaff, P Helle, D. Maniry, S. Kaltenstadler, B. Stallenberger, P. Merkle, M. Siekmann, H. Schwarz, D. Marpe, T. Wiegand (HHI).

CfP responses:

· JVET-J0014 “Description of SDR, HDR and 360° video coding technology proposal by Fraunhofer HHI”, M. Albrecht, C. Bartnik, S. Bosse, J. Brandenburg, B. Bross, J. Erfurt, V. George, P. Haase, P. Helle, C. Helmrich, A. Henkel, T. Hinz, S. de Luxan Hernandez, S. Kaltenstadler, P. Keydel, H. Kirchhoffer, C. Lehmann, W.-Q. Lim, J. Ma, D. Maniry, D. Marpe, P. Merkle, T. Nguyen, J. Pfaff, J. Rasch, R. Rischke, C. Rudat, M. Schaefer, T. Schierl, H. Schwarz, M. Siekmann, R. Skupin, B. Stallenberger, J. Stegemann, K. Suehring, G. Tech, G. Venugopal, S. Walter, A. Wieckowski, T. Wiegand, M. Winken (Fraunhofer HHI).

· JVET-J0016

· JVET-J0018 “Description of SDR video coding technology proposal by MediaTek”, C.-W. Hsu, C.-Y. Chen, T.-D. Chuang, H. Huang, S.-T. Hsiang, C.-C. Chen, M.-S. Chiang, C.-Y. Lai, C.-M. Tsai, Y.-C. Su, Z.-Y. Lin, Y.-L. Hsiao, J. Klopp, I.-H. Wang, Y.-W. Huang, S.-M. Lei (MediaTek).

· JVET-J0022, “Description of SDR, HDR and 360° video coding technology proposal by Qualcomm and Technicolor – medium complexity version”, P. Bordes, Y. Chen, C. Chevance, E. François, F. Galpin, M. Kerdranvat, F. Hiron, P. de Lagrange, F. Le Léannec, K. Naser, T. Poirier, F. Racapé, G. Rath, A. Robert, F. Urban, T. Viellard (Technicolor), Y. Chen, W.-J. Chien, H.-C. Chuang, M. Coban, J. Dong, H. E. Egilmez, N. Hu, M. Karczewicz, A. Ramasubramonian, D. Rusanovskyy, A. Said, V. Seregin, G. Van Der Auwera, K. Zhang, L. Zhang (Qualcomm).

· JVET-J0031 “Description of SDR video coding technology proposal by University of Bristol”, D. Bull, F. Zhang, M. Afonso (Univ. of Bristol).

· JVET-J0032 “Description of SDR video coding technology proposal by University of Science and Technology of China, Peking University, Harbin Institute of Technology, and Wuhan University (IEEE 1857.10 Study Group)”, F. Wu, D. Liu, J. Xu, B. Li, H. Li, Z. Chen, L. Li, F. Chen, Y. Dai, L. Guo, Y. Li, Y. Li, J. Lin, C. Ma, N. Yan (USTC), W. Gao, S. Ma, R. Xiong, Y. Xu, J. Li (Peking Univ.), X. Fan, N. Zhang, Y. Wang, T. Zhang, M. Gao (Harbin Inst. Tech.), Z. Chen, Y. Zhou, X. Pan, Y. Li, F. Liu, Y. Wang (Wuhan Univ.)

The AHG recommended:

•
To review all related contributions

•
To continue discussions about methodologies and measurements for evaluating neural network coding tools

Aspects of discussion: Complexity, training process (questioning if results are depending on training, usage of original or compressed images, etc.),

JVET-J0010 JVET AHG report: Adaptive quantization (AHG10) [R. Sjöberg, E. Alshina, S. Ikonin, A. Norkin, T. Wiegand]
 (GJS & JRO)
Verbal report: No discussions on reflector. Some CfP responses (JVET-J0014 2nd submission, JVET-J0025, …) use elements of adaptive quantization.

Recommendation: Review input documents, continue study.

(update from report document when available)
4 Project development (4)
Contributions in this category were discussed XXday XX Apr. XXXX–XXXX (chaired by XXX).
JVET-J0081 Comments on Test Model Development [M. Zhou, W. Wan, T. Hellman, P. Chen (Broadcom), O. Hugosson, D. Dominic Symes, A. Duenas (ARM), E. Chai (RealTek)] [late]

On Wednesday 18 April the presenter said this had already been adequately considered and did not request an oral presentation of this contribution.
The contributors noted that the response to the CfP provides many interesting coding technologies with different tradeoffs between coding performance and codec complexity. This document is a joint contribution from several companies focused on the feasibility of implementation that did not submit responses to the CfP and intended to provide some recommendations for tool selection for an initial test model as well as other comments for the long term standardization development.
It advocated the following:

· Quadtree plus binary tree and triple tree (QTBTT) appears to be a good starting point for block partitioning 

· Suggest setting the maximum TU size to 64x64 (luma)/32x32 (chroma) as the initial starting point with further study on the impact of larger TU sizes of 128x128 (luma)/64x64 (chroma) in CEs

· Inter coding tools (e.g. template matching in FRUC, uni-directional LIC, diffusion filter for inter prediction) which require access to the reconstructed samples from neighboring blocks have a substantial implementation impact so it is recommended not to include them in the test model

· Neural Network (e.g. CNN) based tools have a substantial implementation impact for decoder so it is recommended to further study the tradeoff between coding efficiency and complexity before deciding whether to include them in the test model

The contributors also suggested the following to be considered as the work proceeds:

· Small transform and intra prediction block sizes less than 4x4 should be avoided for both luma and chroma

· The MPM list derivation may need to be decoupled from CABAC parsing to avoid parsing dependency issues limiting throughput.

· CABAC context initialization from previous frames should be carefully studied as it makes it harder to parallelize across multiple cores.

· New coding tools inside the intra prediction critical loop, such as bilateral filter, multiple line intra prediction, PDPC + planar, LMC, boundary filters, smoothing/sharpening filters and etc., should be closely studied as there is concern over throughput and/or implementation cost issues with these tools.

· Decoder side motion refinement and inter prediction tools, such as bilateral matching in FRUC, DMVR, BIO and bi-prediction LIC, should be closely studied as there is concern over memory bandwidth consumption, throughput and/or implementation cost with these tools. For example,

· Block to block serial dependency and memory latency issues for bilateral FRUC needs to be seriously investigated

· Memory latency caused by the feedback of refined motion vectors to the MV reconstruction process also needs investigation

· 4x4 based motion compensation such as currently being done in JEM7.0 is a memory bandwidth concern.

· Non-separable 8x8 secondary transforms is another significant cost issue that should be addressed.

JVET-J0086 Proposal for starting point of Test Model development [W. -J. Chien, M. Karczewicz (Qualcomm), E. Francois (Technicolor), Y. Ye (Interdigital)]

This contribution was presented Wednesday 18 April at 1130 (GJS & JRO).

This contribution evaluates two tool configurations on JVET-J0021 and JVET-J0035 software bases. Test 1 configuration offers lower complexity with 35.8% and 34.3% bit rate reduction on the luminance component for JVET-J0021 and JVET-J0035, respectively. Test 2 configuration provides 37.2% and  36.5% bitrate reduction on the luminance component with added decoder side complexity..
In this contribution, a subset software of JVET-J0021/JVET-J0022 is provided. Specifically, sign prediction, intra propagation, LM angular mode, SAO merge, multi-reference intra prediction, adaptive clipping, and motion compensated padding, are removed from the JVET-J0021 software. Two modifications were applied to adaptive loop filter and bilateral matching, respectively. Instead of 2x2 classification, 4x4 classification is used in ALF. For bilateral matching, a bilinear filter is replacing the DCT-IF in the refinement stage and the search range is reduced to 2 from 8. The simplification of subblock merge candidate, bilateral matching, BIO, LIC, and OBMC proposed in JVET-J0015[3], are also integrated to reduce the computational complexity of the encoder and decoder. In addition, NextSoftware with JEM tools provided in JVET-J0035 was used to study the coding performance and computation complexity of different settings on the coding tools.
Two software codebases were used in this contribution. One is based on JVET-J0021 and the other one is JVEG-J0035 NextSoftware, which contains JEM tools on extended QTBT partition structure. In all experiments, the partition configurations are set to QTBT + TT. On coding tools, adaptive clipping is disabled in both software codebases. In addition, sign prediction, intra propagation, LM angular mode, SAO merge, multi-reference intra prediction, and motion compensated padding are also disabled in JVET-J0021. The first table below summarizes all the tools enabled in each software and the second table lists additional tools enabled in the experiments. The primary goal of enabling the 9-tap deblocking filter in JVET-J0021 is to improve visual quality of the decoded pictures and to capture the commonality among several responses to the joint Call for Proposals.
	Tools enabled in JVET-J0021
	Tools enabled in JVET-J0035

	· QTBT+TT (CTU size 128)

· Intra prediction (entire JEM set)
· Adaptive multiple transforms

· Non-square separable transforms
· Entropy coding changes

· Affine motion

· Adaptive loop filter
· Merge candidate changes

· Adaptive motion vector precision

· Bilateral motion refinement

· Bilateral filter

· 9 tap deblocking filter
	· QTBT+TT (CTU size 128)

· Intra prediction (entire JEM set)
· Adaptive multiple transforms

· Non-square separable transforms
· Entropy coding changes

· Affine motion

· Adaptive loop filter
· Subblock merge candidate

· Adaptive motion vector precision

· Decoder motion vector refinement

· Bilateral filter


	Additional tools enabled in JVET-J0021
	Additional tools enabled in JVET-J0035

	· OBMC

· BIO
	· OBMC

· BIO


These configurations were discussed as potential "placeholder" anchor sets.

The coefficient coding for the basic test model should only contain the changes (relative to HEVC) that are necessary to handle the transform types that are included.

JVET-J0087 A placeholder concept and a software development plan for the test model and the core experiment common ground software [Y.-W. Huang (MediaTek)]

On Wednesday 18 April the presenter said this had already been adequately considered and did not request an oral presentation of this contribution.
This contribution proposes a placeholder concept and a software development plan for the test model and the core experiment (CE) common ground software. Quadtree plus binary tree (QTBT) with triple tree (TT) block partitioning structure and a number of JEM-7.0 tools are suggested to be included into the same software to facilitate core experiments.

There are two basic principles. First, QTBTTT, which is the most commonly used block partitioning structure concept among all the Call for Proposals (CfP) responses, is selected as the block partitioning structure in the test model. Second, a number of JEM-7.0 tools are suggested below and are integrated to the QTBTTT block partitioning structure. The suggested tools are proposed to be treated as placeholders in the test model, and the placeholders-integrated software can be called the CE common ground software (CE-SW). Each placeholder would be tested together with other proposed changes or replacements in a corresponding future core experiment (CE). That is, the CE anchor would be generated by disabling the placeholder of the CE. In general, the CE anchor enables the rest of placeholders, but further investigations on the interaction between tools in different CEs may be planned in the CE. In addition, each placeholder, even if remains one of the best choices in the CE, is not adopted into the test model automatically after the CE. Whether a tool tested in a CE is adopted into the test model would be decided by the JVET group.

A number of JEM-7.0 tools to be built on top of the QTBTTT block partitioning structure should be discussed and selected by the JVET group. An example of the initial placeholder tool list is shown as follows, and it is suggested that the JVET group should shorten the placeholder tool list, if desirable.

· 128x128 coding tree unit (CTU) with maximum transform size equal to 128x128

· Intra mode coding with 67 intra prediction modes and four-tap intra interpolation filter

· Cross-component linear model (CCLM) prediction

· Alternative temporal motion vector prediction (ATMVP)

· Adaptive motion vector resolution (AMVR) with 1/16-sampel motion vector storage accuracy

· Affine motion compensation prediction

· Bi-directional optical flow (BIO)

· Decoder-side motion vector refinement (DMVR)

· Adaptive multiple core transform (AMT) and non-separable secondary transforms (NSST)

· Adaptive loop filter (ALF)

· Context-based adaptive binary arithmetic coding (CABAC) design modifications

After the placeholder tool list is approved by the JVET group, software associated to unselected tools would be removed from the CE-SW. Each selected placeholder tool would be enabled or disabled through a configuration.

A preliminary software has been tested. The purpose of the preliminary software is only to demonstrate the example initial placeholder tool list’s level of compression performance and runtimes, not to become the starting point of the test model or the CE-SW. The preliminary software achieves -34.74%/-42.48%/-42.94% Y/U/V BD-rates with 454% encoding time and 224% decoding time compared against HM-16.16 for constraint set 1 (CS1).

In addition, to significantly clean up the software, it is suggested to remove the prediction unit (PU) and transform unit (TU) concepts and the irrelevant high-level syntax (HLS) in HEVC from the CE-SW.

An example implementation of the CE-SW is to add the selected placeholder tools exactly the same as those in JEM-7.0 to JVET-J0075 (HM plus QTBTTT and nothing else) and then remove the PU and TU concepts and the irrelevant HLS in HEVC. JVET-J0035 (NextSoftware) can be modified to become the CE-SW as well. A Break-out Group (BoG) may be needed to discuss and suggest implementation details.

It is suggested to establish a test model and CE common ground software development Ad-Hoc Group (AHG) to develop the software according to the approved placeholder tool list. The test model and the CE-SW should be released in 3 or 4 weeks after the last day of the JVET-J meeting. It is also suggested that new proposals submitted to the JVET-K meeting are developed and tested on the CE-SW.

JVET-J0088 Proposed Test Model toolset [J. Boyce, S. Wong, Z. Deng (Intel)]

On Wednesday 18 April the presenter said this had already been adequately considered and did not request an oral presentation of this contribution.
A toolset is proposed for the Test Model, as summarized below:

· HEVC + TT

· JEM tools, with the following changes

· Remove: FRUC, BIO, DMVR, OBMC, LIC

· Simplify: Limit to 64x64 transform

Based on discussion with other meeting participants, and especially influenced by the concepts proposed in JVET-J0087, a second, less-preferred, alternative option is also proposed. In this alternative option, a two-tier system is proposed, defining both a Test Model and a Core Experiment Model. Both the Test Model and Core Experiment Model would be supported in the initial version of the reference software, with the Core Experiment Model on a separate branch. Only the Test Model would be described in the test model text description output document.

The toolsets for the alternative option models are summarized as follows:

· Test Model: HEVC + TT

· Core Experiment Model: All of the JEM tools listed above for the preferred singled-tier option

JVET-J0089 Suggestion on non-HEVC-inherited approach [E. Alshina, K. Choi (Samsung), J. Chen, Y.-K. Wang, H. Yang (Huawei), A. Abbas, D. Newman (GoPro), Jianhua Zheng (Hisilicon)]

Discussed 1445-1600 Tuesday.
This proposal suggests specific aspects of HEVC to not include in the basis of work on the new standard. The suggestion is not the whole package of the JVET-J0024/J0025 CfP response. This initial suggestion for HEVC clean-up was suggested to be feasible quickly without significant impact to the performance and major code changes. The proponent also suggested that the modifications would make tool experiments easier. An example of implementation for the suggested changes can be found in JVET-J0072.

Discussed aspects. Items more complex than just removals were considered to be for further study.
· No quadtree beyond the top-level split (not suggested for action at this time).

· No reference sample smoothing for intra prediction (1, 2, 1 along the neighbour line of samples), note that this is in High profile of AVC for 8x8 (but not main/baseline). For further study.
· No 32x32 special smoothing for intra prediction. This was subjectively motivated. It is disabled in the JEM. It was agreed to remove this.
· No boundary smoothing across any edges for intra prediction (a horizontal filter for vertical prediction and vice versa, and for the first row and column with DC prediction). Perhaps ~0.5% in PSNR, subjective unknown. It was agreed to remove this.
· Removing some complicated aspects of merge and AMVP (not suggested for action at this time).
· Removing the DST-VII style transform in 4x4 intra. It was agreed to remove this.
· Changing the CABAC engine to use multiplies and shifts rather than table look-ups for probability estimates, with a single update rate (not a dual update window). Note that CABAC is basically also in AVC. For further study.
· Changing the CABAC engine to use multiplies and shifts for interval subdivision rather than table look-ups. Note that CABAC is basically also in AVC. For further study.
· Scanning and coefficient coding to use run-level coding (est. 1.6% impact, combination with several items below). Some of this is a substitution rather than a removal, and the alternative has not been studied.
· Removing mode-dependent scan for intra blocks (resulting in one scan only). This was estimated as a 0.2-0.3% impact. It was agreed to remove this (just diagonal scan), the remaining items are for further study.
· Zig-zag rather than diagonal scan.

· Removing the coefficient grouping for coefficient scanning of large blocks
· Removing the last x, y position coding in coefficient coding

· Removing the greater-than-one, greater-than-two flag coding

· Removing the remaining levels coding

· Removing sign data hiding (using bypass coded sign). It was agreed to remove this.
· Removing NAL unit concept (use slice header content), note that this is in AVC. For further study (not clear which to remove).
· Removing VPS and VPS VUI. It was agreed to remove this, pending further study.
· Removing SPS and SPS VUI (use a sequence header), note that this is in AVC. Keep, since well-established and used in systems.
· Removing PPS (use only a picture header or slice header), note that this is in AVC. Keep, since well-established and used in systems.
· Removing dependent slices. It was agreed to remove this.
· Removing slices (the proposal used only whole-picture slices). Keep, since well-established and used in systems.
· Removing tiles. Something like this seems necessary, although perhaps done differently – e.g., more flexible. It was agreed to remove this.
· Removing wavefront (entropy coding sync) support. It was agreed to remove this.
· Removing the reference picture set – instead using MMCO like H.263 or AVC. This would take significant work; doesn't seem desirable to remove at this point. For further study.
Other suggestions from discussion

· Removing SAO. For further study.
· Removing IPCM. (This was also in AVC.) Keep; seems pretty basic.
· Removing quantization weighting matrices (not working for rectangular blocks already). It was agreed to remove this.
It was noted that the JEM has a different (10 bit coefficients) DCT-II style transform than in HEVC (8 bit coefficients). It was agreed that this would not be included in the starting basis; the starting basis will use the same DCT-II style transform as in HEVC.

It was commented that transform skip operation should also be studied.

It was noted that the new tree structure results in rectangular transform blocks, and in the JEM and NextSoftware, a multiplication factor is introduced during inverse quantization to adjust for this. Further study of this aspect is anticipated and encouraged.
Agreed don’t need any of these:
· Partitioning of a CU into multiple PUs (incl. asymmetric partitionings)

· Partitioning of a CU into multiple luma blocks for intra prediction (i.e., signalling of multiple luma intra prediction modes for a CU)

· Coding unit syntax element part_mode

· Partitioning of a CU into multiple TUs, except for CTU size bigger than max transform size
· Transforms that are applied across prediction boundaries 

· Syntax element split_transform_flag

· Not aligned luma and chroma transform blocks

· SPS syntax elements

· log2_min_luma_transform_block_size_minus2 (always use 4x4 luma 2x2 chroma)
· log2_diff_max_min_luma_transform_block_size

· max_transform_hierarchy_depth_inter

· max_transform_hierarchy_depth_intra

· amp_enabled_flag

JVET-J0093 Two tier test model [J. Boyce (Intel), Y. Ye (InterDigital), Y.-W. Huang (Mediatek), M. Karczewicz (Qualcomm), E. Francois (Technicolor), W. Husack (Dolby), J. Ridge (Nokia), A. Abbas (GoPro)]
This was discussed Wednesday 1215 (GJS & JRO).
A two tier model is proposed for codec development, including a test model and a benchmark model (or benchmark tool set).

· Test model:

· HEVC + QTBT + TT

· Possibly remove some HEVC tools

· Benchmark set:

· Test model

· JEM tools except remove: FRUC, BIO, OBMC, LIC, transforms larger than 64x64

[Jens has important notes]

A BoG (J. Boyce) was asked to produce a candidate BMS.

JVET-J0094 Suggested process to select the Benchmark Set [B. Bross, A. Wieckowski, H. Schwarz, D. Marpe, T. Wiegand (HHI)]
Discussed in BoG JVET-J0096
JVET-J0095 NextSoftware as Test Software [A. Wieckowski, T. Hinz, B. Bross, T. Nguyen, J. Ma, K. Suehring, H. Schwarz, D. Marpe, T. Wiegand (HHI)]

This was provided for information to assist participants in working with the software codebase. Detailed oral presentation was not deemed necessary, although study of the document content is highly encouraged.
For information – purpose of document explained by contributors Wed around 1745 without detailed presentation.
Benchmark set

Wednesday 1120-1300 it was agreed to establish a “benchmark set” (BMS) of tools with higher coding efficiency than the test model. The sole purpose of this is testing additional proposed tools (not in BMS) not only against the test model, but know performance against a more advanced configuration.

It is emphasized that the set of tools in the “benchmark set” has no official status in standardization. CE results should be reported against the “benchmark set” in the following way:

· If a tool is tested that is meant to have advantage over a single element of the BMS, it should be tested by replacing that element and reporting the results.

· If a tool is added that is meant have advantage in addition to the benchmark set, it should be tested as an add-on.

· The exact tests to be performed will be defined in the CE description.

· The benchmark set is expected to be redefined in each meeting cycle, i.e. based on the result of CEs a tool can be added or replace a previous element BMS. In this process of replacing, elements that are in the BMS have no privilege, i.e. are treated as if they are competitors in the same CE.

· There is no rule for a tool being assessed in a CE to first being adopted to BMS before adopting to TM. A tool with convincing results can be put to the TM right away upon group decision. Likewise, tools from BMS may be moved to TM.

· The tools in the BMS are regularly tested (each meeting cycle) in a tool-on (vs. TM) and a tool-off test (vs. BMS) to assess individual performance. Tools may also be removed from the BMS.

· Criteria for decision are as usual: Compression performance, complexity of implementation, etc.

· BMS is implemented in same software code base as TM (as different branch or otherwise configurable).

A BoG (JVET-J0096) was established to work out the details of the test model.

5 Test material and test conditions (2)

Contributions in this category were discussed XXday XX Apr. XXXX–XXXX (chaired by XXX).
JVET-J0052 Tencent test sequences for video coding development [J. Ye, X. Li, S. Liu, L. Wu, C. Xie, K. Liu, B. Wang, P. Liu, K. Dong, Y. Kuang, W. Feng (Tencent)]


Presented Thu. 19th 1210-1230 (chaired by JRO)

This contribution describes 10 test sequences for the development of next generation video coding standard. Among them, there are 6 concert related sequence (1920x1080, 25 fps, 4:2:0), 2 eSports sequences (1920x1080, 30 fps, 4: 2: 0), and other 2 eSports sequences (2176x1080, 30 fps, 4: 2: 0). 

(eSports are gaming sequences). It was asked if the copyright of the gaming sequences was owned by Tencent. This was initially confirmed (this confirmation is valid unless the proponents withdraw within 24 hours)

Sequences are available in ftp repository (candidate branch) and have been inspected by some experts. The following comments were made.

Sequences challenging in terms of RD measurement

It was remarked that HD content with only 25 or 30fps appears quite uncommon.

It was also commented that the eSports sequences might require higher rates generally. In terms of application domain, the low delay test case might also be more relevant. As currently no specific test cases for screen content are defined, this would remain for further investigation in future testing.

Copyright conditions as provided in the document and attached to sequences appear OK.

Further investigation of sequences in test material AHG.

JVET-J0060 Surveillance class and CTC for video coding development [X. Ma, H. Zhang, S. Gao, H. Yang, J. Chen (Huawei), S. Chen, D. Wu (Hisilicon)]


Presented Thu. 19th 1235-1255 (chaired by JRO and GJS)

Surveillance application is very important for safety and security in daily life. The rapidly increasing data volume of surveillance sequences create great challenge to storing. In this proposal, 3 surveillance test sequences are proposed. And also, low delay test condition with random access point is proposed based on the actual surveillance application. It is suggested to establish a surveillance class and use the recommended low delay test condition for video coding development.

The same sequences were available previously, but with different subsampling phase of chroma. Only one sequence (Building Hall, which had used in CfE), reflects this by the name. Names should be changed – sequences are already available in the ftp, 444 versions should also be made available.

All sequences are with static camera, not extremely challenging.

The proposal also suggests to add an intra access period (every 2 seconds) in the low delay test condition.

It was also mentioned that fixed bit rate would also be desirable for certain applications, and rate control should be studied.

It was however discussed that our CTC cannot reflect any application case. It would be easy to estimate how much additional rate would be required when an intra refresh would be inserted every x seconds.

It was agreed not to modify CTC in regard of intra refresh and fixed bit rate.

The test sequences had been provided before; this is an offer for a new version that uses a different chroma format downconversion. The sequences are also available in 4:4:4 format. Some version(s) of the sequences had already been available in the JVET test sequence repository and were used in the CfE. It was commented that we should make sure to use a different naming for the new version to avoid confusion.

These all use static cameras.
JVET-J0051 Adaptive GOP structure with future reference picture in random access configuration [S. Lee, Y.-W. Chen, W.-J. Chien, M. Karczewicz (Qualcomm)]

This contribution was initially discussed Sunday 15 Apr. 1715–1745 (chaired by JRO).

The contribution proposes a new prediction structure for random access configuration to maximize coding efficiency with one extra picture buffer in DPB buffer. The proposed scheme is similar to the conventional GOP structure, e.g. GOP 16 and can be applied to the sequences with intra periods being multiples of 16 while providing significant coding gains over GOP 16. The proposed prediction structure introduces -4.3% BD-rate gain over HM-16.18 with 97% and 100% encoding and decoding run time. The proposed prediction structure also introduces -4.8% BD-rate gain over JEM-7.1 with 101% and 100% encoding and decoding run time. It is suggested to use the proposed prediction structure for random access configuration in CTC for the development of the next generation video coding standard.

The structure likely introduces additional delay, because two I pictures need to be decoded before any B picture in between can start decoding.

Question: Could fast motion sequences have problems? Proponents say it is at least not the case for the CfP sequences.

After the discussion on Sunday, the proponents received more comments from other experts that the configuration might cause problems in operating a “true” RA mode with decent delay.

It would implicitly introduce another 64 frames of encoding delay.

It also seemed unclear whether the bitstream would be fully conforming in terms of buffering constraints.

No change of CTC was made in response to this contribution.
JVET-J0068 Crosscheck of JVET-J0051 Adaptive GOP structure with future reference picture [G. Li (Tencent)] [miss] [late]

6 Call for Proposals (XX)
6.1 Main contributions (23)
Contributions in this category were discussed Wednesday 11 Apr. 1200–1320, 1435–1540, 1610–2015 (chaired by GJS & JRO). Continued Thursday 12 Apr. 0910–0940 (chaired by GJS), 0940–1300, 1430–1730 (chaired by GJS & JRO).

JVET-J0011 Description of SDR video coding technology proposal by DJI and Peking University [Z. Wang, X. Meng, C. Jia, J. Cui, S. H. Wang, S. S. Wang, S. Ma (Peking University), W. Li, Z. Miao, X. Zheng (DJI)]

This contribution was discussed Wednesday 1200-1225 (GJS & JRO)
This document reports DJI and Peking University’s response to the CfP. The response is implemented on top of JEM7.0 software. Four additional coding tools or modifications are proposed in this document:

· Non-local structure-based filter (NLSF)
· Adaptive update long-term reference (used in LD only)
· OBMC modification (weight values and overlap support dependent on block size)
· Multi-hypothesis probability estimation entropy coding (small change relative to JEM)
The document reports -34.19%/-43.75%/-44.37% and -26.87%/-42.96%/-44.53% Y/Cb/Cr BD rate metrics relative to HM16.16 anchor for SDR constraint sets 1 and 2 (i.e., RA and LD), respectively. When compared to JEM7.0 anchor, -1.57%/-0.71%/-1.72% and -3.30%/-0.67%/-4.26% Y/Cb/Cr BD rate reduction are observed for SDR constraint set 1 and 2 respectively.

Encoding times were similar to JEM; decoding times were about 5× that of the JEM.
The memory bandwidth was reportedly similar to JEM, but with some increase in memory capacity.

The decoding time increase mainly comes from NLSF.
NLSF applies grouping of regions (6x6 with overlap) based on blockmatching, performs SVD on each group, and uses the eigenvectors basis for filtering (hard threshold applied to singular values), reconstruction based on modified SVs. Can be disabled at frame level and CTU level.

ALTR only applied to CS2. Long term reference is initialized with RAP and CTU-wise updated based on recorded indices of usage. BIO and refinement disabled when used.

OBMC modification: Uses different OBMC weights depending on CU size

MHPE makes some modifications on context initialization (previously proposed in G0112 and H0061)

Comments from discussion of the presentation:

· The long-term reference seems roughly conceptually equivalent to the coding of "hidden" (i.e., non-output) frames. ALTR could be implemented as coding a hidden frame (would be encoder only).
JVET-J0012 Description of SDR and HDR video coding technology proposal by Ericsson and Nokia [R. Sjöberg, K. Andersson, R. Yu, Z. Zhang, P. Wennersten (Ericsson), J. Lainema, A. Hallapuro, A. Aminlou, M. Hannuksela, R. Ghaznavi-Youvalari, J. Ridge (Nokia)]

Wednesday 1225-1250 (GJS & JRO)
This document describes Ericsson’s and Nokia’s response to the CfP. The proposal, referred to as “ENC”, is based on JEM 7.0 software and includes additional tools asserted to provide subjective improvements, coding efficiency gains and complexity benefits over the JEM model. The following additional tools or modifications of JEM 7.0 tools are included in the proposal:

· Wide-angle intra prediction extending the JEM prediction directions beyond 45-degree top-right and bottom-left directions

· Multiple boundary filtering for planar and DC mode uses two or three tap distance-adaptive filtering of prediction border samples for the planar and DC intra modes
· Motion vector look back modifies the merge candidate list generation by including additional neighboring motion vectors in case the spatial and advanced TMVP candidates do not fill the list
· Motion vector prediction between list exploits correlation between the two motion vectors when the current block is bi-predictively coded using the AMVP mode
· Motion vector difference sign data hiding hides the sign of the MVD x component
· Restricted OBMC is reported to reduce the computational complexity by disabling OBMC when the spatial activity of the prediction is below a threshold or when LIC flags differ
· Affine flexing which resamples affine sub-PU motion boundaries in order to compensate for the sample level motion
· Different in-loop deblocking filter which extends the JEM deblocking filter with longer filters. The tool also filters sub-PU boundaries, LIC boundaries and boundaries caused by CCLM prediction

In the case of SDR category tests it is reported that that proposed software provides -33.73% and -24.66% BD-rate impact with respect to the HM anchor for CS1 and CS2 configurations, respectively. The reported impacts over JEM anchor for these configurations are -0.90% and -0.17%, respectively.

In the case of HDR category tests it is reported that that proposed software provides -43.6% BR-rate impact over the HM anchor and -0.9% BD-rate impact over the JEM anchor.

Reported encoder runtimes compared to JEM anchor are 103%, 99% and 103% for SDR CS1, SDR CS2 and HDR configurations, respectively. Reported decoder runtimes for the same configurations are 98%, 95% and 99%, respectively.
Proponents believe that deblocking modifications provide more subjective rather than objective gain.
MVD sign derived based on the magnitude and the ref index.

Affine flexing requires line based MC operations as compromise between block and pixel based.

Presentation deck to be provided.
Comments from discussion of the presentation:
· Overall, seems like straightforward proposed modifications relative to JEM
JVET-J0013 Description of SDR video coding technology proposal by ETRI and Sejong University [J. Kang, H. Lee, S.-C. Lim, J. Lee, H. Y. Kim (ETRI), N.-U. Kim, Y.-L. Lee (Sejong Univ.)]

Wednesday 1250-1320 (GJS & JRO)

This document describes the SDR video coding technology proposal by ETRI and Sejong University in response to the CfP. This proposal is based on JEM7.0 with several modifications to reduce decoder complexity while maintaining the coding efficiency of the proposed codec comparable to the coding efficiency of JEM7.0.
PMMVD, DMVR, AMT, adaptive clipping and control and signalling the probability updating speed for the context model adopted in JEM7.0 are disabled in the proposal.
For inter prediction, two special merge modes are proposed based on decoder-side motion refinement:

· Motion refined mode (MRM),

· Template matched merge (TMM).
For intra prediction, the proposal includes

· Combined filter (CF) combining interpolation filter with reference sampling smoothing filter,

· Multi-line based intra prediction (MIP).

For the transform stage, the contribution proposes:

· DST-VII with residual flipping to replace AMT in JEM7.0
For in-loop filtering, the contribution proposes:

· A modified ALF called reduced complexity-ALF (RC-ALF).
For constraint set 1, average BD-rates are reported as -32.74% compared to the HM anchor and 0.64% compared to JEM anchor. For constraint set 2, the average BD-rates are -23.93% compared to HM anchor and 0.82% compared to JEM anchor. It is reported that the average decoding time of the proposed codec is 4.04 times and 3.31 times of HM16.16 decoder for constraint set 1 and for constraint set 2, respectively. It is reported that the average encoding time of the proposed codec is 8.41 times and 8.18 times of HM16.16 encoder for constraint set 1 and for constraint set 2, respectively.
The new merge modes TMM/MRM use the same template as PMMVD/DMVR as of current JEM (but are somehow replacing them). TMM has worse performance compared to PMMVD, but reduces decoder runtime. It is verbally reported that MRM may have higher decoder runtime than DMVR.

Only two core transforms compared to 5 in JEM (but additional residual flipping, is signalled)

Maximum ALF filter size is 5x5 – requires 7 line buffers together with the 4x4 block classification

MIP uses two reference sample lines.

Overall, about 2x speedup of decoder, no significant change of encoder.Comments from discussion of the presentation:

· This shows complexity reduction relative to the JEM, with a substantial speed-up of the decoder (2×), at a relatively minor (less than 1%) loss in coding efficiency. The encoder speed is roughly the same as the JEM.

· Replacing PMMVD by TMM seems to have the biggest impact on reducing decoding time.
JVET-J0014 Description of SDR, HDR and 360° video coding technology proposal by Fraunhofer HHI [M. Albrecht, C. Bartnik, S. Bosse, J. Brandenburg, B. Bross, J. Erfurt, V. George, P. Haase, P. Helle, C. Helmrich, A. Henkel, T. Hinz, S. de Luxan Hernandez, S. Kaltenstadler, P. Keydel, H. Kirchhoffer, C. Lehmann, W.-Q. Lim, J. Ma, D. Maniry, D. Marpe, P. Merkle, T. Nguyen, J. Pfaff, J. Rasch, R. Rischke, C. Rudat, M. Schaefer, T. Schierl, H. Schwarz, M. Siekmann, R. Skupin, B. Stallenberger, J. Stegemann, K. Sühring, G. Tech, G. Venugopal, S. Walter, A. Wieckowski, T. Wiegand, M. Winken (Fraunhofer HHI)] (now with 41 authors)
Wednesday 1435-1540 (GJS & JRO)
This document describes Fraunhofer HHI’s response to the Call for Proposals. The proposal is based on Fraunhofer HHI’s NextSoftware, which was presented in JVET-I0034 and represents an alternative implementation of JEM-7.0. The contribution proposes the following additional coding tools:

· Generalized binary block partitioning

· Line-based intra coding mode

· Intra prediction mode with neural networks

· Intra region-based template matching

· Bilateral filter for intra reference sample smoothing

· Multi-reference line intra prediction

· Multi-hypothesis inter prediction

· Restricted merge mode

· Signal-dependent boundary padding for motion compensation

· Diffusion filter and DCT thresholding for prediction signal filtering

· Modified adaptive transforms for intra blocks

· Dependent scalar quantization

· Modified QP prediction

· Modified arithmetic coding engine

· Modified coding of transform coefficient levels

· Modified adaptive loop filter.

The proposal does not include any HDR or 360° video specific coding tools.

Relative to the JEM-7.0 anchors, the following BD rates are reported: -7.5%, -6.9%, -6.0% (Y, U, V) for SDR constraint set 1; -7.2%, -7.6%, -5.7% (Y, U, V) for SDR constraint set 2, -8.0%, -17.3%, -12.7% (Y, U, V PSNR) for HDR; -15.7%, -16.3%, -14.5% (Y, U, V E2E WS-PSNR) for 360°. In comparison to the HM 16.16 anchors, the following BD rates are reported: -38.1%, -46.9%, -46.5% (Y, U, V) for SDR constraint set 1; -29.7%, -46.5%, -45.5% (Y, U, V) for SDR constraint set 2, -32.7%, -62.3%, -58.1% (Y, U, V PSNR) for HDR; -35.7%, -52.7%, -53.7% (Y, U, V E2E WS-PSNR) for 360°.

If only proposed coding tools are enabled, the following luma BDR rates relative to the HM anchor are reported: -24% for SDR constraint set 1, -20% for SDR constraint set 2, -22% for HDR (PSNR), and -29% for 360° (E2E WS-PSNR).
Two submission variations: with and without perceptually optimized QP variation.

No special features were included for HDR or 360° video (just a EAC cubemap per JVET-G0071 with a guard band and blending).

Thread-parallel wavefront encoding was considered. See JVET-J0036.

Encoding times were about double that of the JEM; decoding times were about the same as the JEM.

Higher BD rate gains were reported in chroma than in luma.

The training set for the CNN was different from the test set.

New version of slide deck to be provided

Block partitioning (binary) with higher accuracy (not only 1/4-3/4)

Line/column-wise intra pred. with 1D transform

NN for intra prediction, 35 modes for small blocks, 11 for large blocks; hidden layer identical, output layer depending on block size, 2 lines reference

Conv. intra prediction with 2 additional ref. lines

Inter prediction with one additional hypothesis (weighted by 1/4 or -1/8), but might be applied recursively for more combinations

diffusion filter is iterative, either linear smoothing or non-linear (based on gradient)

dependent quantization is trellis based (4 states)

coefficient coding modified context, binarization with >3/>4 flags

probability estimation counter-based

Second submission with adaptive quantization as of JVET-H0047

No HDR specific tools

360 uses EAC with guard band (4 samples wide)

In the presentation it is pointed out that by modifying the ratio of luma and chroma QP (as other proposals did) might suggest more BD rate gain (in particular with better partitioning). According to opinion of several experts, this requires more careful assessment when interpreting results.

Comments:

The contributor commented that some proposals with large luma gains show a modified relationship between luma and chroma fidelity in a way that emphasizes luma fidelity. (They indicated that they did not know about the relative visual importance between luma and chroma.) The balance between luma and chroma fidelity is more important than usual in our test set (esp. for two test sequences – Campfire and ParkRunning)

· QP for HDR was done as in the anchor for one variation; with a combined approach for the perceptually optimized approach.

· Sign bit hiding was not used.

· Some rate-distortion-complexity tradeoff analysis was shown by the presenter (see the presentation deck in -v4)
· Encoding runtimes are estimated; parallel encoding was used

· As the luma is sometimes 16×12, the chroma processing includes a length-6 transform. (The chroma transform was always separable.)

JVET-J0015 Description of SDR, HDR and 360° video coding technology proposal by InterDigital Communications and Dolby Laboratories [X. Xiu, P. Hanhart, R. Vanam, Y. He, Y. Ye (InterDigital), T. Lu, F. Pu, P. Yin, W. Husak, T. Chen (Dolby)]

Wednesday 1610-1650 (GJS & JRO)

This response to the Joint Call for Proposals on Video Compression with Capability beyond HEVC was jointly developed by InterDigital Communications and Dolby Laboratories. It answers all three categories covered in the joint CfP: the SDR category, the 360° category, and the HDR category. The software of this response is written based on the JEM and the 360Lib software.

Significant coding efficiency improvements and reasonable decoding complexity are the primary goals. Design of the core SDR codec in this response reportedly took both factors into consideration: some of the compression technologies in the JEM are simplified to reduce the average and worst case complexity with reportedly negligible coding performance loss, and two additional compression technologies are added to further improve coding efficiency.
Corresponding to the main design goal of the contribution, i.e., decoder complexity reduction, simplifications to the following compression technologies in the JEM are proposed for the SDR category:

· Motion search for frame-rate up conversion

· Decoder side motion vector refinement

· Bi-directional optical flow

· Overlapped block motion compensation

· Local illumination compensation

· ATMVP and STMVP merge modes
· Adaptive loop filters
Corresponding to the second design goal, i.e., additional compression technologies, the following technologies are proposed for the SDR category:

· Multi-type tree (MTT)

· Decoder-side intra mode derivation (DIMD)

The objective performance and complexity of the proposed SDR codec are summarized as follows:

Compared to the HM anchors, the proposed SDR codec reportedly achieves:

· For constraint set 1, {Y, U, V} BD-rate savings: {35.72%, 44.75%, 44.95%}, Enc time: 1710%, Dec time: 263% 

· For constraint set 2, {Y, U, V} BD-rate savings: {27.18%, 43.81%, 44.51%}, Enc time: 1827%, Dec time: 301%

Compared to the JEM anchors, the proposed SDR codec reportedly achieves:

· For constraint set 1, {Y, U, V} BD-rate savings: {3.98%, 3.28%, 3.16%}, Enc time: 205%, Dec time: 33%

· For constraint set 2, {Y, U, V} BD-rate savings: {3.64%, 2.55%, 4.48%}, Enc time: 203%, Dec time: 45%

Overall, the proposed SDR decoder runs about 3× as fast as the JEM (wow! – another approach in this ballpark is JVET-J0024), and the encoder is about 2× as slow as the JEM.

The proposed SDR codec is used as the core coding engine in the 360° category and the HDR category.
For the 360° category, projection formats customized to the input video are used in this response as a “coding tool” to improve coding efficiency. Additional 360°-specific compression technologies are proposed to improve the subjective quality, especially in terms of alleviating the often observable “face seam” artifacts for this type of video.
· Projection format

· Hybrid angular cubemap (HAC)

· Adaptive frame packing (AFP)

· Coding tools

· Geometry padding of reference pictures (GP)

· Face Discontinuity Handling (FDH)

· Post-Filtering

In terms of objective coding performance for 360° video using the end-to-end WSPSNR metric, this response reportedly achieves average BD-rate deltas for the {Y, U, V} components of {-33.87%, -54.04%, -56.79%} and {-13.51%, -18.29%, -20.96%} over the HM and JEM anchors, respectively.

For the HDR category, this proposal includes two additional coding tools:
· an in-loop "reshaper"

· luma-based QP Prediction.
The in-loop reshaper maps (“reshapes”) luma sample values inside the coding loop according to a 1-D LUT, which is asserted to improve HDR coding efficiency. The reshaping process does not require any changes to the existing DPB handling mechanism. Luma-based QP Prediction reduces the bitrate overhead of the deltaQP syntax when spatial luma-dependent QP adaptation (LumaDQP) is used for HDR coding. Pre- and post-processing are explicitly excluded in this proposal since all additional tools reside inside the core codec. The HDR bitstreams submitted for the CfP target better subjective performance using the above tools. The in-loop reshaper can also be configured to maximize HDR objective metrics.
A new version of the slide deck was to be provided

Elements for decoding complexity reduction

· Simplified frame‐rate up conversion (FRUC): Refinement is implemented as multi-stage process with early termination

· Simplified bi‐directional optical flow (BIO): Early termination, modified gradient search & rounding

· Simplified overlapped block motion compensation (OBMC): Early termination in case of similar motion, differentiate between CU boundaries and inner subblocks

· Simplified local illumination compensation (LIC): Apply only once in bipred, reuse in case of OBMC (claimed to reduce worst case LIC derivation by 10x)

· Simplified sub‐block merge mode

Simplified adaptive loop filter (ALF)

Overall, Decoder runtime about 1/3 of JEM. Worst case reduction would probably be less observable, as some of the methods (in particular early termination) would not apply.

Elements for coding performance improvement

· Multi‐type tree (MTT); Adds triple split to QTBT. This provides 3-4% BR reduction, but increases encoder runtime 2x

· Decoder‐side intra mode derivation (DIMD): Signals the case when directional mode can be determined from decoded neighboring blocks

Comments:
· The low complexity shown in the proposal is appreciated.

HDR aspects were presented Fri 13th 1140-1220 (chaired by JRO)

New slide deck to be uploaded
HDR specific tools:

- in-loop reshaper

-Luma based QP prediction

Motivation for in-loop reshaper: No need for pre and post processing, conformance point includes reshaping, no separate memory for output

Luma channel is divided into 32 intervals for reshaping

Reshaper uses parametric model that distributes codewords within these intervals (adaptive, syntax is around 30 bits), CfP submission uses adaptive reshaping, applied at positions of intra slices

Additional tool for only region of interest reshaping

Luma based QP prediction avoids sending QP adaptation parameters (similar approach as in JEM anchors)

Chroma QP is also derived at the decoder side, using similar way as in PQ anchors

Encoder uses joint optimization of reshaper and luma QP adaptation, RDO based on SSE for intra and wSSE for inter

HLG uses region of interest reshaping

Questions: Loop filter is applied before inverse reshaping in case of intra slice, and after inverse reshaping in case of inter slice – why? Proponents answer this worked well according to their observation.

However, if the loop filter would be before inverse reshaping in case of inter, the reshaping would no longer be in the loop. Unclear how large the difference would be. Proponents answer that in case of region of interest, the in-loop reshaping is necessary.

wPSNR results are suggesting loss relative to JEM with adaptive reshaper, but gain with a fixed reshaper

Luma QP prediction is based on the prediction. This may have the disadvantage that reconstruction of the residual cannot be done independent from the prediction.

360° aspects were presented Fri 13th 1550-1610 (chaired by JRO)

· Projection format

· Hybrid Angular Cubemap (HAC)

· Adaptive Frame Packing (AFP)

· Coding tools

· Geometry Padding of Reference Pictures (GP)

· Face Discontinuity Handling (FDH)

· Post‐processing: Post‐Filtering

HAC is a generalization of EAC, which uses sequence-adaptive mapping functions which are targeting to optimize WS-PSNR. 2 parameters for each face, which control an arctan function.

AFP changes position of faces such that less discontinuous face boundaries occur. This is done at each IRAP picture.

GP extends faces (144 samples extension in CfP submission)

FDH disables several tools at face boundaries: Intra prediction, MPM, decoder‐side intra mode derivation, MVP, merge mode, FRUC, deblocking, SAO, ALF, OMBC, LIC
Post filtering filters face boundaries to prevent that they become visible.

HAC gives approx. 0.3% compared to EAC, AFP approx. 0.4%, GP 1.6% on average (the latter more for moving camera).

Question: Could FDH be achieved by defining tile boundaries coincident with face boundaries? It is commented that this would be too restrictive in particular for case of large CTUs. However, in a new standard, such a restriction of defining tile size as multiple of CTU size might not necessarily exist.

JVET-J0016 Description of SDR video coding technology proposal by KDDI [K. Kawamura, Y. Kidani, S. Naito (KDDI Corp.)]

Wednesday 1650-1715 (GJS & JRO)

This contribution presents description of SDR video coding technology proposal by KDDI. The proposed coding technology is based on the top-of-JEM software with six addition coding tools.

The six tools are 

· cross-component reference prediction

· adaptive inter-residual prediction of chroma components

· shrink transform

· block-size dependent coefficient scanning

· extended deblocking filter

· convolutional neural network based in-loop filtering

The two intra prediction techniques focus on the chroma components. The transform tool replaces a large transform block by a half-width, half-height transform and up sampling. Coefficient scanning is also modified based on both intra prediction mode and the ratio of the block shape. The in-loop filters are motivated by subjective quality.

The proposed coding technology reportedly provides -33.50% and -24.64% BD-rate deltas for constraint sets 1 and 2, respectively, compared with HM16.6. It provides -0.47% and -0.17% BD-rate deltas for CS1 and CS2, respectively, compared with JEM7.0. It is noted that the two in-loop filtering techniques provide no objective gain.

Running times of both encoding and decoding of CS1 are 8.5× and 18.6× as slow as the JEM, respectively. The additional tools except CNN-based in-loop filtering have a relatively minor impact on running time (about 5% increase). Although the load of CNN-based in-loop filtering might be heavy in CPU implementation, it is reportedly moderate for GPU or dedicated hardware implementation.
The training set for the CNN was different from the test set.
For transform with size 128, a size 64 is used followed by upsampling

Deblocking with longer filter for large block sizes

CNN with 4 layers for intra slices, strength controlled by QP (trained with different hyper parameters)

Comments:
· It was noted that the CNN is place before other filters

· GPU implementation analysis would be helpful

· The "shrink transform" was designed for lower lower complexity than a true 128-length transform; it shows gain relative to not using a large block transform but likely some loss relative to a true 128-length transform.

JVET-J0017 Description of SDR video coding technology proposal by LG Electronics [M. Koo, J. Heo, J. Nam, N. Park, J. Lee, J. Choi, S. Yoo, H. Jang, L. Li, J. Lim, S. Paluri, M. Salehifar, S. Kim (LGE)]

Wednesday 1715-1735 GJS & JRO
This contribution is a response from LG Electronics to the CfP. The proposal contains multiple tools covering several aspects of video compression technology. These include:

· quad-tree plus binary and ternary trees (QTBTT) block partitioning structure
· linear interpolation intra prediction
· multiple primary transform
· reduced secondary transform
· motion predictor candidate refinement algorithm based on template matching
· modified affine motion prediction

When all the proposed algorithmic tools are used, it is reported that the average achieved bit-savings are approximately 34.75% and 26.05% compared to HM16.16 in RA and LD configurations, respectively. It is also reported that the average decoding time for the proposed codec is measured to be approximately 6.4 and 5.8 times compared to those of HM16.16 for RA and LD configurations, respectively. The encoder is about twice as slow as the JEM.
The template matching is the aspect with the most decoding complexity impact. The QTBTT has the most impact on the encoding time.
Encoding time increase due to ternary split (similar as for J0015)

Affine: Modified list construction, switching between 4 and 6 neighbors if affine was used in the neighborhood

Primary transform: Only DST-VII and DCT-VIII in addition to DCT-II, implementation based on Winograd-FFT

Secondary transform: Less memory and less multiplications by direct matrix multiply and layered Givens transform.

Comments:

· It was asked what would be the impact of the motion predictor candidate reordering without template matching. Another participant said that might provide about 0.5% coding gain (versus about 2.5% with template matching).

JVET-J0018 Description of SDR video coding technology proposal by MediaTek [C.-W. Hsu, C.-Y. Chen, T.-D. Chuang, H. Huang, S.-T. Hsiang, C.-C. Chen, M.-S. Chiang, C.-Y. Lai, C.-M. Tsai, Y.-C. Su, Z.-Y. Lin, Y.-L. Hsiao, J. Klopp, I.-H. Wang, Y.-W. Huang, S.-M. Lei (MediaTek)]

Wednesday 1735-1835 GJS & JRO

This contribution describes MediaTek’s proposal in response to the standard dynamic range (SDR) category of the CfP. The goal of this proposal is to provide a video codec design with higher compression capability than HEVC, especially for ultra high-definition (UHD) and full high-definition (FHD) video content. To achieve this goal, a number of tools are proposed covering several aspects of video compression technology, including coding block structure, inter/intra prediction, transform, quantization, in-loop filtering, and entropy coding. The proposed video codec achieves -43.81%/-45.61%/-47.41% Y/U/V BD-rates and -31.27%/-37.54%/-38.27% Y/U/V BD-rates compared to HM-16.16 for constraint set 1 (CS1) configuration containing 5 UHD and 5 FHD video sequences under random access condition and constraint set 2 (CS2) configuration containing 5 FHD video sequences under low delay B condition, respectively. When compared to JEM-7.0, the proposed video codec achieves -16.60%/-6.75%/-10.43% Y/U/V BD-rates with 1.52x encoding time and 2.27x decoding time for CS1 configuration and -9.41%/-1.92%/-3.35% Y/U/V BD-rates with 1.31x encoding time and 1.71x decoding time for CS2 configuration. To reduce encoding time, the proposed encoder is accelerated with encoder-only non-normative changes. After the speed-up, the proposed codec achieves -42.38%/-44.64%/-46.37% Y/U/V BD-rates and -29.69%/-35.82%/-36.60% BD-rates compared to HM-16.16 for CS1 configuration and CS2 configuration, respectively. When compared to JEM-7.0, the proposed video codec reportedly achieves -14.40%/-5.13%/-8.82% Y/U/V BD-rates with 0.77x encoding time for CS1 configuration and -7.20%/+0.23%/-0.96% Y/U/V BD-rates with 0.60x encoding time for CS2 configuration.
Differences relative to JEM features include (not necessarily an exhaustive list):
· Triple tree (TT)
· Merge-assisted prediction (MAP)
· Motion candidate reordering (MCR)
· Additional chroma-from-luma intra prediction modes

· Unequal weight planar mode intra prediction (JVET-E0068)

· Modified affine inter mode
· Modified merge mode

· Modified pattern-matched motion vector derivation (PMVD)
· Modified bidirectional optical flow (BIO)
· Generalized bi-prediction (similar to JVET-C0047)

· Multiparameter CABAC with reduced range table

· Non-local mean loop filter (NLMLF)
· Convolution neural network loop filter (CNNLF)
· Modified adaptive loop filter

· Length-adaptive deblocking filter (DF).
· Parallel deblocking for small block sizes

Semi-duplicate notes:

Elements of proposal (based on JEM):

-
Partitioning includes ternary tree

-
Inferred partitioning at picture boundary

-
CTU size 256x256, include 128-size transform

-
Unequal weight planar mode (from JVET-E0068)

-
Some LM (chroma from luma) mode modification

-
Some candidate list construction modifications for merge and ATMVP

-
Some modifications in affine candidate list construction

-
Some simplification of PMVR

-
“Merge assistant prediction” for intra and inter merge modes

-
Generalized bi prediction (as from C0047)

-
Some modifications to DMVR and BIO, motion candidate reorder

-
Some modifications to primary and secondary transform

-
Transform syntax reorder for primary transform (based on boundary matching)

-
Length-adaptive deblocking, longer filters for deblocking in case of large blocks

-
Non-local means loop filter

-
Some modification to SAO, more edge offset modes

-
Some modifications to ALF signalling: Modes for new filter, merge filter

-
ALF slice filter mode with sample classifiers based on intensity, histogram, directionality

-
CNN loop filter with 8 layers

-
Some modifications on multi-parameter CABAC

In total, 5 loop filters

Multi pass encoding was used for CNN: Computed parameters for each sequence (full 10s duration), but encoded only once. CNN parameters require about 1 Mbit uncompressed, but were not sent for each RA period.

More information about the actual compressed rate for the CNN parameters would be desirable. It is verbally reported that the average rate is changing by approx. 0.1% when not sending the parameters. 

Tool-off test (disabling CNN) increases the bit rate by 7 %

Compared to HM, BR reduction is 41% without CNN, 44% with CNN

CNN not used in low delay configuration

Encoder 1.5× as slow as the JEM; decoder 2× as slow.

The CNNLF is the primary source of additional decoding complexity.

Two-pass encoding was used for the entire sequence for determining the CNNLF parameters, which are then sent. For the LD case, the CNN is disabled.
The CNN parameters are sent only once per sequence (so not really providing equivalent random access as conventionally characterized).

Memory usage is reportedly lower than JEM (about 40% lower).

Memory bandwidth is reportedly much lower than the JEM (about a factor of 15).

There was a somewhat different QP offset hierarchy (although they did not find that this made a big difference).
Comment:
· This is architecturally straightforward, but there are a lot of algorithmic differences in this, relative to what has been well studied. Some of them are minor and some are larger. There are lots of differences.
· The multi-pass encoding and once-per-sequence transmission of the CNN parameters violates the spirit of the random access constraint.

· The gain of the CNN is about 3% of the HM bit rate ("tool on" test), about 7% of the ("tool off" test).

· The proponent suggested having some pre-defined parameters that can be selected for CNN usage.

· The proponent acknowledged that further work on the CNN scheme is needed to make it practical.

· There are five cascaded filtering stages – lots of filtering.

· A participant said the number of bits spent on the first I frame was very large.
JVET-J0019 Description of 360° video coding technology proposal by MediaTek [J.-L. Lin, Y.-H. Lee, C.-H. Shih, S.-Y. Lin, H.-C. Lin, S.-K. Chang, P. Wang, L. Liu, C.-C. Ju (MediaTek)]

Presented Fri 13th 1640-1715 (chaired by JRO)
This contribution describes MediaTek’s proposal, in response to the joint call for proposals (CfP) issued jointly by VCEG and MPEG, for the 360° video category. This contribution includes a Modified Cubemap Projection (MCP) and 360° specific coding tools. The proposed MCP is arranged into a compact 3x2 layout, which has one discontinuous edge and none of padding pixels. To address the geometric continuity in 360° video, the 360° specific coding tools are proposed to appropriately process data in inter prediction, intra prediction, and in-loop filters.

The default face resolution in MCP is set to 1184x1184 to match the number of coded samples in the anchors. Compared to the HM anchor, the experimental results reportedly show this contribution achieves the average 35.5%, 69.5%, 71.6%, and 44.3% BD-rate reduction in terms of end-to-end WS-PSNR-Y, WS-PSNR-U, WS-PSNR-V, and WS-PSNR-YUV, respectively. As compared to the JEM anchor, the results report the average 15.8%, 50.7%, 52.6%, and 24.8% BD-rate reduction in terms of end-to-end WS-PSNR-Y, WS-PSNR-U, WS-PSNR-V, and WS-PSNR-YUV, respectively. In addition, the face with a resolution set to 1280x1280, which is a multiple of a LCU size, is also tested. Compare to the HM anchors, the results report the average -36.2%, -69.4%, -71.7%, and -44.8% BD-rate reduction in terms of end-to-end WS-PSNR-Y, WS-PSNR-U, WS-PSNR-V, and WS-PSNR-YUV, respectively. As compared to the JEM anchor, the results report the average -16.8%, -51.3%, 53.4%, and -25.7% BD-rate reduction in terms of end-to-end WS-PSNR-Y, WS-PSNR-U, WS-PSNR-V, and WS-PSNR-YUV, respectively.

MCP uses a radial coordinate mapping with the goal to reduce discontinuous turning points at face boundaries. Top and bottom faces still use EAC.

Coding tools:

- CU partition: Automatically split CU at face boundary

- Geometry padding: Extend faces with geometric correction across boundaries

- Motion vector projection: Use MV of correct neighbors at discontinuous face boundaries

- Intra prediction and loop filters: Use correct neighbors at discontinuous face boundaries 

Questions: 

- Was MCP compared against EAC? No. 

- Were effects of loop filters evaluated separately in terms of subjective effects wrt discontinuities? It is answered that longer filters are more critical, SAO may not be so critical.
- Efficient implementation? All cross-boundary operations were implemented in the padded versions, which however requires additional memory.

It is commented by one expert that MCP may have the disadvantage that it converts straight lines into curved structures, which might have impact on directional prediction.
JVET-J0020 Description of SDR video coding technology proposal by Panasonic [T. Toma, T. Nishi, K. Abe, R. Kanoh, C. Lim, J. Li, R. Liao, S. Pavan, H. Sun, H. Teo, V. Drugeon (Panasonic)]

Wednesday 1835-1910 GJS & JRO
The PEM (Panasonic Exploration Model) is the Panasonic response to the CfP in the SDR category. The software and syntax are based on JEM7.0. The main design principles in PEM development have been lower algorithmic complexity, especially for the decoder, and hardware friendliness for a better coding performance in average compared to JEM7.0.
PEM reportedly provides an average of 2.3% coding gain compared to JEM7.0 for constraint set 1 at 107% of encoder runtime and 56% of decoder runtime, and an average of 2% coding gain for constraint set 2. This corresponds to a coding gain of 34.6% compared to HM16.16 for constraint set 1 and 26% for constraint set 2. Modifed or additional coding tools include 
· Tri-tree block partitioning
· Triangle prediction blocks for motion compensation, only for skip and merge modes, with overlap weighting across the seam between the two triangles

· Modified combination of inter prediction and transform tools and modifications to the algorithms of some coding tools from JEM, e.g.,

· NSST and EMT constraints

· FRUC bandwidth reduction

· Other constraints – features switched off in some combinations

· Intra prediction filtering modification

· Modified MPM and selected modes (per JVET-H0024)

· A bug fix for PDPC

· Asymmetric deblocking filter
Disabling the tri-tree feature corresponds to a version of the PEM with lower complexity that provides similar coding performances to JEM7.0 for an encoder runtime that is 60% that of JEM7.0.
Similar gains are shown in the context of the proposed "NextSoftware".

Most contributing tools are triple partitioning (about 1.9% gain, but 1.8x encoder runtime) and diagonal partitioning (about 0.6% gain without significant impact on enc/dec runtime).

Comments:

· Note the bug fix for PDPC (some subjective impact although not significant overall R-D impact)
JVET-J0021 Description of SDR, HDR and 360° video coding technology proposal by Qualcomm and Technicolor – low and high complexity versions [Y.-W. Chen, W.-J. Chien, H.-C. Chuang, M. Coban, J. Dong, H. E. Egilmez, N. Hu, M. Karczewicz, A. Ramasubramonian, D. Rusanovskyy, A. Said, V. Seregin, G. Van Der Auwera, K. Zhang, L. Zhang (Qualcomm), P. Bordes, Y. Chen, C. Chevance, E. François, F. Galpin, M. Kerdranvat, F. Hiron, P. de Lagrange, F. Le Léannec, K. Naser, T. Poirier, F. Racapé, G. Rath, A. Robert, F. Urban, T. Viellard (Technicolor)]

Wednesday 1910-1940 GJS & JRO
The non-360°, non-HDR aspects were presented.
This contribution describes Qualcomm Inc. and Technicolor’s joint proposal in response to the CfP. The proposal contains majority of the tools that have been adopted into the JEM software. Additional or modified aspects include

· Triple-tree (TT) and asymmetric binary-tree (ABT) partition types (cf. JVET-D0117, JVET-D0064)
· Various modifications of intra prediction and its mode coding (cf. JVET-D0113, JVET-D0119, JVET-D0110, JVET-H0057, JVET-D0114, JVET-G0060)
· Merge, AMVP and affine motion are modified

· Motion compensated padding

· More transform choices, restriction of NSST usage (cf. VET-C0022, JVET-D0126)
· Sign prediction (cf. JVET-D0031)
· Modified CABAC probability estimation (cf. JVET-G0112, JVET-E0119)
· Filtering modifications

For HDR, pre-/post-dynamic range adaptation is used. For 360° video, ACP with geometric padding is used as a coding tool.

Objective SDR gains of 43.1% and 15.5% in terms of average luma BD-rate improvement have been reportedly achieved for constraint set 1 in high complexity mode, relative to HM and JEM anchors, respectively. For constraint set 2, the average luma BD-rate improvements are reportedly 33.7% relative to the HM anchor and 12.7 % relative to the JEM anchor. For this configuration, the encoder is about 1.5× as slow as the JEM and the decoder is about 16% faster.
In the low complexity mode, SDR gains of 39.7% and 10.3% in terms of average luma BD-rate improvement have reportedly been achieved for constraint set 1 relative to HM and JEM anchors, respectively. For constraint set 2, the average luma BD-rate improvements are reportedly 31.7% relative to the HM anchor and 9.9 % relative to the JEM anchor in low complexity mode. For this configuration, the encoder is about 2× the speed of the JEM and the decoder is about 15% faster than the JEM.
In the presentation, some other possible configurations were considered, e.g., modifying only the tree structure or disabling some features.

The software memory usage was about half that of the JEM, and lower than for the HM.

The software was a redesigned JEM, with substantial cleanup and ability to disable individual tools relative to basically an HM core.
Low complexity conf. is without TT and ABT, plain QTBT

Software is re-design of JEM, significantly reduced encoder (and decoder) run time.

HDR aspects were presented Fri 13th 1225-1255 (chaired by JRO)

The additional document JVET-J0067 relates to HDR aspects of the proposal. From abstract of JVET-J0067:

This contribution provides additional information on the HDR video coding technology proposals by Qualcomm and Technicolor presented in JVET-J0021 and JVET-J0022. The proposed HDR technology is Color Volume Transform (CVT) which is applied in the Y’CbCr 4:2:0 sample domain. The CVT is implemented through Dynamic Range Adjustment (DRA) process which is applied as pre-processing at the encoder side, with the aim of improving the coding efficiency. At the decoder side, the inverse DRA process is applied.

Simulation results reported in this document reportedly show that the proposed CVT implemented on top of JEM7.0 software and tested on Class HDR-B test sequences provides around 34.0% and 8.3% of bitrate reduction (for PSNR-L100 metrics) against HM and JEM HDR anchors of the CfP, respectively. As it is shown in J0021, proposed CVT being integrated in the core technology of J0021 (High Complexity mode), provides for class HDR-B on average 41.3% and 18.8% BD-rate gain (PSNR-L100) against HM and JEM HDR anchors, respectively. In Low Complexity Mode, proposed CVT provides for class HDR-B on average 38.8% and 15.2% BD-rate gain (PSNR-L100).

Additionally, this document reports, that for for HDR-B class sequences proposed CVT utilized in the JVET-J0021 core design provides 14% of bitrate reduction (for PSNR-L100 metric) over the default (SDR) coding configuration in the High Complexity mode and 13.6% of bitrate reduction over the SDR configuration in the Low Complexity mode. 
HDR specific aspects:

- color volume transform (CVT) including dynamic range adaptation (DRA) and cross-component DRA (outside of coding loop)

- Lookup table includes consideration of optimized chroma QP offset.

PSNRL100 and DeltaE100 were used for optimization of the proposal, and show similar objective gain over the JEM and HM anchors, which were optimized for wPSNR. In terms of wPSNR, luma gain seems larger, but significant loss in chroma. It is commented that it might be useful to compare with subjective results.

The HDR related aspects of the proposal could be implemented outside the coding loop (e.g. via an EI message). For the submission, a fixed CVT is used over all sequences of a HDR category (PQ/HLG), but it could be also made sequence adaptive

Comments:
· It was noted that the balance between luma and chroma is shifted, relative to JEM, with more improvement of luma than chroma

· In the two primary configurations that were presented, the decoder speed was about the same; the main change is in the encoder complexity. Another participant commented that there were some differences in complexity other than speed.
· Lower complexity modes were also shown, illustrating a broader range of encoding and decoding compression-versus-speed tradeoffs.

360° related aspects were presented Fri 13th 1715-1725 (chaired by JRO)

Dedicated tools:

· Adjusted Cubemap Projection (ACP) is used.

· padding is added to the reconstructed cube faces and is symmetric around each cube face with width 64 samples.

· The padded samples are obtained based on the ACP geometry and nearest-neighbor rounding. 

· The reconstructed ACP pictures are padded one time prior to in-loop filtering.

· The padded reconstructed ACP pictures are sequentially processed by the deblocking filter, SAO and ALF before storage as reference pictures.

· Motion compensated padding and OBMC for blocks on the boundary between top and bottom row of cube faces are disabled.

Padding area is 64 samples.

It is reported that the gain (on average) of 360 specific tools is 2.3%, mainly due to padding. Padding is performed in the reference frame

JVET-J0022 Description of SDR, HDR and 360° video coding technology proposal by Qualcomm and Technicolor – medium complexity version [P. Bordes, Y. Chen, C. Chevance, E. François, F. Galpin, M. Kerdranvat, F. Hiron, P. de Lagrange, F. Le Léannec, K. Naser, T. Poirier, F. Racapé, G. Rath, A. Robert, F. Urban, T. Viellard (Technicolor), Y. Chen, W.-J. Chien, H.-C. Chuang, M. Coban, J. Dong, H. E. Egilmez, N. Hu, M. Karczewicz, A. Ramasubramonian, D. Rusanovskyy, A. Said, V. Seregin, G. Van Der Auwera, K. Zhang, L. Zhang (Qualcomm)]

Wednesday 1940-2020 GJS & JRO
The non-360°, non-HDR aspects were presented.

This contribution describes the Medium Complexity version of the joint Qualcomm-Technicolor response to the CfP. This version is based on the same multiple type tree (MTT) software model as proposed in JVET-J0021, with several additional or adapted coding tools and encoder evolutions. 

This implementation contains most of the tools implemented into the JEM. In addition, one of the main features of the MTT codec is the introduction of new coding unit (CU) topologies on top of QTBT, via two tools: triple tree (TT) and asymmetric binary tree (ABT). TT allows splitting a CU of size S in width or height into three rectangular CUs (S/4, S/2, S/4) while ABT allows a recursive splitting of a CU of size S into two non-symmetric rectangular CUs (S/4, 3S/4) or (3S/4, S/4). Both are applicable in the horizontal and vertical dimensions.

Presentation deck to be provided.
The additional or adapted tools proposed in this response are:

· In this contribution, only ABT is activated on top of QTBT, reducing redundancy with QTBT, specific handling of splitting at picture boundaries
· Multi-reference intra prediction

· Bi-directional intra prediction

· Unicity in motion information candidate lists process

· Extended affine motion compensation

· Extended template merge modes

· Generalized OBMC

· Simplified EMT design

· Bi-directional illumination compensation

· SAO palette
Fast encoding methods, including a deep-learning based to drive the partitioning in intra slices, as well as heuristics and caching mechanisms in RD decisions, are reported to offer a wide range of reachable trade-offs between the encoding complexity and the coding gains. For this response, the trade-off was set to 90% and 82% of JEM 7.0 encoder and decoder runtimes in SDR constraint set 1, respectively. For HDR, pre-/post-dynamic range adaptation, applied in the Y’CbCr 4:2:0 sample domain, is used. A post-filtering refinement is also employed. For 360° video, the encoding is performed on padded ERP (PERP) content, and a normative spatially adaptive quantization is used.
Various encoder speedups, in particular for partitioning decisions a CNN is used (computes probabilities of specific splits)
For CS1 and CS2, respectively, -41.9% and -33.8% BD rate deltas were reported relative to the HM, and -13.6% and -12.7% BD rate deltas were reported relative to the JEM.
In this configuration, the encoding time was about 1.2× that of the JEM anchor and the decoding time was about 10% less than that of the JEM anchor.

A CNN is used in a fast encoding technique to help select the structure of the coding tree.

Some other complexity configurations were also discussed in the presentation.

Software for the contribution was provided.

The CNN was trained on data outside the test set.

Comments:

· It was commented that between contributions J0021 and J0022 there is a good range of trade-offs available between compression and complexity.

· The CNN encoding technique seemed interesting. It is not used in the J0021 proposal.

· The CNN software does not depend on any external library package.

HDR-related aspects were presented Fri 13th 1255-1310 (chaired by GJS and JRO)
Additional tools (both operated out of loop):

- Dynamic range adaptation with single scaling table as pre/post processing (replaces QP adaptation), same as in 0022

- Post decoding refinement, requires additional lookup table (piecewise linear, 33 points), which refines the luma directly, and chroma based on colocated luma. Adapted per slice, encoder uses decoded picture

For optimizing post decoding refinement, MSE was used. It gives mostly benefit on chroma.

Overall gain (all tools, not only HDR) -11.2%, -13.2%, -17.0% for wPSNR, L100 and DE100, respectively.

360° related aspects were presented Fri 13th 1725-1740 (chaired by JRO)

Uses PERP, but unlike anchors adaptive quantization which optimizes the WS-PSNR. Gain in BD rate (tool on test) is around 3% for CfP testset. QP adaptation is implicit, no signalling

It is commented that signalling of QP adaptation would not cost much rate.

It is also commented that the adaptive QP scheme had been investigated for the anchors in a previous meeting, but not chosen.
JVET-J0023 Description of SDR and 360° video coding technology proposal by RWTH Aachen University [M. Bläser, J. Sauer, M. Wien (RWTH Aachen Univ.)]

Thursday 0910-0935 (GJS)
The proposal is composed of two parts: SDR specific coding tools and 360° video specific coding tools. The tools have been implemented in JEM and are presented relative to JEM 7.0 each, but SDR and 360° tools have not been run in combination in the submission.

For SDR, geometric partitioning is applied to rectangular blocks for prediction and transform coding. The partitioning is signalled in the bitstream based on rate-distortion decisions in the encoder. The coding is based on a combination of pre-defined partitioning templates, temporal and spatial prediction of the partitioning, and optional refinement coding. Each partitioned segment can utilize motion compensated prediction or intra-prediction. The boundary of the predicted segments is smoothed before the residual is added. For residual coding, the encoder can select between a regular rectangular transform for the whole block and a shape adaptive transform for each segment.
For Constraint Set 1, average BD-rate deltas of -0.79%, -1.52%, and -1.52% (Y, U, V) are reported relative to the JEM 7.0 anchor. For Constraint Set 2, average BD-rate deltas of -0.84%, -0.58%, and -0.80% (Y, U, V) are reported relative to the JEM 7.0 anchor. It is reported that the present implementation increases the encoder runtime to 387% and the decoder runtime to 113% on average, compared to the JEM 7.0 anchor.

The contributor said that the primary benefit of the proposed feature of geometric partitioning is perceptual rather than in BD measures, as the boundaries of the segmentation are asserted to be more aligned with true object boundaries.

Some fast encoding techniques are applied to, e.g., skip geometric partitioning in cases where it is unlikely to be selected (e.g., if a block is smooth or if there is little or no motion).

The larger effect of geometric partitioning is for inter prediction rather than intra prediction.

Comments:

· Deblocking is not applied across wedge boundaries

· Within geometric partitioned blocks, intra prediction used only a type of modified planar mode – the directional modes are not used.

· What percentage of the blocks used geometric partitioning? It's only near object boundaries, about 5-10%.

· The JEM integer transform is used in non-geometric partitions, and a floating-point SADCT is used in the geometric partitions.

· Affine motion comp is not combined with the scheme, but can be used in the non-partitioned regions.

· OBMC and LIC and sub-PU features were disabled in geometric partitions.

· The same QP was used for both partitions.

Saturday 0905-0935 (GJS)
Presentation of 360° part of the proposal.

The 360° category proposal includes one tool for motion compensation and one tool for loop filtering. In the submission, the video is encoded in an "equiangular cube-map" (EAC) projection format. 

· Motion compensation is applied to the cube faces of the reference pictures which are extended by a geometry-corrected projection to each cube face plane.

· For deblocking filtering at the face boundaries, samples of the neighboring faces in the 3D arrangement are employed rather than the neighboring samples of the coding arrangement. No padding of samples is applied at the face boundaries of the coding arrangement. 

For Constraint Set 1, average E2E WS-PSNR BD-rate deltas of -10.3%, -13.0%, and -15.2% (Y, U, V) and E2E SPSNR-NN BD-rate deltas of -10.6%, -12.7%, and -15.1% (Y, U, V) are reported relative to the JEM 7.0 anchor. It is reported that the present implementation decreases the encoder runtime to 99% and increases the decoder runtime to 174% on average compared to JEM 7.0 using the same projection format and coding arrangement as the proposal.

The proposal created padded pictures for each cube face, and then referenced locations in those padded pictures in the ordinary manner as for 2D video coding.

For deblocking, the filtering was applied in a manner to reference the corresponding direction in the geometrically adjacent cube face.

The gain relative to EAC was reported as 1.6% for luma and about 3.4% for chroma, largely dominated by the test sequences that contained camera motion.

The decoding time was 2× relative to the PERP anchor, due largely to the boundary extension computations (128+16=144 luma samples in width, so that a CTU can be completely off the edge (and a little bit more). The encoding time was basically unaffected.

The coded resolution was 3840×2560, 1.17× that of the reference PERP anchor.

Extra memory is used for the padding regions, which increases the encoder and decoder memory requirements correspondingly.

The number of affected blocks was reported to be quite small.

Comments:
· Most of the gain came from EAC itself (a scheme not yet supported in SEI message indications).

· The proponent said they believed that both aspects improve perceptual quality. Another proponent confirmed this, saying that PERP perceptual is also improved by similar techniques.

JVET-J0024 Description of SDR, HDR and 360° video coding technology proposal by Samsung, Huawei, GoPro, and HiSilicon – mobile application scenario [A. Alshin, E. Alshina, K. Choi, N. Choi, W. Choi, S. Jeong, C. Kim, J. Min, J. H. Park, M. Park, M. W. Park, Y. Piao, A. Tamse, A. Dsouza, C. Pujara (Samsung), H. Chen, J. Chen, R. Chernyak, S. Esenlik, A. Filippov, S. Gao, S. Ikonin, A. Karabutov, A. M. Kotra, X. Lu, X. Ma, V. Rufitskiy, T. Solovyev, V. Stepin, M. Sychev, T. Wang, Y.-K. Wang, W. Xu, H. Yang, V. Zakharchenko, H. Zhang, Y. Zhao, Z. Zhao, J. Zhou, C. Auyeung, H. Gao, I. Krasnov, R. Mullakhmetov, B. Wang, Y. F. Wong, G. Zhulikov (Huawei), A. Abbas, D. Newman (GoPro), J. An, X. Chen, Y. Lin, Q. Yu, J. Zheng (HiSilicon)] (additional authors)
This contribution was discussed Thursday 0935-1035 (GJS & JRO).
This proposal is a joint response to the CfP produced in a collaboration of Samsung, Huawei, GoPro and HiSilicon. The goal of this proposal is to provide a video compression technology which has significantly higher compression capability than the state-of-the-art HEVC standard for all the three categories while maintaining complexity (mostly power consumption) acceptable for mobile platform applications. The key highlights of this proposal are the following two aspects: 1) considering requirements of manufacture company and 2) using the same codec engine for all three categories. To achieve this goal, a number of algorithmic tools are proposed on top of a basic structure covering several aspects of prior art video compression technology. These include a flexible structure for representation of video content, inter/intra prediction, in-loop filtering, and entropy coding.
When all the proposed algorithmic tools are used, the proposed video codec reportedly achieves approximately 37% bit-rate savings for SDR, 29.1% bit-rate savings for HDR, and 31.8% bit-rate savings for 360 degree content, respectively, on average compared to HEVC anchors.
Relative to the JEM anchors, the proposal reportedly achieves approximately 6.0% and 0.4% bit-rate savings for RA and LD, respectively, for SDR luma. There was about 10% and 15% chroma loss relative to the JEM for RA and LD, respectively.
For efficient and flexible representation of video content with various resolutions, a partitioning method with coding order is used as follows:

· Bi-tree and tri-tree mixture scheme (BTT)

· Split unit coding order (SUCO) 

For inter prediction, a number of algorithmic tools are proposed as follows: 

· Adaptive motion vector resolution (AMVR)

· Ultimate motion vector expression (UMVE)

· Affine motion prediction

· Inter prediction refinement (IPR)

· Decoder-side motion vector refinement (DMVR)

· Bi-directional optical flow (BIO)

For intra prediction, a number of algorithmic tools are proposed as follows:

· Extended intra prediction with 52 modes

· Multi-combined intra prediction (MIP)

· Distance-weighted direction intra prediction (DWDIP)

· Cross-component intra prediction (CCIP)

For transform coding and entropy coding, a number of algorithmic tools are proposed as follows:

· Multiple core transform (MTR)

· Secondary transform (STR)

· Spatial varying transform (SVT)

· Scan region-based coefficient coding (SRCC)

· Transform domain residual sign prediction (TD-RSP)

· Multi-hypothesis probability update (MCABAC)

For in-loop filtering, a number of algorithmic tools are proposed as follows

· Longer-tap-length strong filter in deblocking filter

· Noise suppression filtering (NSF)

· Adaptive loop filtering (ALF)

· Adaptive clipping

For HDR content coding, the following methods are applied:

· Pre-processing with Anisotropic SSD

For 360° content coding, the following methods are applied:

· Rotated Sphere Projection (RSP) format with padding
The decoding time comparison to HM anchors: 274% of the decoding time of HM16.16 for constraint set 1 and 244% of the decoding time of HM16.16 for constraint set 2. When compared to the JEM anchors, the proposed approach requires 36% of the decoding time of JEM7.0 for constraint set 1 and 39% of the decoding time of JEM7.0 for constraint set 2 (wow! – another approach in this ballpark is JVET-J0015).
As additional information, optimized version of the SW with the same tool set shows the encoding time 296% of HM16.16 decoding time for constraint set 1, which corresponds to 39% of JEM7.0 decoding time.

The memory bandwidth reportedly does not exceed that of HEVC.

The design was configurable per coding tool, and the presentation included individual off/on analysis.

Comments:
· The proponent indicated that they had not used the HM as the basis of the software codebase. It was asked how this proposal could best be harmonized with others. The proponent said one possibility was initially having parallel tracks. Another proponent said it would be easier to start from the JEM since there are structural features that are not supported in this software, like slices. Another participant said the degree of optimization in the software seemed irregular, and some aspects had used SIMD optimization while others had not.
· A participant remarked about the balance of luma and chroma gain.

HDR related aspects were presented Fri 13th 1440-1450 (chaired by JRO)
- no HDR specific part, encoder is operated such that it is agnostic about HDR, however QP offset and lambda control were changed

- BR reduction is larger for HLG (49.7%), approx. 21% for PQ compared to HM, taking DE100 as criterion. Compared to JEM, the bitrate increases by 16.4% (measured via DE100), or 4.4% (measured via 4.4%). PSNRY (measured at decoder output) suggests 2.9% bit rate reduction for luma, but 30% increase for chroma (likely due to chroma qp offset)

360° related aspects of JVET-J0024/JVET-J0025 were presented Fri 13th 1740-1800 (chaired by JRO)

Elements of the proposal:

· Scheme is based on rotated sphere projection (RSP), which has only 2 regions
· Projection is rotated such that the projection result has more straight lines (done for first I picture)

· Filling of inactive regions by colour (note that inactive regions have circular boundaries)

· Deblocking disabled at face boundaries

· Blending at seam between the two regions (the faces are slightly overlapping)

· Adjustment for more uniform distribution of detail (applying stretching/shrinking, sequence dependent

All tools (except disabling deblocking) are outside of coding loop.

Question: Was OBMC disabled in JVET-J0025? No
JVET-J0025 Description of SDR, HDR and 360° video coding technology proposal by Huawei, GoPro, HiSilicon, and Samsung – general application scenario [H. Chen, J. Chen, R. Chernyak, S. Esenlik, A. Filippov, S. Gao, S. Ikonin, A. Karabutov, A. M. Kotra, X. Lu, X. Ma, V. Rufitskiy, T. Solovyev, V. Stepin, M. Sychev, T. Wang, Y.-K. Wang, W. Xu, H. Yang, V. Zakharchenko, H. Zhang, Y. Zhao, Z. Zhao, J. Zhou, C. Auyeung, H. Gao, I. Krasnov, R. Mullakhmetov, B. Wang, Y. F. Wong, G. Zhulikov (Huawei), A. Abbas, D. Newman (GoPro), J. An, X. Chen, Y. Lin, Q. Yu, J. Zheng (HiSilicon), A. Alshin, E. Alshina, K. Choi, N. Choi, W. Choi, S. Jeong, C. Kim, J. Min, J. Park, M. Park, M. W. Park, Y. Piao, A. Tamse, A. Dsouza, C. Pujara (Samsung)]

This contribution was discussed Thursday 1035-1100 (GJS & JRO).

This proposal is a joint response to the Call for Proposals (CfP) on Video Compression with Capability beyond HEVC, jointly issued by ITU-T SG16 Q.6 (VCEG) and ISO/IEC JTC1/SC29/WG11 (MPEG). It has been produced in collaboration with Samsung, Huawei, GoPro and HiSilicon. The goal of this proposal is to provide a video compression technology which has significantly higher compression capability than the state-of-the-art HEVC standard for all the three categories. The key highlights of this proposal are the following two aspects: 1) considering requirements of manufacture company and 2) using the same codec engine for all three categories. To achieve this goal, a number of algorithmic tools are proposed on top of a basic structure covering several aspects of prior art video compression technology. These include a flexible structure for representation of video content, inter/intra prediction, in-loop filtering, and entropy coding. When all the proposed algorithmic tools are used, the proposed video codec achieves approximately 37.2% bit-saving for SDR, 42.2% bit-saving for HDR, and 33.1% bit-saving for 360 degree contents, respectively, on average compared to HEVC anchors.
(The Powerpoint deck was included in the J0024 upload)

This proposal is a joint response to the CfP produced by a collaboration of Samsung, Huawei, GoPro and HiSilicon.
The proposal is largely based on the JVET-J0024 proposal. Additional features include.
· For inter prediction

· Motion vector difference signs derivation (MVDS)

· Overlapped block motion compensation (OBMC)

· Decoder-side motion derivation (DMVD)

· For intra prediction

· Reference sample sharpening filter

· For coefficient coding

· Adaptive quantization step size scaling

· For in-loop filtering

· Bilateral filtering (BLF)

· For HDR content coding

· Remapping
· Perceptual coding optimization (masking-model based quantization adaptation) was also applied in the proposal

When all the proposed algorithmic tools are used, the proposed video codec reportedly achieves approximately 37.2% bit-saving for SDR, 42.2% bit-saving for HDR, and 33.1% bit-saving for 360 degree contents, respectively, on average compared to HEVC anchors.
Relative to the JEM anchors, the proposal reportedly achieves approximately 6.3% and 0.2% bit-rate savings for RA and LD, respectively, for SDR. There was about 9% and 15% chroma loss relative to the JEM for RA and LD, respectively.
Run times relative to JEM are reported as:

· RA: 139% encoding time, 45% decoding time

· LD: 125% encoding time, 48% decoding time

To HM

RA: 1043% encoding time, 283% decoding time

LDB 1027% encoding time, 244% decoding time

Comments:

· Basically no BD gain is shown relative to proposal JVET-J0024 although additional coding features are proposed in the proposal, and it was asked how the additional features are justified in view of this. The proponent said there would be about 2% gain, but the use of adaptive quantization step size scaling was intended to improve subjective quality although it reduces PSNR performances.
· It was commented that software runtime is not the only indicator of complexity, some may be e.g. due to SIMD optimization which could be done with any reference software. 

HDR related aspects were presented Fri 13th 1450-1515 (chaired by JRO)

Two tools that are HDR related as pre-processing
· Remapping function, different for PQ and HLG, subjectively optimized
· Adaptative quantization gain/offset into the 10-bit range (only for PQ)

Bit rate reduction compared to HM is -36.8/-30.4/-30.4/-42.2% for DE100/L100/wPSNR/PSNRY
Compared to JEM: 7.7/-1.9/-3.3/-20.5% for DE100/L100/wPSNR/PSNRY. For chroma (PSNRU/V), again loss is observed. 

It was commented that the loss in chroma could also be an explanation for the worse performance with regard to DE100.

JVET-J0026 Description of SDR and HDR video coding technology proposal by Sharp and Foxconn [K. Misra, J. Zhao, A. Segall, W. Zhu, B. Choi, F. Bossen, M. Horowitz, P. Cowan, Y. Yasugi, T. Hashimoto, T. Zhou, T. Ikai, T. Chujoh, T. Aono (Sharp), Y.-J. Chang, H.-Y. Jiang, T.-H. Li, Y.-C. Yang (Foxconn Technology Group)]

This contribution was discussed Thursday 1155-1230 (GJS & JRO).

This is document provides the CfP response from Sharp Corporation and Foxconn Technology Group. The response focuses on improved coding efficiency for the SDR and HDR categories, and it emphasizes a block based approach with a coding structure that is asserted to be more flexible than the previous HEVC standard. The flexibility is claimed to allow the codec to better adapt to the local characteristics of a video sequence. The response incorporates a large subset of the algorithms studied in the JEM software, with additional contributions in the areas of:
· Tree partitioning, with quadtree, binary split, 1/4 and 3/4, and ternary splits (with multiple-of-four edge lengths, and when the partitioning tree is shared with chroma, only multiple-of-eight for luma), with special handling of picture edges; for intra, the tree can be shared or separate for chroma
· Tiles, including extractable tiles with tile boundary padding

· Motion coding

· Asymmetric bilateral matching

· Side template cost function

· Bit-depth adjusted cost function

· Modified uni-directional/bi-directional selection for template matching

· Intra coding
· Multiple neighbor linear model (MNLM)
Additionally, for the HDR category, additional tools are incorporated in the area of 

· QP signalling and inference of QP based on luma value (as in the anchor, but inferred)
· Loop filtering modification with a CTU-adaptive band offset filtering

· Bit-depth management, with 11 bit internal coding for HDR
The combination of these tools reportedly achieves, relative to an HEVC anchor, reported gains of 41.2% and 35.7% for 4K-SDR and HD-SDR sequences, respectively, using the random access configuration; gains of 29.0% for HD-SDR sequences using a low delay configuration, and gains of 34.3% and 32.2% for PQ-HDR and HLG-HDR sequences, respectively, using a random access configuration. 

Relative to the JEM anchor, the reported gains are 8.8% and 7.6% for 4K-SDR and HD-SDR sequences, respectively, using the random access configuration, and 6.2% overall for LD (HD).
For HDR, Improvement relative to JEM (wPSNR) for RA is reported as 8.9% for HDR-PQ and 5.6% for HDR-HLG.
Note: The results above are referring to an update of the algorithm made until April. The results of the sequences submitted in February are slightly different (up to 0.5%). Both sets of results are documented in the contribution.

Tool-by-tool analysis was provided, with the primary gain being from the tree partitioning.
The encoding time relative to JEM was about 6.2×.

JVET-J0027 uses a lower complexity configuration of the partitioning structure, and additional tools from NHK are included. The coding gain is better for J0026 and the encoding time is for J0027 is about half the time of J0026.

Comments:
· A participant asked about the IBDI benefit for HDR and the proponent said it helped mostly in chroma (5.5% and 9.7% for Cb and Cr, respectively). Another participant said that using a lower chroma QP might have a similar benefit.
HDR related aspects were presented Fri 13th 1515-1535 (chaired by JRO)

New tools (all require normative definitions in coding loop) :

· QP signaling: Explicit for CU group, additional implicit based on prediction (similar as anchor). Only used for PQ
· loop filtering (SAO): CTU adaptive band offset, mostly effective for chroma

· bit-depth expansion (IBDI)
The proposal achieves 34.3% bit-rate reduction for PQ content and 32.2% bit-rate reduction for HLG content for random access configuration using the wPSNR metric. (An improvement of 8.9% and 5.6% compared to the JEM.)

Tool-on results (only for PQ) are shown in the table below.
	
	Y
	Cb
	Cr

	Inferred QP
	-1.3%
	-0.9%
	-1.2%

	IBDI 11-bit
	-0.2%
	-5.5%
	-9.7%

	New Band Offset
	 0.1%
	-1.4 %
	-2.2 %


JVET-J0027 Description of SDR and HDR video coding technology proposal by NHK and Sharp [S. Iwamura, S. Nemoto, K. Iguchi, A. Ichigaya (NHK), K. Misra, J. Zhao, A. Segall, W. Zhu, B. Choi, F. Bossen, M. Horowitz, P. Cowan, Y. Yasugi, T. Hashimoto, T. Zhou, T. Ikai, T. Chujoh, T. Aono (Sharp)]

This contribution was discussed Thursday 1230-1300 (GJS & JRO).

This document describes the details of the response from NHK and SHARP to the CfP.

There is another submission of JVET-J0026 which includes Sharp’s technologies. To help readability and avoid duplications, the common parts of JVET-J0026 and JVET-J0027 are described in JVET-J0026. Thus, please refer JVET-J0026 for those parts and a description of relative coding efficiency and runtimes.

The response focuses on improved coding efficiency for the SDR and HDR categories with relatively low complexity. The tools include a large subset of the algorithms available in the JEM software, with additional contributions in the areas of intra prediction, inter prediction, in-loop filter, entropy coding. The combination of these tools achieves a measurable performance relative to the HM anchor, with gains of 37.5% and 33.0% for 4K-SDR and HD-SDR sequences, respectively, using the random access configuration; gains of 26.6% for HD-SDR sequences using a low delay configuration, and gains of 30.1% and 31.4% for HLG-HDR and PQ-HDR sequences, respectively, using a random access configuration. It is asserted that the proposed approach combines a strong coding performance with a flexible software design, and it is proposed to use the response as a starting point for the next generation video coding standard.
Relative to the JEM for CS1, the BD deltas are -2.1% for RA, and -2.2% for LD; with runtimes about 2× for encoder and decoder for RA and a lower factor for LD.

A bug fixed version was described with an additional fix for affine motion compensation, with about 1% more gain but with about 15% higher encoding and decoding time.

This response is an extension of JVET-J0026 in the areas of intra prediction, inter prediction, in-loop filter, and entropy coding as listed below:
· chroma DM binarization bug fix: The bug-fix reported in JVET-H0071 on binarization for chroma intra prediction modes.

· Bi-pred optimized transform skip: Transform-skipped coefficients are reordered using the estimated prediction accuracy calculated by the difference between L0 and L1 reference blocks when bi-prediction is applied.

· MVPlanar: Sub-block motion vector derivation by interpolating the neighboring MV predictors with explicit signaling of inter prediction indices and reference frame indices.

· PDIntrafilter: Two types of intra interpolation filters are alternatively applied depending on the position of the prediction samples.

· Luma-adaptive deblocking filter

· Deblocking filter strength increment according to the luma level

Comments:
· It was asked why the encoding time was increased when the interpolated MC prediction was used. The proponent thought it might be due to an interaction of fast skipping decisions or perhaps noisy measurement.

· Results of a bug-fixed version (after CfP bitstream submission) were also reported in the presentation. It is verbally reported that the bug was related to affine mode. It was questioned if this might affect performance of MVPlanar, but proponents reported that the gain of MVPlanar (0.2-0.4% BR reduction) is retained.

HDR related aspects were presented Fri 13th 1535-1550 (chaired by JRO)

The proposal includes all tools described in J0026

Additional tool: Luma adaptive deblocking filter. Depending on average luma of 4 boundary samples, an offset value is computed that adjusts the QP control of the strength of the deblocking filter. The exact mapping of luma level to the offset is depending on transfer characteristics.

The main motivation of that tool is subjective quality. Objective metrics sometimes show gain, sometimes loss.

JVET-J0028 Description of SDR and HDR video coding technology proposal by Sony [T. Suzuki, M. Ikeda, K. Sharman (Sony)]

This contribution was discussed Thursday 1430-1505 (GJS & JRO).

This contribution presents a description of SDR and HDR video coding technology proposal by Sony in response to the CfP. The proposed techniques were developed on top of the JEM and the codec design is common between SDR and HDR. The proposed techniques (relative to JEM) are 
· Sign prediction

· Use of multiple reference samples in intra prediction

· Modified PDPC planar (part of which is a bug fix)

· Transform matrix replacement (reducing the number of transforms from 5 to 2, but with flipping and transposing)

· Adaptive multiple core transforms (for luma and chroma, with a flag to indicate whether the chroma is the same as for luma or is DCT2 variant)

· Adaptive scaling for transform and quantization

· Affine MC with reduced overhead, adaptively using a 3-parameter or 4-parameter model, with lowest block size either 4x4 (with 2x2 chroma) or 2x2 (with 1x1 chroma) – cases corresponding to translation, zoom, rotation and general affine

· Large CTU up to 256x256 (with CBF set to 0 when the largest size used, JEM anchor is 128x128 max)
· Extended deblocking filter (for large blocks and also for chroma)
· Modified adaptive loop filter classification

There is no use of pre-processing outside the codec and no specific optimizing encoding parameters using non-automatic means (e.g. on per sequence) in both SDR and HDR. Quantization settings are kept static except for a one-time change of the settings to meet the target bit rate.
The contribution reports a coding gain for Y, U and V, on average, of 2.41%, 4.85% and 5.1%, and 2.25%, 6.74% and 7.34% over JEM at SDR constraint set 1 and 2, respectively. For HDR, it reports a coding gain for Y, U and V, on average, of 2.35%, 5.14% and 7.73%, and 1.78%, 6.69% and 8.89% over JEM at HDR-A and HDR-B constraint set 1, respectively.

Encoder runtime was about 4× of JEM, decoder was about 1.3× JEM. Proponents believe that the large increase of encoder runtime is mainly due to RDO with larger CTUs
Comments:

· It was asked how often the large CTUs seem to be used. The proponent did not know. The gain for this might be in the neighborhood of 1%, but hardware implementers are not fond of it. It was commented that the primary implementation problem is the maximum transform size rather than the maximum CTU size. Most of the benefit in coding efficiency was said to come from the large CTU size, not the large transform.

No further detailed presentation was needed on HDR, as there are no specific tools. The results above relate to PSNRY. 

Below are complete results with all metrics.

Over HM

	
	DE100
	PSNRL100
	wPsnrY
	wPsnrU
	wPsnrV
	psnrY
	psnrU
	psnrV

	Average HDR-A
	−57.20%
	−32.60%
	−29.91%
	−66.72%
	−69.31%
	−29.76%
	−63.83%
	−68.77%

	Average HDR-B
	−36.18%
	−27.94%
	−28.65%
	−54.81%
	−51.79%
	−27.59%
	−52.48%
	−47.58%

	Average all
	−44.06%
	−29.69%
	−29.12%
	−59.27%
	−58.36%
	−28.40%
	−56.74%
	−55.53%


Over JEM

	
	DE100
	PSNRL100
	wPsnrY
	wPsnrU
	wPsnrV
	psnrY
	psnrU
	psnrV

	Average HDR-A
	−6.51%
	−2.88%
	−2.44%
	−5.86%
	−7.84%
	−2.35%
	−5.14%
	−7.73%

	Average HDR-B
	0.52%
	0.34%
	−0.73%
	−4.18%
	−6.02%
	−1.78%
	−6.69%
	−8.89%

	Average all
	−2.12%
	−0.87%
	−1.37%
	−4.81%
	−6.70%
	−1.99%
	−6.11%
	−8.46%


JVET-J0029 Description of SDR video coding technology proposal by Tencent [X. Li, X. Xu, X. Zhao, J. Ye, L. Zhao, S. Liu (Tencent)]

This contribution was discussed Thursday 1505-1530 (GJS & JRO).

This proposal reports Tencent’s response to the CfP. This response is on top of the "Next software" which is an alternative implementation of JEM. The additional or modified coding tools in this proposal include: 
· Block coding structure with 256×256 CTU and triple-split tree per JVET-D0117
· Intra block copy (with some differences relative to HEVC, only 0.3% impact on CfP but big gain for screen content coding and little effect on runtimes)
· Intra mode coding MPM modification
· Simplified PDPC (JVET-E0057)

· Intra prediction with arbitrary reference tier (JVET-D0099)
· Transform zeroing of high frequency coefficients for large blocks
· Matrix multiply secondary transform

· Merge candidate list construction with longer candidate list
It was reported that 36.17% (36.66% by new bdrateExtend fuction) and 27.78%, (28.21% by new bdrateExtend function) luma BD rate reduction over HM anchor for SDR constraint set 1 and 2 was achieved, respectively. When compared to JEM anchor, 4.70% and 4.47% (same results by the two bdrate functions) luma BD rate reduction was reported.
The contributor emphasized the importance of screen content coding, and justified the inclusion of CPR (aka IBC) on that basis. 

Further related work is described in J0049. Structure-only performance was shown, with the CABAC variation in JVET-B0022 to deal with the need for 2×2 support.

Comments:
· A participant asked about the importance of the difference in how the CPR was done, and the proponent said that may not be not especially important.
JVET-J0030 Description of 360° video coding technology proposal by TNO [A. Gabriel, E. Thomas (TNO)]

Presented Fri 13th 1800-1820  (chaired by JRO)
This proposal is for the Call for Proposals for the 360° video category. In the proposal a method of encoding by subsampling is proposed whereby each frame is divided into 4 different frames which are subsequently ordered and encoded as normal. The proposal has 360° video as a target because the resolution is typically much higher meaning that aliasing is less likely to occur. It is also the intention that with the distortions present in an ERP that the subsampling process will not affect the subjective quality. The GOP structure parameters intend to also allow for scalability with frames with a higher Temporal Id corresponding to one 4K stream and the remaining frames allowing for the reconstruction of the full 8K allowing for scalability.
Coding is done using HM

Full 8K resolution is coded (with 4K as “key pictures”) and the polyphase samples as intermediate pictures. Not clear what could be concluded from subjective test here.
bit rate increase compared to HM anchors is 16%, but full 8K resolution is coded (with increased QP).
Main goal is spatial scalability, which is achieved with a simple mechanisms. Basically, simple temporal scalability with re-ordering of samples into a larger picture would be sufficient. No dedicated coding tools would be needed. 
The approach would not need normative specification of coding tools.
JVET-J0031 Description of SDR video coding technology proposal by University of Bristol [D. Bull, F. Zhang, M. Afonso (Univ. of Bristol)]

This contribution was discussed Thursday 1530-1610 (GJS & JRO).

This contribution describes University of Bristol’s response to the CfP. In this proposal, a resolution adaptation approach (ViSTRA), based on the JVET JEM 7.0 software, is proposed as a coding tool for future standard development. This adaptively determines the optimal spatial resolution and bit depth for input videos during encoding, and reconstructs full video resolutions at the decoder using a deep CNN-based up-sampling method. This approach has been tested on the SDR test dataset in the CfP, and is reportedy to achieve average bit-rate deltas (BD-rate) of -4.54% (-8.69% for SDR-A and -0.39% for SDR-B) and -0.52% for Constraint Set 1 and Constraint Set 2, respectively, against the JEM anchor.
For a GPU implementation, the average encoding times are reportedly 90% of JEM anchor on CS1, and 98% on CS2, and average decoding times are reportedly 262% of JEM anchor on CS1, and 191% on CS2.

For CPU implementation, the encoding and decoding times are very high (perhaps about 100× that of the JEM).

A quantization-resolution optimization (QRO) module determines whether spatial resolution and/or bit depth down-sampling are enabled. Two bytes of flag bits are added in the bistream to indicate the spatial resolution and bit depth resampling ratios. Spatial resolution down-sampling is achieved using a Lanczos3 filter. Bit depth down-sampling is achieved through bit-shifting. A single down-sampling ratio is currently used for both resolutions. Low resolution video frames are encoded by the JEM 7.0 encoder using an adjusted QP value.

The spatial resolution and/or bit depth up-sampling are applied using a deep CNN-based super resolution method.

The model parameters employed in the QRO module were trained on sequences which are different from those in the CfP. Different models are trained for different QP ranges.
The technique was proposed as primarily beneficial when there is higher resolution, complex motion, and lower bit rates.

Comments:

· The decision switching affects the coding of the whole frame, not parts of the frame.

· It was asked how the decision is made whether to use the features or not. Some features are computed to identify spatial and temporal characteristics of cross-correlation and a quality metric. Look-ahead of a full GOP (I-frame segment) was used in the RA, with the decision made for that GOP. For LD, this analysis used only one frame.

· Adaptive I frame insertion was used, not a fixed GOP structure. When switching between resolutions is performed, always an I frame is inserted, which may increase the rate.
· It was commented that the resolution switching might be visible.

· A participant commented that large chroma losses are sometimes evident in the test result. The proponent said the technique is only operating on the luma channel.

· A participant suggested just signalling to select among a few conventional filters or otherwise having an adaptive conventional filter for the upsampling to save the complexity of the CNN. The proponent said the CNN model was providing about 0.5 dB improvement relative to a conventional (fixed) upsampler using a Lanczos filter.

· It was commented that the switching may have significant a rate allocation effect.

· The upsampled frames are not used as references; this is an out-of-loop process. For low-delay, an I frame was inserted at every resolution switch. The feature was not used very much in the low-delay case.

· It was commented that bit depth alone should not have a significant fidelity effect other than that using more bits should generally be better. Others commented that noise may affect the LSBs.
· It was commented that Campfire and ParkRunning seem to be exceptional cases with different characteristics than other test sequences for many proposals.
JVET-J0032 Description of SDR video coding technology proposal by University of Science and Technology of China, Peking University, Harbin Institute of Technology, and Wuhan University (IEEE 1857.10 Study Group) [F. Wu, D. Liu, J. Xu, B. Li, H. Li, Z. Chen, L. Li, F. Chen, Y. Dai, L. Guo, Y. Li, Y. Li, J. Lin, C. Ma, N. Yan (USTC), W. Gao, S. Ma, R. Xiong, Y. Xu, J. Li (Peking Univ.), X. Fan, N. Zhang, Y. Wang, T. Zhang, M. Gao (Harbin Inst. Tech.), Z. Chen, Y. Zhou, X. Pan, Y. Li, F. Liu, Y. Wang (Wuhan Univ.)]

This contribution was discussed Thursday 1655-1730 (GJS & JRO).

This document describes the proposed SDR video coding technology as the response to theCfP by IEEE 1857.10 Study Group. The proposal is referred to as Deep Learning-Based Video Coding (DLVC), because it contains two coding tools, convolutional neural network-based loop filter (CNNLF) and convolutional neural network-based block-adaptive resolution coding (CNN-BARC), which are based on deep convolutional neural networks (CNN). In addition to the two CNN-based coding tools, a set of regular coding tools are proposed, focusing on block partition, inter coding, loop filtering and background modeling.
The proposal is built upon the reference model JEM version 6.0 with no change on the existing techniques in JEM 6.0, but with added techniques including

· convolutional neural network-based loop filter (CNNLF)

· convolutional neural network-based block adaptive resolution coding (CNN-BARC)

· triple-tree partition (TT)

· forced boundary partition (FBT)

· non local filter (NF)

· frame-rate up-conversion improvement (FRUCI)

· decoder side motion vector refinement improvement (DMVRI)

· merge improvement (MERGEI)

· affine improvement (AFFINEI)

· block-composed background reference (BCBR)

It is reported that the proposal achieves a BD-rate reduction of 11.0%, 9.3%, 11.8%, for SDR-A CS1, SDR-B CS1 and SDR-B CS2, respectively, compared with the JEM anchor. And it achieves the BD-rate reduction of 42.5%, 36.8% and 33.0%, respectively, compared with HM anchor. The compression performance of each individual technique including the two CNN-based tools is reported.
A different data set (DIV2K) is used for training than the test set.
Either CNN-based or conventional downsampling and upsampling (using downsampling as in SHVC and DCTIF upsampling) can be selected. Without coding, downsampling and upsampling using the CNN is reported to achieve a 2.25 dB gain relative to a bicubic filter (not compared against the conventional FIR filtering). It is reported that the CNN mode is selected in approximately 80% of the down/upsampling cases. Selection is performed by RDO testing of full resolution, and the two reduced resolution cases on a CTU basis.
For all-intra coding, the gain of the CNN adaptive resolution technique is more substantial than for RA and LD. The gain for the adaptive resolution technique is reported as about 1.4% for RA.

The proposal uses a deep learning framework called Caffe for Windows (https://github.com/BVLC/caffe/tree/windows) for the CNN-BARC and CNNLF tools. Currently, DLVC was developed under Windows OS with Visual Studio 2015 and x64 configuration. Caffe for Windows is compiled and built as a DLL, and this DLL as well as Caffe’s dependencies DLL’s are necessary when running DLVC executables. Caffe for Windows provides the flexibility to use CPU or GPU, but the proposal uses the CPU only.
The encoding time is about 5× relative to the JEM and the decoding time is about 800× relative to the JEM (using CPU implementation). The encoder is about 3× slower than the decoder.
Comments:

· The resolution adaptivity is only on the luma component of I frames, at the CTU level (128×128).

· Most of the complexity comes from the CNN loop filter.

· Reduced-resolution update (see H.263 Annex Q) was suggested to potentially be worth study.

· The proponent said they could release the software used for the proposal.

JVET-J0033 Description of 360° video coding technology proposal by Zhejiang University [Y. Sun, X. Huangfu, R. Zheng, B. Wang, L. Yu (Zhejiang Univ.)]

Presented Fri 13th 1820-1830 (chaired by JRO)
This proposal describes the Zhejiang University’s response to the joint Call for Proposal (CfP) on video compression with capability beyond HEVC in the 360º video category. A new projection format with padding called parallel-to-axis uniform cubemap projection (PAU) is proposed and the format related information are described as SEI message. The proposed format is integrated into 360Lib-5.0 and JEM 7.0, and the coding technology directly uses the algorithm of JEM. Compared with HM and JEM anchor (PERP coded with HM 16.16 and JEM 7.0), this proposed format based on JEM reduces 30.6% and 9.0% (E2E WS-PSNR) bit rate for Y component respectively.
Packing scheme is 3x2, padding width is 3 samples per face, only applied at the face discontinuity in the middle of the picture (total 6 samples between the discontinuous faces)

Question: How does it compare to EAC? A: Was tested with HEVC, PAU was 0.2% better. 

6.2 Test results and proposal performance analysis (3)
Contributions in this category were discussed XXday XX Apr. XXXX–XXXX (chaired by GJS & JRO).

JVET-J0073 Dynamic viewports for 360° video CfP subjective testing [J. Boyce, Z. Deng (Intel)]

No need to review.
JVET-J0078 AHG8: Reporting template for dynamic viewports results [J. Boyce, P. Hanhart]
No need to review – follow-up review after the results are available.
JVET-J0080 Preliminary Results of Subjective Testing of Responses to the Joint CfP on Video Compression Technology with Capability beyond HEVC [V. Baroncini]

Preliminary results were shown and discussed Thursday 1745-1900 (GJS & JRO).

The subjective results related to the 360 category were further investigated Thu 19 April 0900 (JRO). 

Almost all proposals were superior in terms of quality compared to HM (much superior) and JEM anchors, which indicates

· Projection formats different from ERP likely have advantage in terms of subjective quality at same rate

· Tools for better compression give advantage for 360 video (as they give for any other video)

However, from the results it is difficult to interpret how large the benefit of 360-specific coding tools would be. Whereas some proposals in the group of “best performers” used 360-specific tools, other proposals achieved equally good results without doing so. Further study on these aspects is necessary. It was decided that a CE (P. Hanhart, J.L. Lin) on projection formats will be established, and that the aspects on 360-specific tools will be studied in an AHG. Subjective evaluation will be needed both for the CE as well as the AHG study. Common test conditions also need a revision.

As comparison points that already have “normative” (SEI message of HEVC), both PERP and cubemap should be used. If a proposal for a cube-based new projection format uses elements that could be implemented in a non-normative way (e.g. guardbands by using a combination of cubemap and region-wise packing, or blending as part of the viewport projection), it should be compared against cubemap with the same approach. Otherwise, it would not be possible to identify the advantage of the new projection format.

BoG (J. Boyce) to further discuss CE and CTC.

It is clarified that 360lib is an experimental software platform without a “status” in terms of standardization. It would however be desirable to extract the elements that are used in the HEVC/AVC SEI messages, making them part of the related reference software (i.e. the HM versions submitted to ITU and ISO). 

No need to update the 360lib description at this meeting, as nothing is modified.

Correlation analysis between viewport PSNR and MOS was performed. Overall, the correlation seems to be low, however if one regression line per sequence is designed, correlation coefficients around 0.95 are achieved. It is however not possible to draw sufficiently certain conclusions mapping PSNR to MOS.

7 Non-CfP Technology proposals (37)

7.1 Additional information on CfP contributions (6)
Contributions in this category were discussed Saturday 14 Apr. 0930–1030 (chaired by GJS & JRO).

JVET-J0047 Improvement on top of Tencent’s CfP response [X. Li, X. Xu, X. Zhao, J. Ye, L. Zhao, S. Liu, M. Xu, G. Li (Tencent)]

Presented Saturday 0950 (GJS and JRO)

This contribution summarizes the recent work on top of Tencent’s CfP response on SDR contents. Three elements of the response, i.e., block structure, intra block copy and merge candidate list construction, are reportedly refined. One encoder only feature, i.e., adaptive chroma QP offset, is newly introduced. It is reported that 7.67% and 38.16% luma BD rate reduction over JEM and HM RA anchor was obtained, respectively.

Elements:

- “Split to square”- split into same-size square blocks whatever the aspect ratio of non-square higher level is

- Derive automatically split options at picture boundary to save signallig

- IBC aligned with inter (as in SCM, via refindex) (see JVET-J0050)

- Merge list construction (see JVET-J0058)

- Adaptive chroma QP offset (see JVET-J0055)

(all to be reported in subsequent documents)
JVET-J0049 Coding performance of Tencent’s structure-only scheme [X. Li, X. Zhao, S. Liu (Tencent)]

Presented Saturday 1005 (GJS and JRO)

This contribution reports the coding performance of Tencent’s structure-only scheme. The scheme is on top of Next Software with newly introduced structure modifications while disabling Next tools by cfg options. Compared to the HM-16.6 anchor, over 12% luma BD rate reduction for constraint set 1 and 2 are reportedly achieved, respectively.

The chroma gain is higher than the luma gain. The CTU size for the test was 256×256 (on both sides of the comparison).

“Structure only” refers to a configuration where only partitioning part is enabled relative to HM. This is a combination of QT/BT/TT and split-to-square. Multi-parameter CABAC is also used for efficient coding of 4x4. Max CTU size is 256x256. Separate tree for intra luma/chroma is also used.
Comments:

· The "split to square" aspect was said to be about 0.5%.

· It was remarked that QTBT has about 5% gain.

· HM also does not have a separate tree structure for luma and chroma for intra slices.
JVET-J0055 Adaptive chroma QP offset on top of Tencent's CfP response [M. Xu, X. Li, S. Liu (Tencent)]

Saturday 1025-1040 (GJS & JRO)

This contribution describes an encoder only method, i.e., adaptive chroma QP offset on top of Tencent’s CfP response JVET-J0029 and implemented in the context of proposal JVET-J0047. It is reported that the proposed method brings an average of -2.06% luma BD rate change for SDR constraint set 1.
The proposal is a slice-level adaptive chroma QP offset, where the chroma QP offset is activated  based on the criterion lumaPSNR+TH<chromaPSNR, which is determined based on the values of the previous decoded frame.

Gain in luma, but loss in chroma. Seems to be effective mostly for particular sequences.

Question: Has it been studied visually? Not yet.

It is also pointed out that the possibility of changing it on a picture by picture basis may be undesirable, as it may cause visual temporal fluctuations.

The proponents do not claim that the criterion is optimum yet.

Comments:

· Some significant chroma fidelity losses were observed, especially for the chroma-rich CampfireParty and ParkRunning test sequences.

Further study on the aspect of chroma QP offset appears useful.

JVET-J0067 Additional information on HDR video coding technology proposal by Qualcomm and Technicolor [A. K. Ramasubramonian, D. Rusanovskyy, M. Karczewicz (Qualcomm), E. François (Technicolor)]

This contribution was reviewed in the context of the review of the corresponding CfP response contribution JVET-J0021.
JVET-J0072 SW for technology proposal by Samsung, Huawei, GoPro, and HiSilicon – mobile application scenario (JVET-J0024) [A. Alshin, E. Alshina, K. Choi, N. Choi, W. Choi, S. Jeong, B. Jin, C. Kim, J. Min, J. H. Park, M. Park, M. W. Park, Y. Piao, A. Tamse, H. Yang (Samsung), H. Chen, J. Chen, R. Chernyak, S. Esenlik, A. Filippov, S. Gao, S. Ikonin, A. Karabutov, A. M. Kotra, X. Lu, X. Ma, V. Rufitskiy, T. Solovyev, V. Stepin, M. Sychev, T. Wang, Y.-K. Wang, W. Xu, H. Yang, V. Zakharchenko, H. Zhang, Y. Zhao, Z. Zhao, J. Zhou, C. Auyeung, H. Gao, I. Krasnov, R. Mullakhmetov, B. Wang, Y. F. Wong, G. Zhulikov (Huawei), A. Abbas, D. Newman, J. An, X. Chen, Y. Lin, Q. Yu, J. Zheng (HiSilicon)] [late]
On Wednesday 18 April the presenter said this had already been adequately considered and did not request an oral presentation of this contribution.
This contribution provides an "IFVC" SW package. This is an implementation for all tools described in technology proposal by Samsung, Huawei, GoPro, and HiSilicon – mobile application scenario. After the CfP bitstream submission, the SW was reportedly optimized, cleaned and also several minor bugs have been fixed. Under CS1 test conditions IFVC reportedly provides 36%, 36% 37% BD-rate gain over CfP anchor for Y, Cb, Cr components, correspondently, while encoding and decoding run time is 5× and 3× compared to the CfP anchor, respectively. For example, SW can be configured to show 13% gain over CfP anchor with 15% faster encoder or to provide 19% while encoder speed is the same as HM. Decoder time is significantly lower (almost half) than HM anchor in these configurations.
JVET-J0075 Partition only software of the video coding technology proposal by Qualcomm and Technicolor [Y.-W. Chen, W.-J. Chien, H.-C. Chuang, M. Coban, J. Dong, H. E. Egilmez, N. Hu, M. Karczewicz, A. Ramasubramonian, D. Rusanovskyy, A. Said, V. Seregin, G. Van Der Auwera, K. Zhang, L. Zhang (Qualcomm), P. Bordes, Y. Chen, C. Chevance, E. François, F. Galpin, M. Kerdranvat, F. Hiron, P. de Lagrange, F. Le Léannec, K. Naser, T. Poirier, F. Racapé, G. Rath, A. Robert, F. Urban, T. Viellard (Technicolor)] [late]

On Wednesday 18 April the presenter said this had already been adequately considered and did not request an oral presentation of this contribution.
This contribution describes the subset of the partitioning structure of Qualcomm Inc. and Technicolor’s joint call-for-proposals response and it reportedly includes clean software containing only the structure without new tools used in JVET-J0021 and JVET-J0022. A partition-only test reportedly provides 14.27%, 17.38% and 18.04% average luma BD-rate improvement in constraint set 1 tests for QTBT, QTBT+TT and QTBT+ABT configurations, respectively. The proposed partitioning includes QTBT structure as in JEM and triple-tree (TT) partitioning as shown on the next figures.
7.2 Intra prediction and coding (7)
Contributions in this category were discussed Saturday 14 Apr. 1110–1250 (chaired by JRO and GJS).

JVET-J0039 Intra Region-based Template Matching [G. Venugopal, H. Schwarz, D. Marpe, T. Wiegand (HHI)]

Saturday 1110 (JRO and GJS)
This document presents a texture synthesis based intra prediction mode called intra region-based template matching. The proposed technique finds displacement vectors for the block to be predicted using the template matching algorithm so that the prediction signal is a linear combination of already reconstructed blocks inside the current picture. The intra region-based template matching mode transmits information about the region to be searched inside the bitstream. The reported experimental results show an average BD-rate gain of -1.70% for all intra (AI) configuration with 118% decoder run-time and 152% encoder run-time. For random access configuration, the reported average gain is -1.11% with 101% decoder run-time and 118% encoder run-time while for low delay (LB) configuration the average gain is -0.47% with 106% decoder run-time and 121% encoder run-time.

Improvements over the version included in CfP

- Multi-hypothesis formation (linear weighting) of the prediction signal from 1, 2 or 3 matches, depending on the SSD of 1st, 2nd and 3rd match

- encoder and decoder speedups by early termination decisions.

Questions: 

- Line buffer requirement at decoder? 56 lines

- Worst case complexity? Full search at decoder side, always largest of the regions would need to be searched (index of region 1-5 is signalled)

Probably the worst case complexity might be of concern, or requires some restriction

For further study.

JVET-J0042 Intra block copy for intra-frame coding [X. Zuo, L. Wang, F. Chen (Hikvision)]

Saturday 1125 (JRO and GJS)

This contribution proposes an intra block copy (IBC) method for the intra-frame coding of both natural video and screen content video. Different from the IBC technique in HEVC screen content coding (SCC) extension, the proposed IBC is implemented separately for luma and chroma in accordance with JEM. For the luma frame, IBC mode is regarded as an inter mode and the frame is coded similarly to an inter frame. While for chroma frame, all blocks are treated as intra blocks and IBC mode is a new mode added to the candidate list.
Natural video: -0.75%, -1.03% and -1.04% YUV BDrate, 51% encoding runtime increase, no decoding runtime increase. (measured for CTC AI)

Screen content video: -19.92%, -20.22%, -20.41% YUV gain, 30% encoding runtime increase, no decoding runtime increase.

Chroma vector is derived by scaling.

Comments:

· Hash search was used always. An earlier version of the document did not mention hash-based search. The proponent says this was a mistake, it was always used.

· Does the reference use unfiltered samples? Yes. It was commented that an entire additional frame store may be needed in case of large area.

· Maximum search area? 128x128

· Why is it an inter mode in luma and an intra mode in chroma? A: In chroma, it is coded as one of the intra modes (which then inherits the scaled MV from luma). Chroma can still use another mode.

· The MV precision was integer (both for luma and chroma) [Check this. Notes conflicting about chroma.]
· Some of the difference from the way this is done in HEVC is due to the separate tree support for luma and chroma in the JEM.

· It was commented that the wavefront constraint in HEVC may be useful. A similar restriction may be desirable here.

· It was commented that the lack of adequate SCC support (e.g., both palette and CPR) in JVET work thus far has been a problem, as SCC content is within scope and commonly encountered in applications, and that the contribution to address that is welcome, although not necessarily a high priority for action at the current meeting.

· It was noted that the Tencent proposal and HHI proposal in response to the CfP may be related.

· It was noted that CPR has a significant implementation complexity impact, especially in hardware implementations (memory bandwidth and potentially a need for an extra frame store for unfiltered sample values).
There was clearly interest in the group on this topic, which may or may not be ripe for action at the current meeting, but at least should be considered in further study.
JVET-J0079 Cross-check of JVET-J0042 Intra block copy for intra-frame coding [J. Chen, K. Choi (Samsung)] [late]

The results provided by the proponent were verified.
JVET-J0050 Intra block copy improvement on top of Tencent’s CfP response [X. Xu, X. Li, G. Li, S. Liu (Tencent)]

Saturday 1200 (JRO and GJS)
This contribution describes the technical aspects of intra block copy (IBC) implementation modifications on top of Tencent’s CfP response JVET-J0029. It is reported that 0.31% luma BD rate change over Tencent’s software anchor for SDR constraint set 1 was observed when IBC mode is turned off. It is also reported that 58.49% RA luma BD rate change was observed over Tencent’s software anchor for screen content test sequences (TGM 1080p category).
The contribution has a modification that moves the signalling flag to a different position in the syntax (but does not use the reference picture list approach taken in HEVC). IBC flag is now put after the merge flag. This has some advantage for screen content (not noticeable for natural content). The CfP proposal gives around 52% bit rate reduction for this type of content, whereas the new method of signalling provides 58%. The effect is almost unnoticeable for natural content.
See the notes above for the related contribution JVET-J0042. Both contributions raise similar issues.
JVET-J0065 Further investigations on multi-line intra prediction [L. Zhao, X. Zhao, X. Li, S. Liu (Tencent)]

Saturday ~1225 (JRO and GJS)
In this contribution, two methods are proposed on top of multi-line intra prediction. Firstly, the reference line index is only signaled for even directional intra modes. For the remaining directional modes together with Planar and DC, reference line index is not signaled and only the first reference line can be used for intra prediction. Secondly, the reference samples buffers are extended such that the reconstructed values of reference samples are used for 4-tap intra interpolation when they are available. Simulation results reportedly show that average -0.2% BD-rate gain is achieved on top of Tencent’s CfP response JVET-J0029 for all intra (AI).

The extension over the CfP contribution provides about 0.2% in CTC AI (using the CfP contribution as anchor in CTC). Note that the multi-line prediction in the CfP is reported to provide around 0.43% for RA in CfP conditions (unknown what the benefit in AI CTC would be).

Most gain (around 0.15%) is achieved by using the multi-line intra prediction only in combination with even indexed modes.

For further study.
JVET-J0069 Extension of Simplified PDPC to Diagonal Intra Modes [G. Van der Auwera, V. Seregin, A. Said, M. Karczewicz (Qualcomm)]

Saturday ~1235 (JRO and GJS)

In JVET-H0057 simplified PDPC is applied to planar, DC, vertical and horizontal modes. This contribution extends PDPC to diagonal and adjacent diagonal modes. Simulation results reportedly show on average 0.1% luma BD-rate gain for all intra (AI) configuration over JVET-H0057 and 0.3% gain over JEM7.0 for JVET-H0057 together with diagonal PDPC extension.

No multiplications (only adds and shifts) for implementing the weights.

PDPC is applied to diagonal modes 2, 66 and 8 adjacent modes each (3-10 and 58-65). Boundary filtering is disabled.

For further study.
JVET-J0070 Multiple reference line intra prediction based on JEM7.0 [P.-H. Lin, C.-L. Lin, C.-C. Lin (ITRI)] [late]

Saturday 1240-1255 (JRO and GJS)

This contribution proposes to implement the multiple reference lines intra prediction in the JEM7.0. Instead of using reference pixels which are adjacent to the current block in the intra prediction, the proposed method allows the prediction to exploit other reference line to improve the coding efficiency. Compared with JEM7.0 anchor, 0.5% gain in average is observed in RA condition.
This contribution proposes to implement the multiple reference lines intra prediction in the JEM7.0. Instead of using reference pixels which are adjacent to the current block in the intra prediction, the proposed method allows the prediction to exploit other reference line to improve the coding efficiency. Compared with JEM7.0 anchor, 0.5% gain in average is observed in RA (CTC) condition.

Planar and DC only use the first reference line

Chroma only uses the first reference line

Boundary filter enabled only when first reference line is used.

0.5% BR reduction was reported in RA CTC (0.8% in class A1). It was verbally reported that the BR reduction in AI would be around 1 % (but 3x encoding time).

This requires 4 lines buffer (which are there in JEM anyway for LM chroma, but not used for prediction)

See also the notes above for the related contribution JVET-J0065. Both contributions raise similar issues.

Comment:

· Seems basically the same as other proposals, aside from consideration of certain restrictions on when it would be used.

· What is the gain in AI configuration? Perhaps about 1%, with about 3× encoding time.

· It was commented that the JM has 4 lines; and uses only one line when not in LM chroma mode.

· It was commented that D0099 had a similar proposal, and some concern was expressed over encoder complexity.

For further study.

7.3 Inter prediction and coding (9)
Contributions in this category were discussed Saturday 14 Apr. 1430–1730 (chaired by JRO and GJS).

JVET-J0041 Multi-Hypothesis Inter Prediction [M. Winken, C. Bartnik, H. Schwarz, D. Marpe, T. Wiegand (HHI)]

This contribution presents an inter prediction method using more than two constituent motion-compensated prediction signals.  It is reported that average bit rate savings in the range of 0.5-1.4 % can be achieved for encoder settings which closely resemble the Random Access scenario of the Common Test Conditions (CTC).  For lower bit rates, corresponding to the quantization parameter (QP) values {27,32,37,42}, bit rate savings in the range of 0.2 0.6 % can be achieved.  The variation in the range of bit rate savings reportedly corresponds to a variation of the encoder complexity, i.e. it is stated, that with a higher encoder complexity higher coding gains can be achieved.

Same method as in JVET-J0014

It is signalled if an additional hypothesis is used which is combined with the preliminary prediction with a weight of 1/4 or -1/8 (total weight 1). In MVD mode, search range of 16 is used; also possible in merge mode. Recursive superposition with additional hypotheses is possible (but only 1 was used here). Results with up to 2 hypotheses are shown: BR reduction up to 1.8% average (LD B, 2 hypotheses), however influenced by large gain (5%) of BQ Terrace.

Questions: 

What would happen if the additional hypothesis was restricted to the same reference picture (for saving memory bandwidth)? Not known.

Why not in skip? The proponents assume that it would be efficient. If an additional hypothesis is used, always a MVD is sent (also in merge)

Question: How often is it used? Not precisely known, sequence dependent, could be 10%.

Quite some impact on computational complexity and memory access – requires consideration in further study of this technology.
JVET-J0045 On low-latency reduction for template-based inter prediction [X. Xiu, Y. He, Y. Ye (InterDigital)]

In the JEM-7.0, two template-based inter prediction modes, namely the template-matching based frame-rate up conversion mode (FRUC) and the local illumination compensation (LIC) mode, are included.  These template-based inter prediction modes need to refer to the neighboring reconstructed samples of the current block when deriving parameters such as motion vectors or weight and offset needed to obtain the prediction signal. These template-based inter prediction techniques could complicate hardware implementation because they introduce interdependency among the decoding of spatial neighboring blocks and therefore increase decoding latency. This contribution proposes to reduce the latency of the existing template-based inter prediction techniques. Instead of using the reconstructed neighboring samples as the template sample, the proposed method uses the prediction samples of the spatial neighbors as the template samples. This way, the decoding of the current block can be invoked as soon as its neighboring prediction samples become available without waiting for the neighboring samples to be fully reconstructed (that is, residual reconstruction is bypassed). Additionally, for a better coding performance, it is proposed to add the reconstructed DC value onto the prediction samples to form the template samples. Simulation results show that the proposed method can maintain the majority of the coding gain achieved by the template-based inter prediction modes, while offering the benefit of reduced encoding/decoding latency.

When FRUC and LIC are disabled, the bit rate increases by 3.27%. If the proposed method is used, it only increases by 0.46%. Or expressed differently, bit rate reduction when invoking the proposed method with FRUC/LIC is still 2.71%.

It is however discussed that the benefit may not be too obvious, as the residual reconstruction can anyway be done ahead in parallel. The real problem is the dependency of predictions, e.g. if the neighbored block also uses FRUC or LIC for prediction. This problem is not solved by the method.
JVET-J0046 A video coding scheme using warped reference pictures [J. Kang (ETRI), D. Y. Lee, T. H. Kim, G. H. Park (KHU)]

This technical contribution proposes a coding scheme suitable for video with nonlinear global motion by applying Warped Reference Picture (WRP).

Recently, as realistic video contents are freely created and consumed by ordinary users of prosumer-level, nontripod-based video contents has become more common and their number have rapidly increased compared to traditional tripod-based video contents. Traditional tripod-based video contents are mainly based on panning and include limited global motions, while nontripod-based video contents are mostly created with non-static conditions, causing them to have wide range of linear or nonlinear global motions.

In order to efficiently code such nontripod-based video contents, the proposed scheme suggests a coding structure that can perform inter prediction by adding WRP to a traditional reference picture structure. The warped picture is a picture that derives the current picture from the reference picture by calculating the geometric transformation relation between the reference picture and the current picture. In the proposed scheme, a homography model that simultaneously covers rotation, enlargement, reduction, and parallel movement is used.

As for the video sequences tested in the experiments, (1) the video sequence group proposed in the JVET-B1010 is classified as Group #A; (2) the group of the video sequences partially contain the global motion collected in JVET is classified as Group #B; and (3) The video sequences that directly captured the global motion occurrences in the KHU are grouped into Group #C. Performance comparison between the proposed scheme and the HEVC HM 16.9 reference software was performed for each group.In terms of coding efficiency, the proposed scheme has improved the BD-rate (Y) performance by 0.68%, 11.54% and 22.88%  respectively for Group #A, #B, and #C than HM 16.9.

In terms of decoding complexity, the proposed scheme has shown an increase in decoding time by 148.43%, 328.33% and 312.62% respectively for Group #A, #B, and #C than HM 16.9.

In terms of encoding complexity, the proposed scheme has shown an increase in encoding time by 324.53%, 210.88% and 229.41% respectively for Group #A, #B, and #C than HM 16.9.

That is, while the proposed scheme has a relatively weak performance improvement in coding a traditional tripod-based generic video sequence, the decoding complexity is also merely increased by 49.00%. On the other hand, in the nontripod-based video sequence that prosumer-level users generate and consume extensively, coding efficiency is improved by about 11.54% ~ 22.88% by simply adding WRP, while decoding complexity is about 3.28 ~ 3.12 times increase. Encoding complexity is suppressed by an increase of about 2.10 ~ 2.29 times for all groups.

This contribution is limited to the coding tools of HEVC without including performance enhancement tools such as extend block size proposed in JVET to confirm only the performance of coding structure applying WRP. However, it is expected by the proponents that the WRP coding structure presented in this contribution will maximize the synergy effect on JVET tools which had been proposed or will be introduced in the future.

It is commented that affine motion compensation would provide similar gain. Therefore, the synergy effect may not be as large.

Question: Which interpolation filters are used? OpenCV, likely bicubic

It is also commented that on-the-fly processing of the warping might be difficult.
JVET-J0053 Intra-prediction Mode Propagation for Inter-pictures [K. Zhang, L. Zhang, W.-J Chien, M. Karczewicz (Qualcomm)]

Saturday 1215 (JRO and GJS)

This contribution presents an Intra-Prediction Mode (IPM) propagation approach for inter-pictures. Each 4×4 sub-block in an inter-coded Coding Unit (CU) is assigned with a propagated IPM, which is fetched from a reference block in a reference picture, located by motion vectors of the 4×4 sub-block. The propagated IPM can be used in two aspects. First, an inter-coded CU with the merge mode can be predicted by a weighted sum of inter-prediction and intra-prediction with the propagated IPM. Second, the propagated IPM can be used as a predictor for intra mode coding. Simulation results reportedly show 0.5% and 0.3% BD rate savings on average for Random Access (RA) and Low Delayed B (LDB) configurations, respectively, compared to JEM-7.1.
Coding time increase 9%, decoding time 6%.

Question: How much gain by mode propagation, how much by combined prediction? 0.4/0.1%.

Benefit of mode propagation seems rather small, and has disadvantage that additional storage of intra modes is necessary for reference pictures.

For combined intra/inter prediction, a special weighting function is determined which is different for each sample position (weights the intra prediction less at positions farther away from the boundary), and mode dependent. Seems complicated – weighting function most likely reason for increase of decoder runtime. (Note: Simpler methods of combined intra/inter had been proposed in HEVC standardization).

Is there a parsing dependency? Likely not.

Looks complicated overall versus the small gain. Simpler methods of combined intra/inter prediction might be more interesting.
JVET-J0057 DMVR Extension Based on Template Matching [X. Chen, J. An, J. Zheng (HiSilicon)]

A decoder-side motion vector refinement extension algorithm is proposed. The algorithm is based on template matching and aims to reduce the bit-rate of motion vector by refining the motion vectors at decoder side. Compared to JEM7.0, an average bit-rate savings of 2.02% gain for RA with 22% encoding time increase and 17% decoding time increase is achieved under a tools-off configuration and around 0.14% BD-rate gain with 11% encoding time increase and 1% decoding time increase is achieved under common test condition (i.e. tool-on test).

8 candidates are tested with +/- 1 pixel shift around the first merge candidate (which can still be a subsample position). It was noted that testing surrounding full-sample positions might be less complex, not requiring interpolation.

For further study.
JVET-J0058 Merge mode modification on top of Tencent’s software in response to CfP [J. Ye, X. Li, S. Liu (Tencent)]

This contribution describes the technical aspects of merge mode complexity reduction on top of Tencent’s CfP response JVET-J0029. First, the proposed method directly extends the spatial merge candidates from the nearest neighbor of current block to an outer reference region in NEXT software (96 to left and top in steps of 16). Second, the proposed method reduces the maximum merge candidates number from 23 to 10. It is reported similar RA luma BD rate reduction as Tencent’s CfP response JVET-J0029 for SDR constraint set 1.

The benefit compared to JVET-J0029 is 0.06% in RA, 0.0% in LD for CfP conditions

The benefit compared to merge of JEM (J0029+J0058) is 0.92% in RA, 0.81% in LD for CfP conditions

For further study
JVET-J0059 Enhanced Merge Mode based on JEM7.0 [J. An, N. Zhang, X. Chen, J. Zheng (HiSilicon)]

Saturday ~1645-1710.
This contribution presents an enhanced merge mode based on JEM7.0. Firstly, the extended spatial merge candidates are added into the merge candidates list, followed by more MV offsets added to the first merge candidate, then the combined average merge candidates are generated to replace the original combined bi-predictive candidates, followed by a template matching based adaptive reorder method to finalize the merge candidates list. Finally, a dual merge mode is proposed to allow each reference list of one merge candidate to use two sets of motion information. The proposed technologies can provide 1.27%, 1.0%, 0.77% gain for RA, LB, LP respectively compared to JEM7.0 anchor with around 13% encoding time increase.

Additional candidates relative to JEM:

- Extended spatial candidates 6~27 (distance CU size dependent)

- Merge index 0 with MV offsets

- Combined Average Merge Candidates (not applied for LDB)

Further, template matching is used for candidate list reordering (3 template matching operations at decoder, 13 at encoder)

Dual merge mode (signalled) generates one additional MV in case of uni pred (not applied in bipred). The final prediction is then performed by averaging both predictions. Complexity of motion comp. is duplicated (also at decoder side). Decoder runtime increases by 4%.

The contributions of the different elements are documented in an updated slide deck that was presented but not yet uploaded. Word document should also be updated.

Additional spatial merge candidates are verbally reported to provide 1% BR reduction in RA mode. The additional benefit of template matching seems to be small. 

Dual mode provides 0.4% in LDP (not applied in other modes)

For further study, in particular for additional spatial candidates.
JVET-J0061 Planar Motion Vector Prediction [N. Zhang, J. An, J. Zheng (HiSilicon)]

Saturday 1710-1725
To generate a smooth fine granularity motion field, this contribution presents a planar motion vector prediction method based on JEM7.0. Planar motion vector prediction is achieved by averaging a horizontal and vertical linear interpolation on a 4x4 block basis. The proposed technology can reportedly provide 0.16%, 0.33%, 0.34% BD bit rate savings for RA, LB, LP, respectively compared to JEM7.0 anchor with around 7% encoding time increase.
When tested with other JEM tools disabled, it reportedly provided about 2% compression benefit.

The bottom-right vector used for either horizontal or vertical interpolation is determined from the temporal colocated candidate at that position

Mode is signalled at CU level.

It was asked whether there is a subjective benefit. The proponent said they did not check for that.

For further study.
JVET-J0063 Symmetrical mode for bi-prediction [H. Chen, H. Yang, J. Chen (Huawei)]

Saturday 1725-1735
This contribution provides a symmetrical mode for motion information coding in bi-prediction. In this mode, only motion information for list 0, and MVP index for list 1 are explicitly signalled, and the reference index and MVD for the list 1 is derived based on the assumption of linear motion.
Simulation results reportedly show that 0.93% BD-rate saving can be achieved for RA configuration with 9% encoding time increase, relative to software described in JVET-J0024/JVET-J0072 with a minimal tool set (basically structure-only modification relative to HEVC). The test set was the CfP test set, not the CTC.

When tested with a full tool set, only about 0.1% improvement was verbally reported.
The method tries to find the best combination of motion vector from list 0, and MVP from list 1, with preference on equal or similar forward/backward frame distances.

For further study.
7.4 Loop filters (4)
Contributions in this category were discussed Saturday 14 Apr. 1730–XXXX (chaired by JRO and GJS).

JVET-J0038 Signal Adaptive Diffusion Filters for Video Coding [J. Pfaff, J. Rasch, M. Schäfer, H. Schwarz, M. Winken, A. Henkel, M. Siekmann, D. Marpe, T. Wiegand (HHI)]

In this document, diffusion filters are introduced that may be applied to the prediction signal generated by a hybrid video codec. Two types of diffusion filters are proposed: Linear and nonlinear diffusion filters. The linear diffusion filters correlate the extended prediction signal n times using a symmetric filter mask. The nonlinear diffusion filters use the input prediction signal to identify structures of the underlying signal and diffuse along edges rather than perpendicular to them. It is reported that the proposed diffusion filters lead to a coding gain of up to -1.45% in All Intra and -2.00% in Random Access configuration.

Average gains are reported for HD and UHD sequences (mixture of CTC class A/B and CfP sequences). In RA, bit rate reduction is 1.09% for high rates (QP22..37), and 0.65% for lower rates. Gain seems to be higher for higher resolutions.

Not a loop filter, but rather in the prediction signal generation

Up to five different configurations, depending on block size and temporal layer 

Max iterations is 35 in linear case, 20 in nonlinear (where each of the iterations is more complex)

Does not have impact on additional memory access, but the number of operations is clearly higher than for interpolation filtering.

For further study.
JVET-J0056 Multi-Dimensional Filter Selection for Deblocking [J. Dong, Y.-H. Chao, W.-J. Chien, L. Zhang, M. Karczewicz (Qualcomm)]

This contribution presents a multi-dimensional filter selection scheme for deblocking. The filter selection for a sample is four-dimensional, i.e., determined by four facts: the average local activities of Blocks P and Q, the difference of local activities of Blocks P and Q, the type of the belonged block (Type 0 or Type 1), and the distance from the segment. Given a combination of the four facts, the filter index is not fixed, but adaptively determined by the encoder and signaled in the bitstream. This contribution leverages a bit more computation resource for significant coding efficiency improvement, while still being easy for parallel processing.

Bit rate reduction is 1.25% for AI and 1.41% for RA in CTC. This is however with all tools except QTBT disabled.

It was asked how the performance would be with ALF enabled. Not known how it would perform with other tools on.

Encoder runtime is not changed, decoder runtime increases by 18% in AI, 10% in RA.

Activity criterion is based on 2nd derivative

15 different filter types (predefined)

Lookup table which filter to select through the 4 criteria is determined at encoder side and transmitted. The encoder designs the lookup table after encoding/decoding the frame, and determines which of the filters optimize the reconstruction locally and designs the LUT based on that.

More information needed how it interacts with other tools.
JVET-J0071 Non-local Structure-based Filter with integer operation [X. Meng, C. Jia, Z. Wang, S. S. Wang, S. Ma (Peking University), X. Zheng (DJI)]

This contribution is a continuation of NLSF (Nonlocal Structure in-loop Filter) technique that was proposed in JVET-J0011. It proposes a solution for integer NLSF algorithm. The NLSF design in J0011 contains two modules: group construction by block matching and SVD-based filtering. The collaborative filtering is achieved by iterative singular value decomposition (SVD) that calculates the singular values with their singular vectors by iterative power method whose internal data type utilizes double precision float-point representation. To adapt the video coding standard as well as being hardware friendly, this proposal addresses this issue by eliminating the double precision values via the decimal digits clipping after shifting the intermediate results to large numbers during iterations. The simulation results show that the proposed fix-point algorithm for SVD module could achieve comparable performance with original NLSF algorithm.

Bit rate reduction compared to JEM7 (all tools on) is 0.86% for RA CfP, whereas the FP implementation of J0011 gave 1.25%. Similar for LDB, 1.64% integer, 1.92% FP version.

21 groups, patches are size 6x6. A total of 21 SVD has to be determined, which could consist of 36 basis functions at maximum, but it is reported that due to thresholding only 4.6 basis functions on average need to be computed. A maximum of 10 was found necessary.

Decoder runtime is increased by 316% (compared to 397% in FP)

Grouping/clustering, determination of SVD basis and computation of SVD based reconstruction is necessary at both encoder and decoder side.

Question:

- How many operations for the grouping? (could be main reason for complexity)

- How many operations to determine one SVD basis at maximum (e.g. when restricting to 10 basis functions)?

Filtering itself probably is of less concern.
JVET-J0077 Deblocking Improvements for Large CUs [W. Zhu, K. Misra, A. Segall (Sharp)]

The contribution proposes a deblocking process designed to reduce the blocking artifacts result from the use of large transforms and block sizes. Compared to the JEM deblocking approach, the process incorporates stronger filters for both luma and chroma.  Additionally, the process includes a control process that considers the block sizes on both sides of the boundary being deblocked.  The stronger filters are used for luma samples that correspond to larger block sizes, while the JEM deblocking filters are still used for luma samples corresponding to the smaller block sizes.  From chroma, the filter is selected uses a different approach, and the stronger filter is applied when chroma samples on either sides of the deblocking boundary belong to a large block. It is reported that the proposed deblocking change improves subjective quality at low bit-rates when compared with the deblocking used in JEM7, and it is proposed to include the technique in formal study.

R1 of the contribution includes a modification to deblocking control process resulting in application of wider stronger filter for large block boundaries when blocks on either side of the boundary make use of Local Illumination Compensation and the CBF is 0 for that block.

It is suggested to deblock 7 samples for large blocks and 3 samples for small blocks.

The results shown with still picture snapshots are obvious, and proponents believe that it is also visible in video. More extensive viewing tests would be necessary.

For further study.
7.5 Transforms (5)

Contributions in this category were discussed Sunday 15 Apr. 0910–0940 (chaired by GJS & JRO) and 1130-1300 (chaired by JRO).

JVET-J0040 Set of Transforms [M. Siekmann, B. Stallenberger, C. Bartnik, J. Pfaff, D. Marpe, H. Schwarz, T. Wiegand (HHI)]

Sunday 0910-0935
In this document, an adaptive selection of transforms for the residual coding is proposed. For each residual block a set of 5 transform candidates is chosen from the variety of AMT (adaptive multiple transform – DCT/DST-like transforms), NSST (non-square separable transforms) and additional offline trained (non-separable) secondary transforms. Relative to the JEM, there are additional secondary transforms. It is reported that relative to testing the product space of AMT and NSST transforms, as implemented in JEM, the coding efficiency is improved while at the same time the encoder run time is reduced.
Primary and secondary transforms are coupled to produce a set of transform candidates. Syntax is modified to select among these.

Test results for 49 frame segments of the CTC test sequences and CfP test sequences for higher QP values were provided. The reference was a segmentation with QTBT and triple-tree split in the HHI "NextSoftware" codebase. Overall gains of roughly 5.5%, 3.8%, and 3.0% were reported for AI, RA, and LD, respectively.
Comments:

· There would be more effect for intra.

· It was suggested that the syntax scheme and the restriction of the transform set may be providing the most gain rather than the particular transform set.

This is certainly of interest for further study.

JVET-J0054 Coupled primary and secondary transform [X. Zhao, X. Li, S. Liu (Tencent)]

0935

This contribution reports a coupled primary and secondary transform (CPST) scheme. Instead of signaling the indices of primary and secondary transform independently, the primary and secondary transform is coupled and signaled by only one transform index. With the proposed method, on top of Tencent CfP response JVET-J0029, it is reported that 22% overall encoder run-time saving is achieved with 0.4% loss for all intra configuration.

Only 5 options (DCT-2, EMT-0 and EMT-n+NSST-n, n=1..3)

e.g. EMT-0 is DST-7

Same combinations of transforms applied to luma and chroma.

Compared against JVET-J0029 with EMT/NSST off as anchor in AI CTC (which also uses a different signalling of combinations EMT/NSST than JEM, but allows more combinations than J0054). Whereas JVET-J0029 had 5.3% BR reduction when turning on EMT/NSST, JVET-J0054 has 4.9%.

It was observed that the encoder runtime decreases, but decoder runtime decreases. Why? Likely because NSST is used more often, and NSST is implemented as matrix multiply.

Note that transforms of JVET-J0029 and J0054 are somewhat different from JEM (in particular, different set of secondary transforms).

For further study.
JVET-J0062 Non-Separable Secondary Transform Implementations with Reduced Memory via Hierarchically Structured Matrix-based Transforms [A. Said, H. Egilmez, V. Seregin, M. Karczewicz (Qualcomm)]

This contribution presents hierarchically structured matrix-based transforms (HSMTs) for non-separable secondary transformation (NSST) as alternatives to HyGT-based NSST implementations. The proposed set of HSMTs reduces the NSST memory use in JEM7 by 131 Kbits (19%) and provides very similar coding gains under CTC test conditions, in AI and RA configurations. 

Presentation deck to be uploaded.
HSMT implements NSST using multiple passes of smaller transforms for a given block. However, instead of using the pairwise Givens rotations (i.e., butterfly structures) or a full matrix, a hierarchical structure with multiple passes consisting of smaller matrices and permutations are used to define a non-separable transform.

Number of transforms is reduced from 35x3 to 13x3.

Compared to JEM anchor, bitrate changes by -0.02% for AI, and +0.01% for RA CTC. No change in encoder/decoder run time.

It is commented that a similar approach had been previously proposed in JVET-D0085. This was similar to passes 0 and 1 suggested in J0062, basically separable (row/column). The assertion of the proponent is that it would end up in loss, therefore the additional passes 2 and 3 are added here.

For further study in terms of implementation aspects of NSST.
JVET-J0064 Prediction dependent transform for intra and inter frame coding [Y. Lin, M. Mao, S. Song, J. Zheng, J. An (HiSilicon), C. Zhu (UESTC)]

This contribution presents prediction dependent transform for intra and inter frame coding to enable better trade-off between coding efficiency and complexity. Totally two kinds of transform cores, i.e., DCT-2 and DST-7, are utilized in this contribution. The transform selection is dependent on prediction characteristics of current block. For residuals of intra coded block, intra prediction mode dependent transform is applied to both luma and chroma components. For residual of inter coded block, the transform selection is dependent on position of selected spatial MV candidate in HEVC merge mode. In addition, DST-7 is always applied to residual of FRUC template matching mode. It is reported that the proposed prediction dependent transform achieves better balance between coding performance and encoding time.

The proposal replaces the switchable primary transform of JEM, by a mode dependent switching to a combination of DCT-II and DST-VII. The results indicate a loss of 1.76% in AI, 1.23% in RA CTC (but only with test sequences from CfP classes UHD and HD). For tool-off configuration, the gain is less than when enabling EMT. The main advantage is claimed by an encoder runtime reduction (50% in AI, 90% in RA). Decoder runtime is not changed. However, the number of different transforms is reduced.

More evidence would be necessary that the implicit transform switching for inter cases is beneficial.
JVET-J0066 Complexity Reduction for Adaptive Multiple Transforms (AMT) using Adjustment Stages [A. Said, H. Egilmez, V. Seregin, M. Karczewicz (Qualcomm)]

This contribution was discussed Sunday 1240-1305 (JRO & GJS)
This contribution presents a proposed reduction of the complexity of AMT by approximating the AMT transforms using only a transform similar to a DCT-2 and adjustment stages of low complexity. The proposed adjustment stages are defined using sparse block-band orthogonal matrices, which reportedly provide good approximation for the set of AMTs used in JEM7. It is reported that employing matrices with not more than 4 nonzero elements per row results in very small changes in coding gains (on average less than 0.05% in BD-rate under CTC conditions).
This was proposed for block lengths of 16 and larger.

The proposal did not provide full detail of what was proposed (e.g. the tap values).

Proposal to use DCT-2/-3 and DST-2/-3 type families. These can use the same fast transform algorithm, but require an additional “adjustment stage”, which can be implemented as matrix multiply, and interpreted as a 4-tap spatially varying FIR filter. Useful for larger transforms (16 and larger). Less loss when 6-tap are used.

Some concern was raised that the number of multiplications is increased by the adjustment stage. The proponent however points out that this may still be less than for a full matrix multiply which would be necessary for some of the AMT transforms which don’t have fast algorithms.

No speed impact was evident in the JEM context.

It was asked if the cascading of forward and inverse transforms introduces reconstruction errors. How would it perform with low QPs?

No information is given about the precise matrices of the adjustment stages.

For further study in terms of implementation aspects of AMT.

Comments:

· It was asked whether there is a measurable speed impact. The proponent said the implementation was not sufficiently optimized to test this.

· How much rounding error is introduced by a cascade of forward and inverse transforms?

· It was asked whether this had been tested with very small QP values. This had not been tested.

7.6 Partitioning (2)
Contributions in this category were discussed Sunday 15 Apr. 1430–1520 (chaired by JRO).

JVET-J0035 Quadtree plus binary tree with shifting [J. Ma, A. Wieckowski, V. George, T. Hinz, J. Brandenburg, S. de Luxan Hernandez, H. Kirchhoffer, R. Skupin, H. Schwarz, D. Marpe, T. Schierl, T. Wiegand (HHI)]

This contribution reports a quadtree plus binary tree with shifting (QT+BTS). The proposed technology extends the QTBT split modes by asymmetric modes with split ratio of 1:2, 1:3, 1:4, 2:3, and 3:5. 

The document contains a link to a reportedly clean software, which does not include any new coding tools (compared to HEVC), but provides three block partitioning options: QTBT, QTBT plus triple splits (MTT), and QT+BTS as proposed in this contribution. For combining the block partitioning with an adaptation of the chroma QP, the following BD-rate savings are reported relative to HEVC (HM) for simulations with 49 frames:

Random access SDR-A:

•
QTBT:          16.85%,   5.83%,   6.55% (Y,U,V) at   87% encoder and 84% decoder run time;

•
MTT:            19.23%,   9.32%, 10.55% (Y,U,V) at 196% encoder and 83% decoder run time;

•
QT+BTS-A: 17.80%,   7.08%,   8.15% (Y,U,V) at   87% encoder and 86% decoder run time;

•
QT+BTS-B: 18.90%,   8.75%,   9.94% (Y,U,V) at 133% encoder and 87% decoder run time;

•
QT+BTS-C: 19.62%, 10.05%, 11.29% (Y,U,V) at 222% encoder and 87% decoder run time.

Random access SDR-B:

•
QTBT:          10.12%,   5.55%,   5.28% (Y,U,V) at   78% encoder and 88% decoder run time;

•
MTT:            12.72%,   9.52%,   9.60% (Y,U,V) at 170% encoder and 89% decoder run time;

•
QT+BTS-A: 11.86%,   7.91%,   7.61% (Y,U,V) at   81% encoder and 91% decoder run time;

•
QT+BTS-B: 13.02%,   9.35%,   9.32% (Y,U,V) at 120% encoder and 90% decoder run time;

•
QT+BTS-C: 14.04%, 11.13%, 11.30% (Y,U,V) at 204% encoder and 93% decoder run time.

Random access HDR:

•
QTBT:            7.89%,   6.84%, 15.53% (Y,U,V) at   59% encoder and 85% decoder run time;

•
MTT:            10.23%, 11.93%, 20.43% (Y,U,V) at 111% encoder and 85% decoder run time;

•
QT+BTS-A:   9.53%, 11.17%, 19.62% (Y,U,V) at   63% encoder and 86% decoder run time;

•
QT+BTS-B: 10.30%, 12.49%, 20.98% (Y,U,V) at   88% encoder and 86% decoder run time;

•
QT+BTS-C: 11.16%, 14.68%, 23.48% (Y,U,V) at 147% encoder and 89% decoder run time.

Low delay SDR-B:

•
QTBT:          10.28%, 14.72%, 15.31% (Y,U,V) at   61% encoder and 93% decoder run time;

•
MTT:            12.79%, 18.53%, 19.21% (Y,U,V) at 147% encoder and 94% decoder run time;

•
QT+BTS-A: 12.33%, 17.29%, 18.25% (Y,U,V) at   70% encoder and 98% decoder run time;

•
QT+BTS-B: 13.39%, 18.81%, 19.60% (Y,U,V) at 110% encoder and 97% decoder run time;

•
QT+BTS-C: 14.22%, 19.82%, 20.94% (Y,U,V) at 196% encoder and 98% decoder run time.

It is further reported that an adaptation of the luma-chroma-QP relationship can have a significant impact on the obtained luma BD rate savings. For the QT+BTS-B configuration, a modification of the chroma QP setting reportedly increases the average luma BD rate savings by 5.8% for RA SDR-A and 2.0% for RA SDR-B.

Questions: 

- Chroma and luma identical? No, can be separate in intra.

- minimum block size? 4x4

- Transforms not power of 2? Yes, e.g. for luma, powers of 2, and 12, 20, 24, 40, 48, 80, 96

Quad-tree on top, and binary tree with shift in the end, depth of both is signaled

In the BT, depending on the previous side length, 2, 3 or 4 split options are possible. The total number of options is the sum of options coming for horizontal and vertical sides (plus no-split).

For further study
JVET-J0048 Non-Square CTU on top of Qualcomm’s CfP response [X. Li, X. Zhao, X. Xu, S. Liu (Tencent)]

It is reported that non-square CTU is desired in some applications. In this contribution, the feature of non-square CTU is implemented on top of JVET-J0021. It is reported that similar coding performance to that of square CTU is achieved with the help of newly introduced tree type SplitToSquare. It is proposed to further study non-square CTU and tree type SplitToSquare.

It is shown that splitting a non-rectangular 512x128 CTU into four 256x64 blocks is worse than splitting into four 128x128 blocks (loss around 3%). However, a comparison against using 128x128 is not shown. Further, the need for CTUs of size 512x128 is not obvious.
7.7 NN based technology (4)

Contributions in this category were discussed Sunday 15 Apr. 1520–1640 (chaired by JRO).

JVET-J0034 AHG9: CNN-based driving of block partitioning for intra slices encoding [F. Galpin, F. Racapé, P. Bordes, F. Le Léannec, E. François (Technicolor)]

This contribution describes in more details the Convolutional Neural Network (CNN) based algorithm, used in the MTT codec presented in the CfP response JVET-J0022, for driving the block partitioning in intra slices encoding.  

A CNN-based encoding approach is explored to partly substitute heuristics-based encoder speed-ups by a systematic and automatic process. The solution allows controlling the trade-off between complexity and coding gains, in intra slices, with one single parameter. This contribution reports, in AI configuration, a BD-rate gain of 6% for the method MTT codec presented in JVET-J0022, compared to JEM7 at the same encoding runtime, whereas for the same BD-rate performance as JEM7, the average encoding runtime is reportedly reduced by a factor of 4.3.

256x256 luma CTU size, 1st split inferred; 2nd split RDO, from 64x64 and lower CNN based.

CNN derived from ResNet, one CNN for luma, one shared for Cb/Cr. Input to CNN is 65x65 patches plus QP. Output is vector with partition boundary probabilities.

Network is trained with partition boundary choices obtained by conventional RDO.

With CNN based decisions, QT/ABT outperforms JEM starting from 50% runtime

Questions

- Currently only for intra coding, any idea for inter? A: Investigation for inter is ongoing

- Why ResNet? A: no other architectures investigated

- What influences the runtime? A: Finally, the number of split candidates that are checked by conventional RDO, which are the ones that the network marks as most probable
JVET-J0037 Intra Prediction Modes based on Neural Networks [J. Pfaff, P. Helle, D. Maniry, S. Kaltenstadler, B. Stallenberger, P. Merkle, M. Siekmann, H. Schwarz, D. Marpe, T. Wiegand (HHI)]

In this document, intra prediction modes to generate an intra-picture prediction signal on a rectangular block in a future video codec are proposed. These intra prediction modes perform the following two main steps: First, a set of features is extracted from the decoded samples. Second, these features are used to select an affine linear combination of predefined image patterns as the prediction signal. Also, a specific signalization scheme for the intra-prediction modes is proposed. Since the proposed predictors are non-linear, they can neither be represented by the angular-prediction nor by the DC- or Planar-prediction modes of the HEVC resp. JEM reference software. 

The proposed intra-prediction modes are based on fully connected neural networks with several layers. Such networks come with an additional computational complexity compared to the traditional intra prediction modes. The proposed predictors have the following properties to deal with this complexity: For a given block shape, all predictors share all but the last layer in the neural network. Moreover, as a further development of the proposed technique, it is proposed that for large blocks, the target space of the neural network based prediction signal is the frequency domain where a lot of frequency components of the prediction signal are constrained to a constant value.  

It is also proposed that for each of the above intra prediction modes a set of non-separable orthogonal transforms is available which are secondary transforms for large blocks. It is proposed that these transforms can be applied in the transform-coding of the prediction residual of the corresponding mode.  

Results are reported against a configuration HM+QT+BTS+SOT (as of contributions 0035 and 0040), BR reduction is 2.16%, decoder runtime increases by 33%.

Questions:

- Would the gain be retained when other intra coding tools would be used? Proponent says this would approximately be the case

- How large is the network? Fully connected network, largest is for 32x32 (for 64x64, downsampling is used). The first two layers (same for all modes) require NxN multiplications, where N is the number of input samples (N is 144 for 16x16 blocks, which seems to be worst case). The third layer reduces the number to the output prediction size. The output layer is specific for each mode

- Floating point implementation? No, integer 32 bits with 16 bit weights

- Why less gain in frequency domain? A: due to quantization

- Two networks: One for reordering the mode list, one for sample prediction. What is benefit of first? A: Can not be answered, as both networks are trained jointly.

- Number of modes? 35 for blocks < 32, 11 else. Modes are not directional, just trained from the network

- How many input samples? 2 rows/columns for large blocks, 4 for small blocks.

- Which loss function? A self-designed (no clear answer)

- How many models? For sizes 4x4, 8x8, 16x16, 32x32 and all rectangular blocks, identical for transposes.
JVET-J0043 AHG9: Convolutional Neural Network Filter for inter frame [J. Yao, X. Song, S. Fang, L. Wang (Hikvision)]

This contribution provides a convolutional neural network filter (CNNF) for inter frames. For intra frames, it keeps the same as JVET-I0022. For inter frames, a flag is coded to indicate whether to use CNNF or traditional filters on JEM 7.1, i.e., bilateral filter (BF), deblocking filter (DF), sample adaptive offset (SAO) and adaptive loop filters (ALF). Simulation results report -2.71%, -10.66% and -11.52% BD-rate savings for luma, and both chroma components compared with JEM 7.1 with RA configuration, and -2.82%, -9.41%, -9.56% for LDP configuration, and -2.43%, -8.01%, -8.75%for LDB configuration.

Presentation deck to be uploaded.
8 convolutional layers. First is 5x5, others are 3x3. Finally, the network result is summed to the unfiltered input, i.e. the network tries to compute the residual error.

CNN Filter is operated in parallel with the conventional loop filters. For each 64x64 region, it is decided to use the output of conventional filter path or CNNF.

Gain is less than in case of using CNNF only for intra frame (as reported in JVET-I0022).

Question: In I0022 CNNF and ALF were operated in a chain (CNNF only replaced deblocking and SAO), where now this combination is not used. Has it been tried? No.

It is remarked that potentially ALF could bring some additional gain if operated after CNNF, as the filter parameters of ALF have knowledge about the original picture.

It is also pointed out that the results may be very specific for a given codec and its compression characteristics.
JVET-J0076 AHG9: Crosscheck of CNN filter in JVET-I0022 as in-loop filter and post-processing filter [L. Zhao, X. Li, S. Liu (Tencent), H. Dou, Z. Deng (Intel)] [late]
Decoding time approx. 100x of JEM.
8 Extended colour volume coding (0)
Contributions in this category were discussed XXday XX Apr. XXXX–XXXX (chaired by XXX).

9 Coding of 360° video projection formats (1)
Contributions in this category were discussed Thursday 19 Apr. 1300–XXXX (chaired by JRO and GJS).

JVET-J0044 AHG8: Geometry padding for PERP [P. Hanhart, Y. He, Y. Ye (InterDigital)] [late]

~1310 (GJS & JRO)

The padded ERP (PERP) format was shown to effectively reduce the seam artefacts in reconstructed viewports that encompass the left and right boundaries of the ERP picture (JVET-G0098). Therefore, the PERP format was selected as the format used for the HM and JEM anchors for the 360° category in the joint CfP (JVET-H1002). However, padding and blending may not be sufficient to completely resolve the seam issue, as a seam artefact is still visible in the HM and JEM anchors for the Chairlift sequence. It is reported that the seam artefact in the Chairlift test sequence is particularly visible during video playback, as the video appears to flicker where face seams occur.

Geometry padding of the reference pictures was previously proposed for motion compensated prediction (JVET-D0075). Compared to the repetitive padding method used in HEVC, geometry padding can provide meaningful samples and improve continuity of neighbouring samples for areas outside of the reference picture boundaries. For HM-16.12 and 8K ERP sequences, average BD-rate reduction of 0.3% and 0.8% were previously reported for ERP and cubemap formats, respectively.

This proposal investigates the performance of geometry padding for motion compensated prediction when encoding in the PERP format. The simulation results using the CfP settings show that geometry padding achieves average BD-rate reduction of 0.23%, with up to 0.98% savings for Chairlift, at a similar complexity as JEM. More importantly, it is reported that geometry padding combined with the PERP format completely solves the seam artefact problem. It was reported that no seam artefact was visible in the contributor's expert viewing for the reconstructed viewports located near the PERP boundaries.

It is reported that for 360 sequences with fast moving camera, the boundary is still visible. Geometry padding can resolve this (used in addition to padding of 8 samples at each side). It is reported that this combination (plus blending) helped to remove this effect.

It had also been suggested by other experts prior to the presentation that extending the padding area in conventional padding could help, but it is reported that it did not fully remove the artefacts, and further caused rate increase.

Further, same as with geometry padding approaches proposed in context of other projection formats, the decoder would need to know where the boundary is, and it would need to know the continuation at the other side.

The anchor used in the CfP used 8-sample padding with linear blending across the boundary. The contributor said that using a wider band, 32 samples, seems to largely eliminate the seam artefact, but produces some reduced or blurred appearance in the blended region and has a bit rate overhead of about 1%. Using a padding of 16 samples produces something in between, with perhaps a 0.3% bit rate penalty.

The proponent said they could show the effect on viewing equipment available at the meeting.

It was commented that the standard could specify modulo wrapping by the picture size for picture location referencing, which could be supported in a decoder by padding with the maximum block width and modulo wrapping of block vectors.

For other projection formats, there would be more complicated implications of this sort of wrapping.

Can be further studied in AHG on 360.

10 Complexity analysis (1)

JVET-J0083 Memory usage analysis in available software packages of the responses [K. Kawamura, S. Naito (KDDI)] [late]

Discussed Sunday 15 Apr. 1710–1715 (chaired by JRO).
This contribution presents a memory usage analysis in available software packages during the first week of the meeting. Some parameters like QP and resolution are varying to confirm the dependency to them. The memory usage of both encoder and decoder is one of the point of complexity analysis. In general case, the memory usage of encoder is larger than that of decoder. When an encoder memory usage is small, such the encoder can be tested simultaneously with multiple conditions under the given amount of memory.

Information noted. It is remarked that memory usage may be dependent on the amount of tools that is implemented in a software package. There are no conclusions that can currently be drawn from here.
JVET-J0090 AHG5: Measurement result of memory bandwidth comparison with JEM and HM [R. Hashimoto, S. Mochizuki (Renesas)] [late]

Presented Thu 19th 1120-1210

This contribution shows comparison between the memory bandwidth in JEM7.1 and that in HM16.16. At 9th JVET meeting in Gwangju, JVET-I0033 [1] shows the measurement results of memory bandwidth in JEM7.1. Based on comments to it, this contribution shows additional results. This can check memory bandwidth in the test model for next video standardization and provide comparison with HEVC.

Comparison was based on CfP anchor bit streams.

The tool is capable of analysing external memory bandwidth and cache memory bandwidth of a decoder, configurable for different cache configurations

The results indicate that the average external memory bandwidth of JEM is 6.4x higher in RA, and 4.0x higher in LD, compared to HM (for configuration B cache size 64 kbyte). One effect is observed that by tendency the bandwidth (both external and cache) is becoming higher in JEM towards lower bit rates, whereas HM shows by tendency increase towards higher bit rates.

It would require more analysis switching tools on or off, to get information which tools are requiring which amount of memory bandwidth.

The tool is only capable to compute average decoder memory bandwidth for a given set of test sequences. For analysing worst cases, special bitstreams would be necessary.

Question: How much is the decoder slowed down when using the tool? Approximately 2x, it would be necessary to run the decoder again to measure the memory bandwidth.

It is commented that still the precise amount of memory bandwidth would be dependent on a given hardware platform. Nevertheless, the information that can be provided by the tool is very interesting to identify possible memory bandwidth problems of tools (and of an overall algorithm).

Decision (SW): Implement the tool in the test model software. Would be desirable using it in the context of CEs starting from the next meeting.

Further development of the model (e.g. other cache block sizes) to be discussed in AHG.

It is also commented that the bandwidth consumption of a tool is likely different when executing “tool on” (with the simple TM not using other tools in parallel) and “tool off” (in BMS configuration). This aspect needs further study.
JVET-J0091 Cross-check of JVET-J0090 Measurement result of memory bandwidth on JEM [G. Li] [late] [miss]
confirmed JEM results
JVET-J0092 Cross-check of JVET-J0090 Measurement result of memory bandwidth on HM [T. Zhou, T. Ikai (Sharp)]

confirmed HM results
11 Encoder optimization (3)
See also section 5.
JVET-J0036 Thread Parallel Encoding [A. Wieckowski, T. Hinz, V. George, J. Ma, J. Brandenburg, C. Lehmann, H. Schwarz, D. Marpe, T. Schierl, T. Wiegand (HHI)]

This contribution was discussed Sunday 15 Apr. 1715–1745 (chaired by JRO).

This contribution describes a parallel processing extension for the NextSoftware. The contribution comprises two different parallelization approaches for the encoder, a QP prediction scheme designed for encoder only wavefront parallel processing, and a modified CABAC context initialization from previous frames.

“Split optimization” distributes the computing tasks between available resources in a way that load balancing is optimized. This does not depend on the specific parallel computation platform.

Some concern is expressed that this might complicate the development of software, as it needs to be tested in both single and multi-threaded versions.

As a counter-argument, the contributors of J0036 believe that enforcing parallelization from the beginning in a standard to be developed would be beneficial.

May be premature to discuss at this point before deciding for a test






12 Metrics and evaluation criteria (0)
Contributions in this category were discussed XXday XX Apr. XXXX–XXXX (chaired by XXX).

13 Withdrawn (1)

JVET-J0074Withdrawn
Rejected – erroneous registration of an MPEG Liaison document
14 Joint Meetings, BoG Reports, and Summary of Actions Taken
14.1 Joint meetings
Monday 1600-1745
It was agreed with the parent bodies that ample evidence had been exhibited in the evaluation of the responses to the Joint CfP to conclude that sufficient evidence had been shown that technology exists to make it feasible and justified to move forward with the development of a new standard with superior coding efficiency capability relative to that of HEVC.

An overview of suggested candidate starting points for an initial test model or test environment was discussed. The initial discussed list of potential candidates included five roughly characterized starting points (with rough estimates of initial compression benefit relative to HEVC) that were discussed as follows:

· QTBT + TT, otherwise like HEVC (e.g. 128x128 CTU size, ~14%)

· QTBT + TT + a few other JEM tools, otherwise like HEVC (e.g. ~24%)

· QTBT + TT, otherwise some HEVC tools (no new tools added) (<= ~14%)

· QTBT + TT, otherwise like some AVC / HEVC tools (no new tools added) ~10% (not studied)

· QTBT + TT + a few other JEM tools, otherwise like some HEVC tools (no new tools added) (e.g. ~24%)
The basic common element of QTBT + TT (quad tree / binary tree / ternary tree) was agreed, with the exact variation of that scheme to be determined in JVET.

After discussion that concluded that it was unlikely that additional technologies could be included at this point, beyond QTBT + TT, and that this aspect could be a matter for further consideration within JVET, it was agreed that the basic question was whether we could identify candidate elements of HEVC not to include.

A couple of candidate elements from HEVC to potentially remove in the new work were suggested, which were some segmentation aspects and some high-level syntax. It was agreed that such a removal of elements would be considered, with the specifics to be considered in JVET.
It was also agreed that JVET would consider the desirability of “placeholders”, where parts of the initial test environment are considered placeholders with no other official status (i.e., not as anchors against which any changes must be specifically justified).
14.2 Follow-up of issues discussed in joint meeting
JVET Tuesday 1000-1050
As clarification of what we mean by "QTBT + TT", TT = "ternary tree", and this considers also tree structures that may have binary or ternary or quaternary splits at various levels (not two separate alternative trees where one alternative has QTBT splitting and the other has ternary splitting).
Perhaps a summary name would be binary/ternary/quaternary-tree: BTQT (or just "segmenting tree" or somesuch, for purposes of phrasing in the text of the standard).
Candidate variations were discussed:
· D0117 had a signalling without considering details of CABAC contexts and picture boundary handling.

· J0024 has a proposed variation with some CABAC contexts and picture boundary handling and uses TT for all block sizes (some others use TT only for leaf nodes)

· J0075 has a variation in HM software along with ABT from a non-proponent (configurable, so ABT and special treatment of picture boundary can be switched).

· J0035 has a proposed variation in "NextSoftware" (cross-wise decodable with JEM) along with "BTS" (configurable, so BTS can be removed), also configurable for picture boundary handling.

· J0017 has a variant with ternary splits considered at the leaf nodes only
· J0020 has a QT with binary and ternary leaf nodes based on NextSoftware, and the proponent said that software has better structure and a short learning curve relative to JEM
There was a suggestion to consider the particular variation to be a "placeholder" with no presumptive status – this was agreed.
There was some concern over parallel threading in J0035. It was reported that the results reported in J0035 used single-thread.

JEM with QTBT handling of picture boundary was suggested, per J0075.

Having a smaller max transform size than the max CTU size was suggested.
Some "structure only" experiment results were presented by E. Alshina, comparing J0035 and J0075 with similar performance.

It was agreed to use a 128x128 maximum (and anchor) CTU size with 64x64 maximum luma transform size and corresponding maximum chroma transform size (32x32 for 4:2:0), and the software should be configurable in that regard.
It was also agreed to use a "NextSoftware" codebase as the basis for experiments. It was noted that this software also supports 4:4:4, and perhaps 4:2:2, and that this was desirable and should be studied. Further study of whether there may be any inadvertent differences between the NextSoftware and prior JEM designs is expected.
Parallel encoding for RA segments is also supported. It was agreed that group experiments will not use the lower-level encoder parallelism feature, pending further study.
An additional version of the JEM will be produced to align it for cross-decoding compatibility, although we do not plan to continue using the JEM on a longer-term basis.

For software coordinator, people volunteering included X. Li (of Tencent), F. Bossen (of Sharp), V. Seregin (of Qualcomm), K. Sühring (of HHI), Y. He (of InterDigital), K. Sharman (of Sony), C. W. Hsu (of MediaTek), R. Chernyak (of Huawei), M. W. Park (of Samsung), J. Choi (of LG).
Agreed software coordinator(s): K. Sühring, F. Bossen, X. Li. (Thu p.m.)
Working draft document with syntax and decoding process (at least for the relevant parts).
Document with algorithm concept and encoding description. This will be called a test model.
People volunteering included J. Chen (of Huawei), V. Drugeon (of Panasonic), Y. Ye (of InterDigital), S. Liu (of Tencent), S. Kim (of LG), Y. W. Huang (of MediaTek), K. Choi (of Samsung), B. Bross (of HHI), M. Coban (of Qualcomm), E. Francois (of Technicolor), E. Alshina (of Samsung, for the second document), A. Duenas (of ARM, for the second document), S. Park (of Yonsei Univ., for the second document).

B. Bross was agreed as primary editor of the draft standard text. (Confirmed Thu p.m.)
For the algorithm description, J. Chen and E. Alshina were agreed as primary editors. (Confirmed Thu p.m.)
The other volunteers (and others) are requested to assist the primary editors.

Adoptions include an obligation to provide text for the draft standard and the other document.

It was agreed that the software basis is the JVET-J0035 software with BTS disabled. An update will be released that will remove that feature.
Separate trees for luma and chroma? It was noted that this is configurable in J0035. It was agreed that it will remain configurable in our software but will not be considered part of the starting basis and working draft.

If a CU side length in each dimension is larger than the max transform length, it is tiled by the max transform length. Intra prediction operates at the transform block size, applying the prediction mode established at the CU size. This agreed.
14.3 HDR results review

Wednesday 18 April 1430-1600 (GJS & JRO)

Two of the top few performing contributions had no HDR customization of the decoding process (just encoder QP control) and did not use "reshaping". So to some degree it can be concluded that having a strong basic coding scheme for ordinary SDR was a large element of performing well on HDR video in this test.
The bit-rate overhead of the JEM QP adaptation for PQ video, versus decoder inferred adaptation, was suggested to be about 1%.
The CfP discouraged the use of colour volume transformations that varied spatially and temporally. None of the proposals used such techniques.

The CfP also discouraged QP adaptation other than for light level (which is what was done in the JEM reference). One of the top few performing contributions did use such a technique (and described the technique).

It was commented that much of the scoring difference between the group of proposals was due to one or two test sequences, so there is a high sequence dependence.

Further study of objective metrics was encouraged, including how the subjective test results correspond to objective measurements.
A participant said that a preliminary analysis indicated that the L100 and DeltaE seemed better correlated with the perceptual data than WPSNR for the chroma components. Another participant indicated that the anchor encoding is optimized for WPSNR, so if some other metric is better, it would be desirable to find an encoding method optimized for that.
Effective testing of HDR quality continues to require subjective testing thus far.
It was noted that none of the proponents used a specific scheme for HLG content.
Suggested CEs (some aspects could be more general AHG study):
· "Reshaping" [E. Francois]
· Anchor using adaptive QP versus alternative using an adaptive reshaper with the same sort of spatially varying adaptation (accounting for any signalling overhead bit rate)
· Anchor versus in-loop and out-of-loop reshaping

· Luma-chroma bit-rate allocation (and metric effects)
Testing conditions should be established for experiments. The CfP and/or CTC test conditions may suffice, perhaps along with QP settings of the prior CTC.
For HDR purposes, testing against the "BMS" may not be necessary.

The test model should support the anchor PQ adaptive QP scheme.
14.4 BoGs (2)
JVET-J0082 BoG report on CfP SDR tool survey [M. Zhou]

The report was discussed Saturday 0935-0950 (GJS and JRO)
The BoG was mandated to conduct a survey on proposed technology in SDR category, and produce a table to summarize major coding tools proposed in the CfP responses. The summary table is provided in the attached spreadsheet. No further action was recommended by the BoG.
All the CfP proponents in SDR category responded to the survey and filled out the table with coding tools proposed in their CfP responses. The coding tools are divided into the following 11 categories:

1) Partitioning structure

2) Entropy coding

3) Control data derivation process

4) Decoder side motion refinement 

5) Intra prediction

6) Inter prediction

7) Quantization

8) Transforms

9) In-loop filters 

10) Additional tools

11) Encoder specific tools

The summary table was provided in an attached spreadsheet.

Discussions in the BoG were reported as

· One participant pointed out that bilateral filter is applied to reconstructed blocks of both intra and inter modes.

· It was suggested to create a separate table for each tool category to list major coding tools in the category, and associated “tool-on” and “tool-off” BD-rate and run-time numbers (if available) . The BoG was not able to reach consensus on this.

· There was confusion about tool categorization, especially for category “control data derivation process”. It was clarified that this category of tools could include tools such as MPM/merge/skip/ list derivation, intra prediction mode derivation, motion vector reconstruction, motion vector derivation process of affine mode derivation of loop filter parameters, and etc.

The analysis did not consider HDR and 360° aspects.

The BoG chair said that further detailed study may be needed to clarify more specific differences and compression/complexity trade-offs for specific elements.

JVET-J0084 BoG on survey of proposed technology in HDR category [A. Segall]
Sunday xxxx-1010

This is a report of the Breakout Group on the Survey of Proposed Technology in the HDR Category that met during the 10th meeting. The group worked to develop a survey table on the HDR aspects of responses to the Call for Proposals

Using the JVET AhG report on JEM coding of HDR/WCG test content (AhG7), 10 responses to the Call for Proposals were identified as related to the HDR category.
The BoG met on April 14th from 4:30PM to 5:30PM.

The report was discussed Saturday 0935-0950 (GJS and JRO)

The group discussed the categories to be used for the survey table.  After a robust discussion, it was decided to begin with the categories below and identify if they were sufficient for the table:

· Decoding Technology

· Post-Processing (or Output Processing)

· Quantization Handling

· Other Decoding Tools

•
Encoding Technology

· Pre-Processing

· HDR Specific Encoding Tools

· Other Optimizations

The group then reviewed each input contribution.  For each proposal, the proponents first proposed the survey information for their proposal.  Comments from non-proponents were then discussed, and the table was edited collaboratively.

The survey table is included with the report.
The BoG recommended review of the provided survey table on the HDR aspects of responses to the Call for Proposals

In review, the following features were noted:

· One proponent group's proposals used automatic luma-adaptive QP (about 1% benefit reported), and one proposal coupled that with a related deblocking modification (customized differently for SDR, PQ, and HLG).

· An AMT scheme was suggested to be especially helpful for HDR (although proposed for both)

· IBDI (reported to provide about 5% BD chroma measures)
· Modified SAO (mostly for chroma)
· Encoder-only adaptive QP, chroma QP offset, some RDO modifications

· "Reshaping" (out-of-loop or in-loop with ROI support with reshaping of the reference picture during inter prediction and inverse reshaping of the reconstruction prior to reference picture storage)

JVET-J0085 BoG report on 360 video [J. Boyce]

Sunday 1010-

The BoG met on Apr 14 1430-1630 with the primary goal of preparing a survey of the proposed technologies includes in responses to the Call for Proposals in the 360° video category. A spreadsheet containing the prepared summary is attached.

Some questions were raised during the BoG meeting regarding the plans for the 360Lib software. Currently, the 360Lib software is integrated with the HM and JEM. When a Test Model is defined, should the 360Lib software or a variant of it be integrated with it as well? For experiments involving 360°-specific coding tools such as those included in some CfP responses, some sort of integration of projection mapping and the codec is desirable. 

Several new projection formats were proposed by proponents for inclusion in 360Lib, but BoG did not discuss yet, since it depends on the general plans for 360Lib. It was suggested to define a CE on projection formats.

On the status of the 360Lib software: It was suggested to not be aggressive about removing features from 360Lib. The test model will eventually depend on what is proposed in contributions. We could hypothetically split the documentation at some point or have different status identified in the provided documentation.

The report contained a list of features proposed in some proposals, in addition to the survey in the attached spreadsheet.

In addition to the summary include in the spreadsheet table, some additional points were captured when discussing some of the contributions, which are noted below.

JVET-J0019

Proposes MCP projection format plus coding tools.

MCP Format:

•
For top and bottom faces use EAC

•
For other four faces, use EAC in horizontal dimension, and other projection in vertical dimension

•
Proposing MCP be added to 360Lib

Coding tools:

•
For inter, derive projected MV from spherical neighbor block

•
For other cases, consider neighbors unavailable if across dis. boundary

Coding gains (not included in CfP response individually):

•
0.35% gain for MCP vs. EAC with HM

•
1.08% for inter

•
0.45% for intra

•
0.2% for loop filter (asserts bigger impact on subjective quality)

JVET-J0021

Coding tools average 2.2% gain for Low Complexity 

JVET-J0024

RSP with content-adaptive spatial adjustment, signaled per sequence. Should really be signaled per RAP.

0.2% gain for RSP change.

JVET-J0022

CU-adaptive QP based on spatial position. 

JVET-J0033

Proposes PAU projection format. Similar to J0019 in that one dimension’s projection function is changed, but new projection function differs.

No coding tool changes.

0.2% coding gain for PAU vs EAC.

Proposing PAU be added to 360Lib.

JVET-J0015

Proposes HAC adaptive projection mapping function. Is a generalization of EAC.

Signal 2 parameters per face, 12 total. Can change for each RAP. 

Conversion of reference frames between projection mapping formats is used (for open GOP.)

Proposing HAC be added to 360Lib.

From tool-on test, coding gains:

•
0.32% for HAC over EAC

•
0.54% for adaptive frame packing

•
0.33% for face discontinuity (but more subjective impact)

•
1.62% for geometry padding

Other discussion in the BoG:

· Question: Should there be some type of a “Test Model” for 360Lib type functionality? Should some 360Lib-like software have some new status?

· It was suggested to have a CE on projection formats, to study proposed new formats and existing formats.

· The CE would bring experimental results using the CTC. Will need to define CTC for projection formats and for 360 coding tools using the new test Model. 

· Which codec to use for projection formats? New Test Model would require integration work

· Consider removing unused formats from 360Lib.

· Raise question about 360Lib status in track, and hold additional BoG session afterwards.

Additional summary of proposal properties from JVET plenary:

7 proposals would take effect on the coding loop, proposing specific coding tools

12 submission, 9 different projection formats (3 parties made 2 submissions)

· Several proposals use EAC derivatives (none of them the original one from 360lib)

· Others use ERP/PERP, or RSP

Action for BoG: Excel sheet to be updated to make more clear whicb elements of proposals would affect the coding loop, and which elements only require out-of-loop processing (In the Excel sheet, everything from column W is somehow like that)

Elements that would affect the coding loop:

· Decoder needs knowledge about positions of face boundaries, if they are continuous or discontinuous, and if they are discontinuous, where to find the spherical neighbor.

· Such information is then used for disabling/modifying coding tools to avoid using “wrong” neighbors, or are used to fetch the correct spherical neighbors for cross-boundary operations (e.g. intra pred, loop filter, CABAC context, etc.)

· Further, several proposals used “geometry padding”, which is typically implemented by modification of the reference picture (which becomes larger than the picture to be coded); could be done on-the-fly at the decoder

Note: Any operation in the coding loop probably requires more precise description than provided in the proposals.

It was suggested to consider defining a CE on projection formats.

JVET-J0096 BoG report on Benchmark Set tool selection [J. Boyce]


Was presented in JVET plenary Thu 19th 1100-1120

The BoG met on Apr 18 from 2:30 pm to 4:00 pm and 5:30 pm to 6:00 pm to select which subset of the JEM tools should be included in the “benchmark set” (BMS) of tools with higher coding efficiency than the test model. The BoG was directed to exclude tools from the BMS that either had high decoder implementation complexity, or that had low demonstrated coding efficiency improvement. 

A list of JEM tools was gathered from JVET-G1001 “Algorithm description of Joint Exploration Test Model 7 (JEM7).”  The attached spreadsheet was prepared during consideration of the JEM tools.

The BoG recommends exclusion of 17 JEM tools (as documented in the Excel sheet that is attached to the report), and inclusion of the following 9 JEM tools:

· 65 intra prediction modes

· Coefficient coding

· AMT + 4x4 NSST

· Affine motion

· GALF

· Subblock merge candidate (ATMVP )

· Adaptive motion vector precision

· Decoder motion vector refinement

· LM Chroma mode

Further, Document JVET-J0094 was discussed in the BoG.

This document suggests a process to select the benchmark set (BMS).  The proposed method starts with a base configuration that includes HM + QTBT + TT.  On top of that, additional coding tools are tested individually and ranked according to their BD-rate vs. encoder/decoder runtime slope.  This ranking can provide guidance and an order for selecting tools for a test model for given coding efficiency and runtime expectations.  As an example, the method is applied to JEM tools.  Two different combinations of tools with a certain minimum BD-rate gain and a high slope are selected to generate two operation points. For example, the BD-rates and runtimes of SDR UHD sequences are as follows:

· MTT with -15% BD-rate over the HM anchor at 113% encoder and 87% decoder runtime. 

· OP1 with -26% BD-rate over the HM anchor at 370% encoder and 109% decoder runtime. 

The proposed method provides a way to compile a benchmark set from a set of tools for given BD-rate and complexity conditions.  

The model calculates a slope of coding gain vs. the complexity metric. Models complexity by weighted average of 5* decoder run time plus encoder runtime, with the factor configurable. Some participants questioned if 5x weighting for decoder makes sense.

Used QPs (27, 32, 37, 42) to closer match the CfP bitrates. Suggestion to use lower QPs.

A table was provided of coding efficiency gains and runtimes for encoder and decoder for 49 frames. 

In the follow-up discussion in JVET, one expert raised the question if bi-prediction should be inhibited for 4x4 blocks. It was however agreed that imposing such a restriction in this early stage would be premature.

The proposed set of tools was approved in the JVET plenary.
14.5 List of actions taken affecting JEM7 and 360lib5 (update or delete)
The following is a summary, in the form of a brief list, of the actions taken at the meeting that affect the text of the JEM7 or 360Lib5.0 description. Both technical and editorial issues are included. This list is provided only as a summary – details of specific actions are noted elsewhere in this report and the list provided here may not be complete and correct. The listing of a document number only indicates that the document is related, not that it was adopted in whole or in part.
Was presented and confirmed to be complete Tuesday 24th in the JVET plenary.
14.5.1 Encoder only or CTC/software changes
CTC were discussed Thursday 19 April at 1800 (chaired by Jill Boyce)
Reviewed draft version of JVET-J1010, “JVET common test conditions and software reference configurations”

Specific aspects agreed in the discussion included the following:
· Keep Low delay P configuration optional.

· Sequences: Switch to CfP sequences for UHD and HD, except also add Tango for UHD.

· Still require Class D, but don’t include it in the Average; report it separately.

· Keep the old CTC QP values, but encourage reporting of additional QP ranges, 

· In the document, consider explicitly mentioning the chroma QP offset, although it is already expressed in the config files. Stick with the current QP offset values.



14.5.2 Syntax/semantics/decoding process changes
None.
14.5.3 Changes in 360lib

General: It had been agreed by the 7th JVET meeting that the list of projection formats included in the CTC & 360Lib will not grow further, to avoid having so many that we can’t properly study them. If we want to add one, we need a decision to remove one. Anchors for projection formats to be made available only with HM and ERP for JEM. The action taken is in line with this policy
15 Project planning
15.1 Core experiment planning

The following CEs were initially planned (Wed 18th 1630) It was emphasized that this was an initial list, and it was still to be decided after a presentation of an initial CE description if the respective CE will be finally established:

1. Partitioning (J. Ma (primary), M. W. Park, [Thu: Add per document])

2. In-loop filters (L. Zhang, K. Andersson, [Thu: added Y. Tung])

3. Intra prediction and mode coding (G. Auwera, J. Heo)

4. Inter prediction and MV coding (H. Yang, S. Liu)

5. Arithmetic coding engine (T. Nguyen, A. Said)

6. Transforms and transform signalling (A. Said, X. Zhao)

7. Quantization and coefficient coding (M. Coban, H. Schwarz)

8. Current picture referencing (X. Xu, K. Müller)

9. Decoder side MV derivation (S. Esenlik, Y.W. Chen)

10. Combined and multi-hypothesis prediction (C.W. Hsu, M. Winken)

11. Composite reference pictures (X. Zheng)

CE draft developers shall present initial versions of CE proposals Thu. afternoon, containing

· list of sub-experiments, origin of the technology to be investigated (CfP response document number), expected results, method of investigation

· Participating parties and cross-checkers

· Expected interdependency with other CEs

Interested parties were asked to get in contact with CE draft developers as listed above.

Initial descriptions of CEs 1 and 2 were orally reviewed Thursday 1600-1630.

For CE1: transform coefficient coding should be used from test (or with minor alignments when necessary by the partitioning); estimated number of configurations that will be tested to be reported on Friday. JVET-J1021
For CE2: It was noted that deblocking in the BMS is already parallelizable. It was suggested to include HDR test sequences in deblocking tests.

15.2 JEM description drafting and software

The following agreement has been established: the editorial team has the discretion to not integrate recorded adoptions for which the available text is grossly inadequate (and cannot be fixed with a reasonable degree of effort), if such a situation hypothetically arises. In such an event, the text would record the intent expressed by the committee without including a full integration of the available inadequate text.
15.3 Plans for improved efficiency and contribution consideration
The group considered it important to have the full design of proposals documented to enable proper study.
Adoptions need to be based on properly drafted working draft text (on normative elements) and HM encoder algorithm descriptions – relative to the existing drafts. Proposal contributions should also provide a software implementation (or at least such software should be made available for study and testing by other participants at the meeting, and software must be made available to cross-checkers in EEs).
Suggestions for future meetings included the following generally-supported principles:
· No review of normative contributions without draft specification text
· JEM text is strongly encouraged for non-normative contributions
· Early upload deadline to enable substantial study prior to the meeting
· Using a clock timer to ensure efficient proposal presentations (5 min) and discussions
The document upload deadline for the next meeting was planned to be Thursday 11 Jan. 2018.
As general guidance, it was suggested to avoid usage of company names in document titles, software modules etc., and not to describe a technology by using a company name.
15.4 General issues for experiments
Move to appropriate place in notes: It was agreed that proponents should not publish specific claims or precise measurements about the subjective performance of their proposal in the CfP test.
This section was reviewed Thursday 19 April afternoon.
Group coordinated experiments have been planned as follows:
· “Core experiments” (CEs) are the coordinated experiments on coding tools which are deemed to be interesting but require more investigation and could potentially become part of the main branch of JEM by the next meeting.
· A description of each experiment is to be approved at the meeting at which the experiment plan is established. This should include the issues that were raised by other experts when the tool was presented, e.g., interference with other tools, contribution of different elements that are part of a package, etc. The experiment description document should provide the names of individual people, not just company names.
· Software for tools investigated in a CE will be provided in one or more separate branches of the software repository. The software coordinator will coordinate the creation of these branches. All JVET members can obtain read access to the CE software branches. The access method will be announced on the JVET reflector within two weeks after the meeting.
· During the experiment, further improvements of the planned experiment can be made
· By the next meeting it is expected that at least one independent cross-checker will report a detailed analysis of each proposed feature that has been tested and confirm that the implementation is correct. Commentary on the potential benefits and disadvantages of the proposed technology in cross-checking reports is highly encouraged. Having multiple cross-checking reports is also highly encouraged (especially if the cross-checking involves more than confirmation of correct test results). The reports of cross-checking activities may (and generally should) be integrated into the CE report rather than submitted as separate documents.
· 
It is possible to define sub-experiments within particular CEs, for example designated as CEX.a, CEX.b, etc., where X is the basic CE number.
As a general rule, it was agreed that each CE should be run under the same testing conditions using one software codebase, which should be based on the group test model software codebase. An experiment is not to be established as a CE unless there is access given to the participants in (any part of) the CE to the software used to perform the experiments.
The general agreed common conditions for single-layer coding efficiency experiments are described in the output document JVET-J1010.
Experiment descriptions should be written in a way such that it is understood as a JVET output document (written from an objective “third party perspective”, not a company proponent perspective – e.g. referring to methods as “improved”, “optimized” etc.). The experiment descriptions should generally not express opinions or suggest conclusions – rather, they should just describe what technology will be tested, how it will be tested, who will participate, etc. Responsibilities for contributions to CE work should identify individuals in addition to company names.
CE descriptions contain a basic description of the technology under test, but should not contain excessively verbose descriptions of a technology (at least not unless the technology is not adequately documented elsewhere). Instead, the CE descriptions should refer to the relevant proposal contributions for any necessary further detail. However, the complete detail of what technology will be tested must be available – either in the CE description itself or in referenced documents that are also available in the JVET document archive.
Any technology must have at least one cross-check partner to establish an CE – a single proponent is not enough. It is highly desirable have more than just one proponent and one cross-checker.
Some agreements relating to CE activities were established as follows:
· Only qualified JVET members can participate in an CE.
· Participation in an CE is possible without a commitment of submitting an input document to the next meeting. Participation is requested by contacting the CE coordinator.
· All software, results, and documents produced in the CE should be announced and made available to JVET in a timely manner.
· All substantial communications about a CE, other than logistics arrangements, exchange of data, minor refinement of the test plans, and preparation of documents shall be conducted on the main JVET reflector. In the case that large amounts of data are to be distributed is recommended to send an announcement to the JVET reflector without attaching the materials, and send the materials to those who have requested it directly, or provide a link to it, or upload the data as an input contribution to the next meeting.

General timeline
T1= 3 weeks after the JVET meeting: To revise EE description and refine questions to be answered. Questions should be discussed and agreed on JVET reflector.

T2 = Test model SW release + 2 weeks: Integration of all tools into separate EE branch of JEM is completed and announced to JVET reflector.


Initial study by cross-checkers can begin.


Proponents may continue to modify the software in this branch until T3


3rd parties encouraged to study and make contributions to the next meeting with proposed changes

T3: 3 weeks before the next JVET meeting: Any changes to the exploration branches software must be frozen, so the cross-checkers can know exactly what they are cross-checking. An software version tag should be created at this time and announced on the JVET reflector. The name of the cross-checkers and list of specific tests for each tool under study in the EE will be announced in JVET reflector by this time. Full test results must be provided at this time (at least for proposals targeting to be promoted to JEM at the next meeting).


New branches may be created which combine two or more tools included in the EE document or the JEM. Requests for new branches should be made to the software coordinators.
Don’t need to formally name cross-checkers in the EE document. To adopt a proposed feature at the next meeting, we would like see comprehensive cross-checking done, with analysis that the description matches the software, and recommendation of value of the tool given tradeoffs.
The establishment of a CE does not indicate that a proposed technology is mature for adoption or that the testing conducted in the CE is fully adequate for assessing the merits of the technology, and a favorable outcome of CE does not indicate a need for adoption of the technology.
15.5 Software development and anchor generation
The planned timeline for software releases was established as follows:
· JEM7.1 will be released by 2017-25-10.
· Further versions may be released for additional bug fixing, as appropriate
Timeline of 360lib5.0: 2 weeks after the meeting (2017-11-10).
· Further versions may be released as appropriate for bug fixing.
CfP anchors will be updated as necessary (same responsibilities as from 7th meeting)

HDR: NHK/Sony will provide (and verify) HDR-A anchors (Nov. 10)

· For SDR: HD/RA, HD/LD, UHD: Samsung/Qualcomm (no update necessary)
· For 360: InterDigital/Samsung (Nov. 10)
· For HDR-B: Technicolor/Qualcomm (Nov. 10)
New HM anchors will be generated using HM 16.16. JEM anchors will be based on JEM 7.0.
16 Output documents and AHGs
The following documents were agreed to be produced or endorsed as outputs of the meeting. Names recorded below indicate the editors responsible for the document production.
JVET-I1000 Meeting Report of the 9th JVET Meeting [G. J. Sullivan, J.-R. Ohm] [2018-04-10] (near next meeting)

Intermediate versions of the meeting notes (d0 … d5) were made available on a daily basis during the meeting.
Remains valid – not re-issued: JVET-G1001 Algorithm description of Joint Exploration Test Model 7 (JEM7) [J. Chen, E. Alshina, G. J. Sullivan, J.-R. Ohm, J. Boyce]

Remains valid – not re-issued: JVET-H1002 Joint Call for Proposals on Video Compression with Capability beyond HEVC [A. Segall, V. Baroncini, J. Boyce, J. Chen, T. Suzuki] 
JVET-I1003 Template for Proposal Description Documents for Responses to the Joint CfP on Video Compression with Capability beyond HEVC [M. Zhou, J. Chen, E. François, P. Hanhart] [2018-01-26]
Includes Excel templates for the cases of SDR, HDR and 360° video for data to be provided by proponents.

This was reviewed and refined 1400-1545 Thurs (GJS & JRO).
Remains valid – not re-issued: JVET-H1004 Algorithm descriptions of projection format conversion and video quality metrics in 360Lib Version 5 [Y. Ye, E. Alshina, J. Boyce] 
JVET-I1005 Clarification guidance for responses to the Joint CfP on Video Compression with Capability beyond HEVC [G. J. Sullivan, J.-R. Ohm, V. Baroncini] [2018-01-26] (MPEG N17438)
Reviewed 1545 Thu (GJS & JRO).
The SDR FoodMarket4 sequence is 720 frames long (@ 60 fps) and the HDR ShowGirl2 sequence is 339 frames long (@ 25 fps). There was discussion of whether the entire sequences should be used for subjective testing. After discussion, it was agreed that the entire length of each sequence will be used.
JVET-J1010 JVET common test conditions and software reference configurations [J. Boyce, V. Seregin]

Remains valid – not re-issued: JVET-H1020 JVET common test conditions and evaluation procedures for HDR/WCG video [A. Segall, E. François, D. Rusanovskyy] 
Remains valid – not re-issued: JVET-H1030 JVET common test conditions and evaluation procedures for 360° video [E. Alshina, J. Boyce, A. Abbas, Y. Ye]
It was reminded that in cases where the JVET document is also made available as MPEG output document, a separate version under the MPEG document header should be generated. This version should be sent to GJS and JRO for upload.
	Title and Email Reflector
	Chairs
	Mtg

	Project Management (AHG1)

(jvet@lists.rwth-aachen.de)

· 
· 
· 
· []

	J.-R. Ohm, G. Sullivan 
	N

	Draft text and test model algorithm description editing (AHG2)qq
(jvet@lists.rwth-aachen.de)

· Develop and propose improvements to JVET-G1001 Algorithm Description of Joint Exploration Test Model 7.
· Gather and address comments for refinement of the document.
· Coordinate with the JEM software development AHG to address issues relating to mismatches between software and text.


	E. Alshina, B. Bross, J. Chen (co-chairs)
	N

	Test model software development (AHG3)

(jvet@lists.rwth-aachen.de)

· Continue development of the JEM software package.

· Produce documentation of software usage for distribution with the software.

· Coordinate with AHG on JEM model editing to identify any mismatches between software and text, and make further updates and cleanup to the software as appropriate.

· Investigate the implementation of SCC coding tools in JEM.

· Coordinate with AHG6 for integration of 360° video software.

	F. Bossen, X. Li K. Sühring (co-chairs)
	N

	Test material and visual assessment (AHG4)

(jvet@lists.rwth-aachen.de)

· Maintain the video sequence test material database for development of future video coding standards.

· Identify and recommend appropriate test materials and corresponding test conditions for use in the development of future video coding standards.

· Identify missing types of video material, solicit contributions, collect, and make available a variety of video sequence test material.

Evaluate new test sequences, and prepare for the visual assessment and availability of viewing equipment in the next meeting.

	V. Baroncini, R. Chernyak, P. Hanhart, A. Norkin, T. Suzuki, J. Ye (co-chairs)
	N

	Memory bandwidth consumption of coding tools (AHG5)

(jvet@lists.rwth-aachen.de)

· Study the methodology of measuring decoder memory bandwidth consumption, including cache models.
· Develop software tools for measuring both average and worst case of memory bandwidth.

· Make analysis of memory bandwidth needs for examples of JEM coding tools.

· Study the impact of memory bandwidth on specific application cases. 

	R. Hashimoto (chair), E. Alshina, T. Ikai, H. Yang, M. Zhou (vice chairs)
	N

	360° video conversion software development (AHG6)

(jvet@lists.rwth-aachen.de)

· Coordinate with AHG8 to identify any mismatches between software and document JVET-H1004, and make further updates, bug fixing and cleanup to the software as appropriate.

· Produce documentation of software usage for distribution with the software.

	Y. He and K. Choi, (co-chairs)
	N

	Coding of HDR/WCG material (AHG7)

(jvet@lists.rwth-aachen.de)

· Study and evaluate available HDR/WCG test content, including appropriate displays for subjective evaluation of the content.

· Study objective metrics for quality assessment of HDR/WCG material.

· Evaluate transfer function conversion methods.
· Study additional aspects of coding HDR/WCG content.

	A. Segall (chair), E. François, D. Rusanovskyy (vice chairs)
	N

	360° video coding tools and test conditions (AHG8)

(jvet@lists.rwth-aachen.de)

· Study the effect on compression and subjective quality of different projections formats, resolutions, and packing layouts.
· Discuss refinements of common test conditions, test sequences, and evaluation criteria.

· Study consistency of and potential improvements to the objective quality metrics in CTC.

· Solicit additional test sequences, and evaluate suitability of test sequences on head-mounted displays and normal 2D displays.

· Study coding tools dedicated to 360° video, and their impact on compression.

Study the effect of viewport resolution, field of view, and viewport speed/direction on visual comfort.

	J. Boyce (chair), A. Abbas, G. v. d. Auwera, K. Choi, P. Hanhart (vice chairs)
	N

	Neural networks in video coding (AHG9)

(jvet@lists.rwth-aachen.de)

· Investigate the benefit of deep learning technology in video compression
· Investigate the complexity impact of using deep learning in video compression

· Investigate deep learning based coding tools such as CNN loop filter

· Investigate the relationship between CNN filter and ALF, and other loop filters

· Investigate the performance of CNN filter used as an in-loop filter or a post-processing filter

· Investigate the impact of QP on CNN filter.


	S. Liu (chair), B. Choi, K. Kawamura, Y. Li, L. Wang, P. Wu, H. Yang (vice chairs) 
	N

	Encoding algorithm optimizations (AHG10)

(jvet@lists.rwth-aachen.de)

· Study the impact of using techniques such as GOP structures and perceptually optimized adaptive quantization for encoder optimization.

· 
….

	R. Sjöberg (chair), E. Alshina, C. Helmrich, S. Ikonin, A. Norkin (vice chairs)
	N

	Screen content coding (AHG11)

(jvet@lists.rwth-aachen.de)

· Study the impact of using perceptually optimized adaptive quantization in context of HM and JEM coding.

· Prepare HM and JEM bitstreams using adaptive QP matching the rates of the CfP, for subjective comparison against the CfP anchors.

· Study objective error metrics for measuring small subjective compression efficiency improvements when adaptive quantization is used.

· 
	S. Liu (chair), J. Boyce, and Y.-C. Sun (vice chairs)
	N

	High-level parallelism (AHG12)
(jvet@lists.rwth-aachen.de)

· tiles, slices, wavefronts.


	T. Ikai (chair), M. Coban, H. M. Jang, R. Skupin, Y.-K. Wang
	


17 Future meeting plans, expressions of thanks, and closing of the meeting
Future meeting plans were established according to the following guidelines:
· Meeting under ITU-T SG 16 auspices when it meets (starting meetings on the Tuesday or Wednesday of the first week and closing it on the Tuesday or Wednesday of the second week of the SG 16 meeting – a total of 6–7.5 meeting days), and
· Otherwise meeting under ISO/IEC JTC 1/SC 29/WG 11 auspices when it meets (starting meetings on the Thursday or Friday prior to such meetings and closing it on the last day of the WG 11 meeting – a total of 8.5 meeting days).
In cases where high workload is expected for a meeting, an earlier starting date may be defined.
Some specific future meeting plans (to be confirmed) were established as follows:
· Tue. 10 – Wed. 18 July 2018, 11th meeting under ITU-T auspices in Ljubljana, SI.
· Thu. 4 – Fri. 12 Oct. 2018, 12th meeting under WG 11 auspices in Macao, CN.

· Thu. 10 – Fri. 18 January 2019, 13th meeting under WG11 auspices in Marrakesh, MA.

· Tue. 19 – Wed. 27 March 2019, 14th meeting under ITU-T auspices in Geneva, CH.

The agreed document deadline for the 11th JVET meeting is XXday X July 2018. Plans for scheduling of agenda items within that meeting remain TBA.
XXX were thanked for the excellent hosting and organization of the 10th meeting of the JVET. 
… thanked for providing viewing equipment. 
… thanked for making CfP submissions

… thanked for conducting subjective tests. 

The 10th JVET meeting was closed at approximately XXXX hours on Friday 20 Apr. 2018.
Annex A to JVET report:
List of documents

Annex B to JVET report:
List of meeting participants

The participants of the tenth meeting of the JVET, according to a sign-in sheet circulated during the meeting sessions (approximately XXX people in total), were as follows:
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