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Summary

The Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its fifth meeting during 27 July-2 Aug. 2013 at the Event Hotel Pyramide, Vösendorf, Vienna, AT. The JCT-3V meeting was held under the chairmanship of Dr Jens-Rainer Ohm (RWTH Aachen/Germany) and Dr Gary Sullivan (Microsoft/USA). For rapid access to particular topics in this report, a subject categorization is found (with hyperlinks) in section 1.14 of this document.
The meeting was mainly held in a “single track” fashion, with few breakout activities (as documented in this report) held in parallel. Several plenary sessions were chaired by Dr Anthony Vetro or Dr Karsten Müller, particularly in cases when neither of the two chairs was able to attend due to commitments in other groups or joint meetings. It was usually avoided to make decisions which might cause objections in such cases.
The JCT-3V meeting sessions began at approximately 0900 hours on Saturday 27 July 2013. Meeting sessions were held on all days until the meeting was closed at approximately XX:XX hours on Friday 2 Aug. Approximately XXX people attended the JCT-3V meeting, and approximately XXX input documents were discussed. The meeting took place in a collocated fashion with a meeting of WG11 – one of the two parent bodies of the JCT-3V. The subject matter of the JCT-3V meeting activities consisted of work on 3D extensions of the Advanced Video Coding (AVC) and the High Efficiency Video Coding (HEVC) standards.
The AHG on 3D High-level Syntax (AHG7) had met the 2 days before the JCT-3V meeting (25-26 July), to discuss HEVC HLS input contributions jointly with JCT-VC experts. The outcome of this joint meeting, which continued after the beginning of the JCT-3V meeting, is documented in the JCT-VC report JCTVC-N1000 (insert link).
The primary goals of the meeting were to review the work that was performed in the interim period since the first JCT-3V meeting in producing 

· the 6th version of specification Draft of the AVC 3D extension framework (3D-AVC, which had been issued as ISO/IEC DAM); 

· the 6th test model of the AVC 3D extension framework (3D-AVC), and associated software; 
· the 4th version of draft text of the Multiview HEVC extension (MV-HEVC), which had been issued as an ISO/IEC 23008-2/PDAM2 study document; 
· the 4th test model of the HEVC 3D extension framework (3D-HEVC) and associated software;
· the 3rd Draft of MVC plus depth conformance specification, which had been issued as an ISO/IEC 14496-4:2004/PDAM41 study document;
· the first draft of the MVC plus depth reference software specification;

· the first draft for 3D-AVC conformance specification;

· the 3rd Draft of Multi-resolution Frame Compatible Stereo (MFC), which had been issued as ISO/IEC 14496-10:2012/DAM5;
· the first test model and associated software of MFC.

Furthermore, the JCT-3V reviewed the results from the interim Core Experiments (CE); reviewed technical input documents; produced updated versions of the draft texts, framework descriptions and software implementations of the items above; and planned a new set of Core Experiments (CEs) for further investigation of proposed technology.

The JCT-3V produced XX particularly important output documents from the meeting: 
· Draft Text 67 of 3D-AVC (Study of ISO/IEC 14496-10:2012/DAM3 – not for ballot)
· Test Model 7 of 3D-AVC, and associated software

· Draft Text 5 of MV-HEVC (ISO/IEC 23008-2:200X/DAM 2– for ballot)
· Test Model 5 of 3D-HEVC (includes MV-HEVC as subset), and associated software
· Draft 4 of MVC plus Depth Conformance (Study of ISO/IEC 14496-4:2004/DAM 41 – not for ballot)

· Draft 2 of MVC plus Depth Reference Software (Study of ISO/IEC 14496-5:2001/PDAM 33 – not for ballot)
· Draft 2 of 3D-AVC Conformance

· Draft 4 of Multi-resolution Frame Compatible Stereo (Study of ISO/IEC 14496-10:2012/DAM 5 – not for ballot)
· Draft 1 of MFC Conformance (ISO/IEC 14496-4:2004/PDAM XX –for ballot)

· Draft 1 of MFC Reference Software (ISO/IEC 14496-5:2001/PDAM XX –for ballot)

· Test Model 2 of Multi-resolution Frame Compatible Stereo
· Common Test Conditions of 3DV Core Experiments 

Moreover, plans were established to conduct X future CEs in the interim period until the next meeting.

It was emphasized that a short editing period would apply to have the DAM ballot result for MV-HEVC available by the time of the January 2014 meeting.

For the organization and planning of its future work, the JCT-3V established XX "Ad Hoc Groups" (AHGs) to progress the work on particular subject areas. The next five JCT-3V meetings are planned for 26 Oct– 01 Nov. 2013 under ITU-T auspices in Geneva, CH, 11–17 Jan. 2014 under WG 11 auspices in San Jose, US, 29 March – 4 April 2014 under WG 11 auspices in Valencia, ES, 3 – 9 July 2014 under ITU-T auspices in Sapporo, JP, and XXX.
The document distribution site http://phenix.it-sudparis.eu/jct3v/ was used for distribution of all documents.

The reflector to be used for discussions by the JCT-3V and all of its AHGs is jct-3v@lists.rwth-aachen.de. 
Administrative topics

1.1 Organization

The ITU-T/ISO/IEC Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) is a group of video coding experts from the ITU-T Study Group 16 Visual Coding Experts Group (VCEG) and the ISO/IEC JTC 1/ SC 29/ WG 11 Moving Picture Experts Group (MPEG). The parent bodies of the JCT-3V are ITU-T WP3/16 and ISO/IEC JTC 1/SC 29/WG 11.

The Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its fifth meeting during 27 July-2 Aug. 2013 at the Event Hotel Pyramide, Vösendorf, Vienna, AT. The JCT-3V meeting was held under the chairmanship of Dr Jens-Rainer Ohm (RWTH Aachen/Germany) and Dr Gary Sullivan (Microsoft/USA). A couple of sessions were also chaired by Dr Anthony Vetro (MERL/USA) or Dr Karsten Müller (FhG-HHI/Germany).
1.2 Meeting logistics

The JCT-3V meeting sessions began at approximately 0900 hours on Saturday 27 July 2013. Meeting sessions were held on all days until the meeting was closed at approximately XX:XX hours on Friday 2 Aug. Approximately XXX people attended the JCT-3V meeting, and approximately XXX input documents were discussed. The meeting took place in a collocated fashion with a meeting of WG11 – one of the two parent bodies of the JCT-3V. The subject matter of the JCT-3V meeting activities consisted of work on 3D extensions of the Advanced Video Coding (AVC) and the High Efficiency Video Coding (HEVC) standards.

The AHG on 3D High-level Syntax (AHG7) had met the 2 days before the JCT-3V meeting (25-26 July), to discuss HEVC HLS input contributions jointly with JCT-VC experts. 
Information regarding preparation and logistics arrangements for the meeting had been provided via the email reflector jct-3v@lists.rwth-aachen.de. 
1.3 Primary goals

The primary goals of the meeting were to review the work that had been performed in the interim period since the third JCT-3V meeting in producing UPDATE
· Draft Text 6 of 3D-AVC (ISO/IEC 14496-10:2012/DAM 2 – for ballot)
· Test Model 6 of 3D-AVC, and associated software

· Draft Text 4 of MV-HEVC (Study of ISO/IEC 23008-2:200X/PDAM 2– not for ballot)
· Test Model 4 of 3D-HEVC (includes MV-HEVC as subset), and associated software
· Draft 3 of MVC plus Depth Conformance (ISO/IEC 14496-4:2004/DAM 41 – for ballot)

· Draft 1 of MVC plus Depth Reference Software

· Draft 1 of 3D-AVC Conformance

· Draft 3 of Multi-resolution Frame Compatible Stereo (ISO/IEC 14496-10:2012/DAM 5 – for ballot)
· Test Model 1 of Multi-resolution Frame Compatible Stereo
· Common Test Conditions of 3DV Core Experiments 

Furthermore, the JCT-3V reviewed the results from the interim Core Experiments (CE); reviewed technical input documents; produced updated versions of the aforementioned draft texts (except the MVC depth extension which was final), framework descriptions and software implementations of the items above; and planned a new set of Core Experiments (CEs) for further investigation of proposed technology.

1.4 Documents and document handling considerations

1.4.1 General

The documents of the JCT-3V meeting are listed in Annex A of this report. The documents can be found at http://phenix.it-sudparis.eu/jct3v/.

Registration timestamps, initial upload timestamps, and final upload timestamps are listed in Annex A of this report.

Document registration and upload times and dates listed in Annex A and in headings for documents in this report are in Paris/Geneva time. Dates mentioned for purposes of describing events at the meeting (rather than as contribution registration and upload times) follow the local time at the meeting facility.

Highlighting of recorded decisions in this report:

· Decisions made by the group that affect the normative content of the draft standard are identified in this report by prefixing the description of the decision with the string "Decision:".

· Decisions that affect the reference software but have no normative effect on the text are marked by the string "Decision (SW):".

· Decisions that fix a bug in the specification (an error, oversight, or messiness) are marked by the string "Decision (BF):".

· Decisions regarding things that correct the text to properly reflect the design intent, add supplemental remarks to the text, or clarify the text are marked by the string "Decision (Ed.):".

· Decisions regarding … simplification or improvement of design consistency are marked by the string "Decision (Simp.):".

· Decisions regarding complexity reduction (in terms of processing cycles, memory capacity, memory bandwidth, line buffers, number of contexts, number of context-coded bins, etc.) … "Decision (Compl.):"

This meeting report is based primarily on notes taken by the chairs and projected (if possible) for real-time review by the participants during the meeting discussions. The preliminary notes were also circulated publicly by ftp (http://wftp3.itu.int/av-arch/jct3v-site/) during the meeting on a daily basis. Considering the high workload of this meeting and the large number of contributions, it should be understood by the reader that 1) some notes may appear in abbreviated form, 2) summaries of the content of contributions are often based on abstracts provided by contributing proponents without an intent to imply endorsement of the views expressed therein, and 3) the depth of discussion of the content of the various contributions in this report is not uniform. Generally, the report is written to include as much discussion of the contributions and discussions as is feasible in the interest of aiding study, although this approach may not result in the most polished output report.

1.4.2 Late and incomplete document considerations

The formal deadline for registering and uploading non-administrative contributions had been announced as Friday, 19 July 2013.

Non-administrative documents uploaded after 2359 hours in Paris/Geneva time Saturday 20 July 2013 were considered "officially late".

Most documents in this category were CE reports or cross-verification reports, which are somewhat less problematic than late proposals for new action (and especially for new normative standardization action).
Participants are urgently advised NOT to register contributions with placeholder titles such as “Crosscheck for XYZ Corporation”, “CE contribution XX”, or contributions without author names. Likewise, it is not acceptable to re-use numbers of such placeholder registrations for other purposes. In future meetings, such placeholder registrations, which only complicate the document allocation, will be deleted by the chairs.
The group strived to be conservative when discussing and considering the content of late documents, although no objections were raised regarding allowing some discussion in such cases.

All contribution documents with registration numbers JCT3V-E0246 to JCT3V-E0XXX were registered after the "officially late" deadline (and therefore were also uploaded late). Some documents in the "E0246+" range include break-out activity reports that were generated during the meeting and are therefore considered report documents rather than late contributions.

In many cases, contributions were also revised after the initial version was uploaded. The contribution document archive website retains publicly-accessible prior versions in such cases. The timing of late document availability for contributions is generally noted in the section discussing each contribution in this report.

One suggestion to assist with this issue was to require the submitters of late contributions and late revisions to describe the characteristics of the late or revised (or missing) material at the beginning of discussion of the contribution. This was agreed to be a helpful approach to be followed at the meeting.

The following technical proposal contributions were classified as late either due to late upload or late registration:

· JCT3V-E0XXX (a technical proposal on YYY) [uploaded XX-XX]

The following other documents not proposing normative technical content were classified as late:

· JCT3V- E0XXX (a technical proposal on ZZZ)
The following cross-verification reports were uploaded late: JCT3V-E0XXX, ... .
The following document registrations were later cancelled or otherwise never provided or never discussed due to lack of availability or registration errors: JCT3V-E0XXX, ....
Ad hoc group interim activity reports, CE summary results reports, break-out activity reports, and information documents containing the results of experiments requested during the meeting are not included in the above list, as these are considered administrative report documents to which the uploading deadline is not applied.

As a general policy, missing documents were not to be presented, and late documents (and substantial revisions) could only be presented when sufficient time for studying was given after the upload. Again, an exception is applied for AHG reports, CE summaries, and other such reports which can only be produced after the availability of other input documents. There were no objections raised by the group regarding presentation of late contributions, although there was some expression of annoyance and remarks on the difficulty of dealing with late contributions and late revisions.

It was remarked that documents that are substantially revised after the initial upload are also a problem, as this becomes confusing, interferes with study, and puts an extra burden on synchronization of the discussion. This is especially a problem in cases where the initial upload is clearly incomplete, and in cases where it is difficult to figure out what parts were changed in a revision. For document contributions, revision marking is very helpful to indicate what has been changed. Also, the "comments" field on the web site can be used to indicate what is different in a revision.

"Placeholder" contribution documents that were basically empty of content, with perhaps only a brief abstract and some expression of an intent to provide a more complete submission as a revision, were considered unacceptable and were rejected in the document management system, as has been agreed since the third meeting.

(the following case did not happen in the current meeting)

The initial uploads of the following contribution documents were rejected as "placeholders" without any significant content and were not corrected until after the upload deadline:

· JCT3V-E0XXX (a contribution of ... , corrected ...)

· ...

JCT3V-EXXXX and ... had some problems relating to IPR declarations in the initial uploaded versions (missing declarations of contributing companies). These issues were corrected by later uploaded versions in all cases (to the extent of the awareness of the chairs). In case of JCTVC-EXXXX and ..., the first complete versions appeared only on 07-XX, such that this contribution was also flagged as “late”.
Some other errors were noticed in other initial document uploads (wrong document numbers in headers, etc.) which were generally sorted out in a reasonably timely fashion. The document web site contains an archive of each upload.

1.4.3 Measures to facilitate the consideration of contributions

For cross-verification contributions, it was agreed that the group would ordinarily only review cross-checks for proposals that appear promising.

When considering cross-check contributions, it was agreed that, to the extent feasible, the following data should be collected:

· Subject (including document number).

· Whether common conditions were followed.

· Whether the results are complete.

· Whether the results match those reported by the contributor (within reasonable limits, such as minor compiler/platform differences).

· Whether the contributor studied the algorithm and software closely and has demonstrated adequate knowledge of the technology.

· Whether the contributor independently implemented the proposed technology feature, or at least compiled the software themselves.

· Any special comments and observations made by the cross-check contributor.

1.4.4 Outputs of the preceding meeting

The report documents of the previous meeting, particularly the meeting report (JCT3V-D1000), the 3D-AVC draft text 6 (JCT3V-D1002) and test model 6 (JCT3V-D1003), the multi-view MV-HEVC draft text 4 (JCT3V-D1004), the 3D-HEVC test model 4 (JCT3V-D1005), the draft 2 of MVC plus depth conformance spec (JCT3V-D1006), and the draft 2 of Multi-resolution Frame Compatible Stereo (JCT3V-D1007), which had been produced in the interim period, were approved. Further, the MFC Test Model 1 (JCT3V-D1008), Draft 1of 3D-AVC Reference Software (JCT3V-D1009) and Draft 1 of MVC+D Reference Software (JCT3V-D1010) were also approved The ATM and HTM reference software packages produced by AHG4 and AHG5 on software development, and the software technical evaluations were also approved.

All output documents of the previous meeting and the software had been made available in a reasonably timely fashion.

The chairs asked if there were any issues regarding potential mismatches between perceived technical content prior to adoption and later integration efforts. It was also asked whether there was adequate clarity of precise description of the technology in the associated proposal contributions.

1.5 Attendance

The list of participants in the JCT-3V meeting can be found in Annex B of this report.

The meeting was open to those qualified to participate either in ITU-T WP3/16 or ISO/IEC JTC 1/ SC 29/ WG 11 (including experts who had been personally invited by the Chairs as permitted by ITU-T or ISO/IEC policies).

Participants had been reminded of the need to be properly qualified to attend. Those seeking further information regarding qualifications to attend future meetings may contact the Chairs.

1.6 Agenda

The agenda for the meeting was as follows:

· IPR policy reminder and declarations

· Contribution document allocation

· Reports of ad hoc group activities

· Reports of Core Experiment activities

· Review of results of previous meeting

· Consideration of contributions and communications on 3D video coding projects guidance

· Consideration of 3D video coding technology proposal contributions

· Consideration of information contributions

· Coordination activities

· Future planning: Determination of next steps, discussion of working methods, communication practices, establishment of coordinated experiments, establishment of AHGs, meeting planning, refinement of expected standardization timeline, other planning issues

· Other business as appropriate for consideration

1.7 IPR policy reminder

Participants were reminded of the IPR policy established by the parent organizations of the JCT-3V and were referred to the parent body websites for further information. The IPR policy was summarized for the participants.

The ITU-T/ITU-R/ISO/IEC common patent policy shall apply. Participants were particularly reminded that contributions proposing normative technical content shall contain a non-binding informal notice of whether the submitter may have patent rights that would be necessary for implementation of the resulting standard. The notice shall indicate the category of anticipated licensing terms according to the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form.

This obligation is supplemental to, and does not replace, any existing obligations of parties to submit formal IPR declarations to ITU-T/ITU-R/ISO/IEC.

Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the common reporting form found on the database listed below) and to make verbal and/or document IPR reports within the JCT-3V as necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.

Some relevant links for organizational and IPR policy information are provided below:

· http://www.itu.int/ITU-T/ipr/index.html (common patent policy for ITU-T, ITU-R, ISO, and IEC, and guidelines and forms for formal reporting to the parent bodies)

· http://ftp3.itu.int/av-arch/jct3v-site (JCT-3V contribution templates)

· http://www.itu.int/ITU-T/studygroups/com16/jct-3v/index.html (JCT-3V general information and founding charter)

· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)

· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (JTC 1/ SC 29 Procedures)

It is noted that the ITU TSB director's AHG on IPR had issued a clarification of the IPR reporting process for ITU-T standards, as follows, per SG 16 TD 327 (GEN/16):

"TSB has reported to the TSB Director’s IPR Ad Hoc Group that they are receiving Patent Statement and Licensing Declaration forms regarding technology submitted in Contributions that may not yet be incorporated in a draft new or revised Recommendation. The IPR Ad Hoc Group observes that, while disclosure of patent information is strongly encouraged as early as possible, the premature submission of Patent Statement and Licensing Declaration forms is not an appropriate tool for such purpose.

In cases where a contributor wishes to disclose patents related to technology in Contributions, this can be done in the Contributions themselves, or informed verbally or otherwise in written form to the technical group (e.g. a Rapporteur’s group), disclosure which should then be duly noted in the meeting report for future reference and record keeping.

It should be noted that the TSB may not be able to meaningfully classify Patent Statement and Licensing Declaration forms for technology in Contributions, since sometimes there are no means to identify the exact work item to which the disclosure applies, or there is no way to ascertain whether the proposal in a Contribution would be adopted into a draft Recommendation.

Therefore, patent holders should submit the Patent Statement and Licensing Declaration form at the time the patent holder believes that the patent is essential to the implementation of a draft or approved Recommendation."

The chairs invited participants to make any necessary verbal reports of previously-unreported IPR in draft standards under preparation, and opened the floor for such reports: No such verbal reports were made.

1.8 Software copyright disclaimer header reminder

It was noted that it is our understanding according to the practices of the parent bodies to make reference software available under copyright license header language which is the BSD license with preceding sentence declaring that contributor or third party rights are not granted, as e.g. recorded in N10791 of the 89th meeting of ISO/IEC JTC 1/ SC 29/ WG 11. Both ITU and ISO/IEC will be identified in the <OWNER> and <ORGANIZATION> tags in the header. This software header is currently used in the process of designing the new HEVC standard and for evaluating proposals for technology to be included in this design. Additionally, after development of the coding technology, the software will be published by ITU-T and ISO/IEC as an example implementation of the 3D video standard(s) and for use as the basis of products to promote adoption of the technology. This is likely to require further communication with and between the parent organizations.
Reportedly, the ATM, HTM and MFC software packages that are used in JCT-3V follow these principles. The view synthesis software used for non-normative post processing is included in the HTM package and also has the BSD header.
1.9 Communication practices

The documents for the meeting can be found at http://phenix.it-sudparis.eu/jct3v/. Furthermore, the site http://ftp3.itu.int/av-arch/jct3v-site was used for distribution of the contribution document template and circulation of drafts of this meeting report.

Communication of JCT-3V is performed via the list jct-3v@lists.rwth-aachen.de (to subscribe or unsubscribe, go to http://mailman.rwth-aachen.de/mailman/listinfo/jct-3v). 
It was emphasized that reflector subscriptions and email sent to the reflector must use their real names when subscribing and sending messages and must respond to inquiries regarding their type of interest in the work.

It was emphasized that usually discussions concerning CEs and AHGs should be performed using the reflector. CE internal discussions should primarily be concerned with organizational issues. Substantial technical issues that are not reflected by the original CE plan should be openly discussed on the reflector. Any new developments that are result of private communication cannot be considered to be the result of the CE.

For the case of CE documents and AHG reports, email addresses of participants and contributors may be obscured or absent (and will be on request), although these will be available (in human readable format – possibly with some "obscurification") for primary CE coordinators and AHG chairs.

1.10 Terminology

Note: Acronyms should be used consistently. For example, “IV” is sometimes used for “inter-view” and sometimes for “intra-view”. 

Some terminology used in this report is explained below:

· AHG: Ad hoc group.

· AMVP: Advanced motion vector prediction.

· ATM: AVC based 3D test model
· AU: Access unit.

· AUD: Access unit delimiter.

· AVC: Advanced video coding – the video coding standard formally published as ITU-T Recommendation H.264 and ISO/IEC 14496-10.

· BD: Bjøntegaard-delta – a method for measuring percentage bit rate savings at equal PSNR or decibels of PSNR benefit at equal bit rate (e.g., as described in document VCEG-M33 of April 2001).

· BoG: Break-out group.

· BR: Bit rate.

· B-VSP: Backward view synthesis prediction.

· CABAC: Context-adaptive binary arithmetic coding.

· CD: Committee draft – the first formal ballot stage of the approval process in ISO/IEC.

· CE: Core experiment – a coordinated experiment conducted between two subsequent JCT-3V meetings and approved to be considered a CE by the group.

· Consent: A step taken in ITU-T to formally consider a text as a candidate for final approval (the primary stage of the ITU-T "alternative approval process").

· CTC: Common test conditions.

· DC: Disparity compensation

· DIS: Draft international standard – the second formal ballot stage of the approval process in ISO/IEC.

· DF: Deblocking filter.

· DMC: Depth based motion competition.

· DMM: Depth modeling mode.

· DRPS: Depth-range parameter set.

· DRWP: Depth-range based weighted prediction.

· DT: Decoding time.

· DV: Disparity vector

· ET: Encoding time.

· HEVC: High Efficiency Video Coding – the video coding standardization initiative under way in the JCT-VC.

· HLS: High-level syntax.

· HM: HEVC Test Model – a video coding design containing selected coding tools that constitutes our draft standard design – now also used especially in reference to the (non-normative) encoder algorithms (see WD and TM).

· HTM: HEVC based 3D test model
· IC: Illumination compensation

· IDV ??
· IVMP: Inside-view motion prediction (which means motion for depth component is inherited from texture component motion) 
· IVRC: Inter-view residual prediction.

· MC: Motion compensation.

· MPEG: Moving picture experts group (WG 11, the parent body working group in ISO/IEC JTC 1/ SC 29, one of the two parent bodies of the JCT-3V).

· MPI: Motion parameter inheritance.

· MV: Motion vector.

· NAL: Network abstraction layer (HEVC/AVC).
· NBDV: Neighbored block disparity vector (used to derive unavailable depth data from reference view’s depth map) and DoNBDV = depth oriented NBDV
· NB: National body (usually used in reference to NBs of the WG 11 parent body).

· NUT: NAL unit type (HEVC/AVC).

· PDM: Predicted Depth Map
· POC: Picture order count.

· PPS: Picture parameter set (HEVC/AVC).

· QP: Quantization parameter (as in AVC, sometimes confused with quantization step size).

· QT: Quadtree.

· RA: Random access – a set of coding conditions designed to enable relatively-frequent random access points in the coded video data, with less emphasis on minimization of delay (contrast with LD). Often loosely associated with HE.

· R-D: Rate-distortion.

· RDO: Rate-distortion optimization.

· RDOQ: Rate-distortion optimized quantization.

· RQT: Residual quadtree.

· SAO: Sample-adaptive offset.

· SEI: Supplemental enhancement information (as in AVC).

· SD: Slice data; alternatively, standard-definition.

· SH: Slice header.

· SPS: Sequence parameter set (HEVC/AVC).

· Unit types:

· CTB: code tree block (synonymous with LCU or TB).

· CU: coding unit.

· LCU: (formerly LCTU) largest coding unit (synonymous with CTB or TB).

· PU: prediction unit, with four shape possibilities.

· 2Nx2N: having the full width and height of the CU.

· 2NxN: having two areas that each have the full width and half the height of the CU.

· Nx2N: having two areas that each have half the width and the full height of the CU.

· NxN: having four areas that each have half the width and half the height of the CU.

· TB: tree block (synonymous with LCU – LCU seems preferred).

· TU: transform unit.

· VCEG: Visual coding experts group (ITU-T Q.6/16, the relevant rapporteur group in ITU-T WP3/16, which is one of the two parent bodies of the JCT-3V).

· VPS: Video parameter set.

· VS: View synthesis.

· VSO: View synthesis optimization (RDO tool for depth maps).

· VSP: View synthesis prediction.

· WD: Working draft – the draft HEVC standard corresponding to the HM.

· WG: Working group (usually used in reference to WG 11, a.k.a. MPEG).

1.11 Liaison activity

The JCT-3V did not send or receive formal liaison communications at this meeting.

1.12 Opening remarks

Approval and pre-publication of MVCD in ITU-T on 2013-04-13. The text is currently pre-published as an integrated complete version of Rec. ITU-T H.264 (not a list of differences in amendment form).

MVCD 14496-10/PDAM 3 ballot closed in ISO/IEC on 2013-03-04, with summary of voting in WG 11 M28437.

MFC 14496-10/PDAM 5 ballot closed in ISO/IEC on 2013-04-14, with summary of voting in WG 11 M29164.

An increase in number of document contributions was noted.

Late document situation has not really improved.

Urgent need for coordination with JCT-VC on HL syntax 3D/SHVC to be started in joint meeting Sat afternoon
1.13 Contribution topic overview

The approximate subject categories and quantity of contributions per category for the meeting were summarized as follows. 
· AHG reports (section 2) (XX)
· Project development and status (section 3) (XX)

· CE1. View synthesis prediction and related (section 4.1) (XX)
· CE2: Disparity vector derivation and related (section 4.2) (XX)
· CE3: Inter-component prediction and related (section 4.3) (XX)
· CE4: Residual prediction and related (section 4.4) (XX)
· CE5: Inter-view / motion prediction and related (section 4.5) (XX)
· CE6: Depth intra coding and related (section 4.6) (XX)
· CE7: Skip mode coding (section 4.7) (XX)
· 3DV Standards Development (section 5.1) (XX)
· High-Level Syntax (section 5.2) (XX)

· Other technical contributions on coding layer (section 5.3) (XX)
· Conformance testing (section 5.4) (XX)
· Software (section 5.5) (XX)
· Source Video Test Material (section 5.6) (XX)
· Alternative Depth Formats (section 5.7) (XX)
· Non-normative Contributions (section 5.8) (XX)
· Complexity assessment (section 5.9) (XX)
· Quality assessment (section 5.10) (XX)
· Withdrawn, unclear allocation (section 5.11) (XX)
NOTE – The number of contributions noted in each category, as shown in parenthesis above, may not be 100% precise.

2 AHG reports

The activities of ad hoc groups that had been established at the prior meeting are discussed in this section.
JCT3V-E0001 JCT-3V AHG Report: JCT-3V project management [J.-R. Ohm, G. J. Sullivan]

JCT3V-E0002 JCT-3V AHG report: 3D-AVC Draft and Test Model editing (AHG2) [M. M. Hannuksela, Y. Chen, T. Suzuki, J.-R. Ohm, G. Sullivan]

(insert abstract)
Documents D1002 / D1003 approved

JCT3V-E0003 JCT-3V AHG Report: MV-HEVC / 3D-HEVC Test Model editing (AHG3) [G. Tech, K. Wegner, J. Boyce, Y. Chen, T. Suzuki, S. Yea, J.-R. Ohm, G. Sullivan]
Four versions of JCT3V-D1004 were published by the AHG following the 4th JCT-3V meeting in Incheon. The last version corresponds to the text submitted to MPEG secretariat as ISO/IEC PDAM study text. 
In total 24 changes compared to working draft JCT3V-C1004: 

General (4)

· (M0208/NumPocTotalCurr) Clarify that the value of NumPocTotalCurr shall be equal to 0 for a BLA or CRA picture if nuh_layer_id is equal to 0.
· (M0045/Stereo Main/no mixed scal.) The principle not to support mixed scalability types for now.
· (M0168/AUD Layer Id) #1 The allowed layer ID value for the AUD should correspond to the lowest VCL NAL unit layer ID in the AU. 
· (M0168/SPS activation) An IRAP NAL unit of each layer with NoRaslOutputFlag equal to 1 may activate a new SPS for the corresponding layer  
· (M0264 and M0208) AU definition 
Reference picture signaling and management (1)

· (M0458/Active inter-layer ref pics in slice header) 1.) max_one_active_ref_layer_flag in VPS, 2.) slice segment header indicates inter-layer ref. pics, 3.) Change IL-RPS and ref pic list construction. Have a semantic constraint that inter_layer_idc[ i ] shall be increasing.
Parameter sets (7)

· (M0268/Output Layer Sets, Profile Tier) #7 Section 3 of the v2 document; An alternative method for signalling of profile, tier, and level information and output layer sets

· (M0163/No sig.last dimension_id_len_minus1) No signalling of the last dimension_id_len_minus1[ i ], when splitting_flag is equal to 1.
· (M0268/SPS Flag signalling) Don’t signal sps_max_sub_layers_minus1 and sps_temporal_id_nesting_flag when nuh_layer_id_> 0. 
· (M0268/output_layer_set_idx) Change the syntax element output_layer_set_idx[ i ] to output_layer_set_idx_minus1[ i ]. 

· (M0268/PositionDirectDependencyFlags) Move the direct dependency flag syntax section to directly follow the dimension_id syntax (ahead of profile/tier/level) signalling. 

· (D0311/Dim. ID not when SplittingFlag) Replaces a semantic constraint on dimension_id with an inference when splitting flag is equal to 1. 
· (D0220/ViewId) Adopt view id aspect. 
Signaling of inter-layer processing (6)

· (M0162/discardable_flag dependent marking) A picture that has nuh_layer_id greater than 0 and discardable_flag equal to 1 is marked as "unused for reference" after its decoding. 

· (M0152/discardable_flag) One reserved flag in the slice header, when equal to 1, indicates that the picture is not used for inter-layer prediction and not used for inter prediction.
· (M0209/IL RPS decoding) Decoding of inter-layer reference picture set and reference picture list construction based on TemporalId. 
· (M0209/marking non ref temp sub layer) Marking of certain pictures as "unused for reference" base on max_sublayer_for_ilp_plus1. 
· (M0203/max_sublayer_for_ilp_plus1) Signalling of maximum TemporalId used in inter-layer prediction.. Agreed with a change "<=" to "<" in the loop of the added syntax. 
· (M0457/Dependency type, Alt coll. ref. idx., TMVP change) Signalling of inter layer prediction type (motion/sample), alternative collocated picture, flags for kind of enabled inter-layer prediction per slice, modified TMVP) 
Parallel Processing (2)

· (M0463/Parallel processing delay indication) Incorporated improved version provided by the editors. 
· (M0464/Tile alignment flag) Incorporated first aspect (tile boundary alignment flag).
Special functionalities (2) 

· (M0040/single_layer_for_non_irap_flag) Adaptive resolution change and efficient trick (added reserved syntax elements)
· (M0309/Extended spatial scalability ) Signalling of extended spatial scalability. (added reserved syntax elements)
SEI (2)

· (D0218/3DRefDispSEI) 3D reference displays information SEI message. 

· (M0043/Layers present SEI message) Agreed with the following change: the persistence scope of the SEI message should be further restricted to be within a CVS.
Open issues in JCT3V-D1004 that need discussion (details can be found as editor's comments in the draft text):

· ViewId: Adoption of the ViewId as proposed in D0220 breaks original intention of DimensionIds, such that layers can directly be discarded based on this value. Moreover possible ViewIds are restricted to be increasing with coding order when splitting_flag is equal to 1.

· 3D reference display SEI message D0218: Persistence scope of SEI needs to be clarified. 
Four versions of JCT3V-D1005 have been published by the editing AHG following the 4th JCT-3V meeting in Geneva. 
All adoptions of the last meeting have been incorporated. Moreover existing text has been revised and improved and missing text from previous meeting has been added. 

Changes (25) of JCT3V-D1005 relative to JCT3V-C1005 are: 

Depth Intra (8)

· (D0035) DLT for DMM deltaDC coding 

· (D0195) Unification of new intra modes in 3D-HEVC 

· (D0193) Clean-up for 64x64 SDC 

· (D0183) Simplified DC predictor for depth intra modes 

· (D0110) Sample-based simplified depth coding. 
· (D0032/D0141/D0034) SDC Residual CABAC contexts. 

Disparity derivation (4)

· (D0112) Default disparity vector derivation 

· (D0181) CU-based Disparity Vector Derivation 

· (D0135) Unification of disparity vector rounding 
· (D0138) Simplified DV derivation for DoNBDV and BVSP 

Inter-view prediction (2)

· (D0177) Advanced residual prediction for multiview coding 

· (D0122) AMVP candidate list construction 
VSP (4)

· (D0105) BVSP NBDV 

· (D0191) Clean-ups for BVSP in 3D-HEVC. 

· (D0092) BVSP mode inheritance
· (D0166) On reference view selection in NBDV and VSP 
SEI (2)

· (D0272) Signaling Global View and Depth 

· (D0103) Signaling Warp Maps as an Alternative 3D Format 

HLS (2)

· (D0220) ViewId not reflecting coding order any more
· (D0156) HLS for stereo compatibility 
Others (3)

· (D0091) SAO process update
· (D0060) Removal of parsing dependency for illumination compensation 
· Removal of tools in Test Model description includes that are not integrated in software.

Open issues in JCT3V-D1005:

General issues: 

· Inter-view residual/motion prediction: With the adoption of tools related to inter-view motion prediction (JCT3V-A0126, JCT3V-A0049, JCT3V-A0097) the issue was introduced that inter-view motion prediction is reasonably specified for CTC only. 
Editorial issues: 

· Update of low-level specification to HEVC 1 is required. 

· Mismatches to HTM-7.0r1 or HTM-DEV-2.0 software exist since the 3D-HEVC “normative” Annex H is based on HEVC text specification 8 [3]. 

Text is missing or not sufficient for the following adoptions, AHG3 kindly asks proponents to provide further input: 

· For Edge Intra the derivation of edge position is not sufficiently specified (#3, JCT3V-A0070). 

· For illumination compensation the test model description needs to be extended (#13, JCT3V-B0045). 

· The specification of a table related to DMMs is missing (#8, JCT3V-B0039). 

A list of other minor issues is listed in the bug tracking system. 

Documents D1002 / D1003 approved

JCT3V-E0004 AHG4: 3D-AVC Software Integration (AHG4) [D.Rusanovskyy, J.Y. Lee, J.Lin, D. Tian, O.Stankiewicz]
AhG coordinated development of the 3DV-ATM software version 8.x and its distribution to JCT-3V members according to planned timeline. 3DV-ATM v8.0 software version and the reference configuration encodings according to JCT3V-D1100 based on common conditions suitable for use in most core experiments were delivered within 3 weeks after the meeting.
http://mpeg3dv.research.nokia.com/svn/mpeg3dv/tags/3DV-ATMv8.0/
3DV-ATM v8.1 software version with remaining non-CTC adoptions was not produced, since a number of sequential updates to version 8.0 effectively implemented all known bug reports and requested functionality. Most recent version of the software is available by the following link.

http://mpeg3dv.research.nokia.com/svn/mpeg3dv/tags/3DV-ATMv8.0r3/
Software documentation and guideline on software usage was integrated into Test model description document, JCT3V-D1003.

A subset of the ATM software for standalone implementation of the Multiview Depth High profile (JCT3V-D1010) was provided with planned timeline. 

Analysis and reconfirmation checks of the behavior of technical changes adopted into the draft design were performed. Simulation results produced with 3DV-ATM v8.0 has been compared against the previous version 7.0, summary of the results is given in Table 1.
AhG provided recommendation for additional encoding configurations for CE7.a and AhG9 development.

AhG conducted work on identifying mismatched between SW and texts of the 3D-AVC Draft and Test Model editing (AHG2) and issued bug-fixed versions of the reference test model. 

AhG did not take actions on setting up the bug-tracking system as amount of bug-reports was not significant. It is recommended to discuss the need for bug-tracking system at the 5th meeting.
Table 1. Comparative results of 3DV-ATM v8.0 vs. 7.0

	 
	Texture Coding
	Depth Coding
	Total (Coded PSNR)
	Total (Syntheses PSNR)

	 
	dBR, %
	dPSNR, dB
	dBR, %
	dPSNR, dB
	dBR, %
	dPSNR, dB
	dBR, %
	dPSNR, dB

	S01
	-1.89 
	0.06 
	10.11 
	-0.59 
	0.94 
	-0.03 
	1.14 
	-0.04 

	S02
	-1.04 
	0.03 
	-10.33 
	0.49 
	-0.11 
	0.00 
	-0.38 
	0.01 

	S03
	0.65 
	-0.02 
	2.28 
	-0.19 
	1.36 
	-0.05 
	1.78 
	-0.05 

	S04
	-0.50 
	0.02 
	4.36 
	-0.26 
	1.15 
	-0.04 
	1.08 
	-0.04 

	S05
	0.31 
	-0.01 
	8.25 
	-0.38 
	3.56 
	-0.16 
	3.40 
	-0.14 

	S06
	0.11 
	-0.01 
	0.39 
	-0.02 
	1.47 
	-0.07 
	1.38 
	-0.06 

	S08
	-0.30 
	0.01 
	-4.10 
	0.21 
	0.77 
	-0.03 
	0.26 
	-0.01 

	Average
	-0.38 
	0.01 
	1.56 
	-0.11 
	1.31 
	-0.05 
	1.24 
	-0.05 


JCT3V-E0005 JCT-3V AHG Report: 3D-HEVC Software Integration (AHG5) [G. Tech, L. Zhang, Y. Chang, K. Wegner]
Development of the software was co-ordinated with the parties needing to integrate changes. Development of HTM-7.0 was conducted in three parallel tracks each performing sequential integration. Development of each branch has been supervised by one software coordinator. Software of all three tracks was merged by the software coordinators. 

Prior to each integration source code to be integrated has been reviewed by the software coordinator and suggestions for improvement have been made to the integrators when necessary. 

The distribution of the software was announced on the JCT-3V e-mail reflector and the software was made available through the SVN server:

https://hevc.hhi.fraunhofer.de/svn/svn_3DVCSoftware/tags/
Anchor bitstreams have been created and uploaded to:

ftp.hhi.fraunhofer.de; login: mpeg3dv_guest; path: /MPEG-3DV/HTM-Anchors/

Multiple versions of the HTM software were produced and announced on the JCT-3V email reflector. The following sections give a brief summary of the integrated tools and achieved coding gains. 

Open issues with HTM 7:
· Since the 3D-HEVC Test Model [2] is based on HEVC text specification draft 8 [3] and HTM-7.0r1 is based on HM-6.1 there are mismatches between draft text and HTM-software.

· With the integration of tools related to inter-view motion prediction the issue arose that inter-view motion prediction only works properly under CTC. Moreover there are mismatches with the provided text.

· Some tools are not switchable by encoder configuration, although this would be desirable.
· Other minor issues are listed in the bug tracking system. 
Coding performance of HTM7 versus HTM6.1: 0.5% BR gain for video only, 1.1% synthesized.

The update of the HTM software has been continued based on HTM-DEV-0.1. First, two versions have been created using a serial integration: 
· HTM-DEV-0.2 including bug fixes and an update to HM 10.1 

· HTM-DEV-0.3 including 3D encoder control

After availability to HTM-7.0r1 3D-tools have been merged. Development has been carried out in up to four tracks: 

· HTM-DEV-0.3-dev0: MV-HEVC HLS according to MV-HEVC draft text 4 has been integrated. Final revision of this branch has been released as HTM-DEV-1.0. 

· HTM-DEV-0.3-dev1: Depth intra tools have been integrated.

· HTM-DEV-0.3-dev2: Integration of inter tools. 

· HTM-DEV-0.3-dev2a: Integration of inter tools. 

Finally all branches have been merged, missing items have been integrated and software has been updated to HM-11.0. The resulting software has been released as HTM-DEV-2.0. 

HTM-DEV-2.0 is based on HM-11.0 and includes: 

· All tools of HTM-7.0r1 relevant for core experiments. 

· MV-HEVC HLS according to MV-HEVC draft 4. 

· 3D-HEVC HLS according to 3D-HEVC test model 4. 

MV-HEVC and 3D-HEVC are still strictly separated by parts by macros. 
Software also matches HLS of MV-HEVC draft text.
Major open issues are: 

· Untested bitstream extractor. 

· Flexible coding order. 

MV-HEVC performance

HTM-DEV-2.0 vs. HTM-DEV-0.1 

	 
	video PSNR / video bitrate
	enc time

	Balloons
	0,3%
	107,5%

	Kendo
	0,3%
	107,5%

	Newspaper_CC
	0,3%
	108,2%

	GT_Fly
	0,3%
	107,5%

	Poznan_Hall2
	0,3%
	108,9%

	Poznan_Street
	0,1%
	109,0%

	Undo_Dancer
	-0,1%
	107,7%

	1024x768
	0,3%
	107,7%

	1920x1088
	0,2%
	108,3%

	average
	0,2%
	108,1%


3D-HEVC performance

HTM-DEV-2.0 vs. HTM-7.0r1
	 
	video 
video rate 
	video 
total rate
	synth 
total rate 
	enc time
	dec time
	ren time

	Balloons
	-0,9%
	-1,7%
	-1,6%
	125,5%
	92,1%
	105,3%

	Kendo
	-0,9%
	-1,7%
	-1,4%
	117,7%
	90,2%
	104,8%

	Newspaper_CC
	-0,6%
	-1,6%
	-1,5%
	127,3%
	88,2%
	105,1%

	GT_Fly
	-1,4%
	-1,8%
	-1,0%
	97,2%
	95,9%
	102,6%

	Poznan_Hall2
	-1,5%
	-2,4%
	-1,9%
	123,5%
	88,5%
	105,0%

	Poznan_Street
	-0,2%
	-0,8%
	-0,5%
	128,7%
	90,1%
	101,8%

	Undo_Dancer
	-0,5%
	-0,8%
	-0,3%
	115,7%
	90,8%
	106,4%

	1024x768
	-0,8%
	-1,7%
	-1,5%
	123,5%
	90,2%
	105,0%

	1920x1088
	-0,9%
	-1,4%
	-0,9%
	116,3%
	91,3%
	103,9%

	average
	-0,9%
	-1,5%
	-1,2%
	119,4%
	90,8%
	104,4%


Discussion: 

The additional gain is likely due to the new tools that are in HM relative to the HM6 that HTM7 was based upon.
Would be useful to investigate the benefit of 3D-HEVC tools again in HTM-DEV 

JCT3V-E0006 JCT-3V AHG Report: 3D Coding Tool Testing (AHG6) [K. Mueller, A. Vetro]
Mandate 1: 
Discuss and finalize CE work plans.
The CE work plans were finalized and made available via the JCT-3V web site by May 17, 2013.
Mandate 2: 
Study the Common Test Conditions and suggest possible changes.
Possible changes to the Common Test Conditions from the various CEs should be discussed further during the meeting.
Mandate 3: 
Coordinate between core experiments when necessary.
For the AVC-based CEs, the 3DV-ATM software version 8.0 was used.

For the HEVC-based CEs, the 3DV-HTM software version 7.0 was used. Some updates for CEs are expected with the new 3DV-HTM-DEV version 2.0, made available shortly before the meeting.
Other than the software versions to be used for the various CEs, there were no other needs during this AHG period to coordinate between any of the core experiments.

Mandate 4: 
Study coding tool performance of non-CTC configurations.
A few inputs with coding results for non-CTC configurations have been received and will be discussed during the meeting.
Mandate 5: 
Report on status of core experiments.
There were 7 CEs established at the previous meeting to further study various aspects of the AVC and HEVC-based coding designs. 

To get a sense of where the main areas of development are focused, the approximate number of CE reports and CE related contributions are noted below. The CE on inter-view/motion prediction (CE3) is most active with 33 contributions. CE1 on view synthesis prediction, CE2 on disparity vector derivation, CE4 on illumination compensation, CE5 on depth bi-partition modes and CE6 on simplified depth coding have 14-23½ contributions, while CE7 on flexibility in 3D-AVC has 9 technical inputs.

JCT3V-E0007 JCT-3V AHG report: 3D high level syntax (AHG7) [M. M. Hannuksela, J. Boyce, Y. Chen, A. Norkin, Y.-K. Wang]

 (Insert abstract)
Organize joint BoG with JCT-VC (M. Hannuksela)
Organize BoG for those HLS issues that only relate to MV/3D (Y. Chen)

JCT3V-E0008 AHG8: Summary Report on Alternative 3D Formats [Masayuki Tanimoto, Takanori Senoh]
Mandate 1: 
Improve draft text of depth view information SEI message text in 3D-AVC Draft Text.
According to the review comments given by the editor in 3D-AVC Draft Text 6, a revised text was contributed in JCT3V-E0105. 
AHG8 recommends to review and adopt this revision in the 3D-AVC Draft Text 7.

Mandate 2: 
Improve the description of global view and depth format description in 3D-AVC Test Model.
Following to the revision done in the depth view information SEI message in 3D-AVC Draft Text 6, a revised text was contributed in JCT3V-E0106. 
AHG8 recommends to review and adopt this revision in the 3D-AVC Test Model 7.

Mandate 3:
Prepare and deliver Global View and Depth software based on ATM v8.x software version and the reference configuration encodings.
A Global View and Depth software based on the 3D-ATM v8.0r2 was released at
https://skydrive.live.com/redir?resid=FF27D4AA3D66ACF3!139&authkey=!AMRxxXdzAzXWZK0
It supports GVD type-1 3-view case,
-generation of a global depth for type-1,

-generation of a residual view,

-encoding/decoding base view, residual view, global depth and depth view info SEI message,

-generation of target views.
AHG8 recommends to confirm the software and integrate it to ATM9.x.

Mandate 4:
Improve draft text of Global View and Depth SEI message in 3D-HEVC Test Model.
According to the review comments given by the editor in 3D-HEVC Test Model 4, a revised text was contributed in JCT3V-E0034. 
AHG8 recommends to review and adopt this revision in the 3D-HEVC Test Model 5.
Recommendations of AHG to be discussed under 5.7
JCT3V-E0009 JCT-3V AHG Report: 3D Quality Assessment (AHG9) [T. Ebrahimi, A. Vetro, V. Baroncini] 
Mandate 1: Finalize verification test plan and prepare test material for systematic assessment of quality metrics and verification testing
The draft test plan from the previous meeting (JCT3V-D1011) was close to final, but required bit rate settings to be finalized. Simulations were conducted with a range of bit rate settings, including those specified in the CTC (JCT3V-D1100). For most sequences, the CTC conditions were considered suitable for subjective testing, i.e., the test points seem to span the full quality range and each rate point has a visibly different level of quality. 

However, some small synthesis artifacts were also observed in the Undo sequence, which may not be desirable for the subjective evaluation. As a result, encodings using full resolution depth were also evaluated. Additionally, the quality range for the Undo sequence may need to be adjusted relative to the CTC, e.g., drop highest rate and add one lower rate.

One open question is whether the same encoder configurations should be maintained for all sequences, i.e., QPs, depth resolution. While we should strive to keep the settings as uniform as possible, some variation among sequences seems reasonable, as we did in generating anchors for the CfP.

The following documents describe coding results for different configurations related to the subjective test plans:

· JCT3V-E0035: CE7: Removal of texture-to-depth resolution ratio restrictions [P. Aflaki (TUT), M. M. Hannuksela (Nokia), X. Huang (USTC)]
· JCT3V-E0095: AHG9: 3D-AVC Coding Results [D. Tian, A. Vetro (MERL), S. Shimizu (NTT)]

Candidate test material has been prepared according to the configurations described in these contributions. All test material is available for viewing during the meeting.
Mandate 2: Study objective quality assessment metrics that would provide an accurate evaluation of synthesized views

There has not been any activity on this mandate during the current AHG period.
Mandate 3: Recommend improvements to evaluation methodology

The AHG does not have any recommendations at this time on changes to the evaluation methodology, but would certainly consider this based on the experiments. However, it is encouraged that CE participants consider using alternative metrics as part of their work.
Viewing to be performed during week.

JCT3V-E0010 JCT-3V AHG Report: Complexity Assessment (AHG10) [G. G. Lee, G. Bang, T. Ikai, K. Rapaka, D. Rusanovskyy]

Mandate 1:  Study intrinsic complexity measures or metrics to assess hardware and software implementations of algorithms/computational models based on number of operations, potential for parallelism, data transfer rate, and data storage requirements.
1. Discussed, identified and tabulated the coding tools or cases to be studied at different suggested data granularities in a spreadsheet. The spreadsheet provides a high level overview of the scope of the work in this ad hoc group. Furthermore, several examples done by co-chair and proponents in JCT3V 4th meeting are included in this spreadsheet, too.  

2. JCT3V-E0132, AHG 10: Complexity Assessment on Simplified Depth Coding (SDC). This document provides an informative case study for the coding tools in 3D-HEVC based on number of operations, data transfer rate, and data storage requirements.
No work on mandates 2-4 yet:

· Identify criteria to analyze and determine the implement ability of key modules, video sub-systems, and video systems at different scales for ASIC, FPGA, ASIP, multi-core GPU, GPCPU architectures, etc.
· Identify bottlenecks in the current 3D video system designs with regard to implementation complexity based on the metrics defined above.
· Develop a recommendation to JCT-3V on formalized complexity assessment in a reporting document.
JCT3V-E0011 JCT-3V AHG Report: 3D Test Material (AHG11) [S. Shimizu, S. Yea]

Mandates:

· Identify deficiencies and limitations of current 3D video test material.

· Identify, collect, and make available a variety of additional 3D video sequences.

· Study the characteristics of test materials and their impact on coding performance, synthesis quality etc.
· Recommend appropriate test materials for use in 3D Video Coding Extension Development.
· Assess the suitability of the new test material that was offered to the 4th JCT-3V meeting.
There were some efforts to bring new 3D test material as offline works although there was no e-mail exchange on this topic. At this meeting, three input contributions on new test material.
Most of the material is interlaced, most is without depth maps and camera parameters.

Two CG sequences have depth maps.

Viewing to be prepared – clarify whether it is possible to display interlaced sequences (Karsten, Shimizu, Peter)
JCT3V-E0012 JCT-3V AHG Report: Conformance testing development (AHG12) [T. Suzuki, D. Rusanovskyy]

The ftp site at ITU-T is used to exchange bitstreams. The ftp site for downloading bitstreams is,

http://wftp3.itu.int/av-arch/jct3v-site/bitstream_exchange/
The spreadsheet to summarize the status of bitstream exchange, conformance bitstream generation is available at this directory. It includes the list of bitstreams, codec features and settings, and status of verification.

The setting of dropbox at jct3v ftp site has problem. Currently it is not possible to upload any files due to the setting of the permission. It must be fixed as soon as possible.
The activity should be started after this meeting as the first exercise. 

· Update the software first, based on the text (output document at this meeting)
· Start to generate bitstreams (about one month after this meeting)
· Then revise the bitstreams when FDAM based software is produced in Jan 2013.
· All bitstreams must be ready by FDAM of conformance spec (maybe one year later)

The list of the candidate of the conformance bitstream and its volunteers are summarized in the CE report. So far, 14 bitstreams were collected.
During the bitstream generation and exchange, it was found that the post dilation filter for depth maps is ON in the reference software. Currently md5 for most of the bitstreams, except MVDIL-2, was calculated for the YUV applied post dilation filter.

However, the conformance point is before the post dilation filter. The following actions should be taken.

· The default setting of the reference software should turn off the post dilation filter
· Re-calculate md5 by using YUV without the post dilation filter
JCT3V-E0013 AHG13: Multi-resolution Frame Compatible [Husak Walt, Ying Chen] 

Mandate 1: Produce and finalize JCT3V-D1007 MFC DAM text.

MFC DAM text was finalized and made available via the JCT-3V web site by May 11, 2013.

Mandate 2: Produce and finalize JCT3V-D1008 MFC test model 

MFC test mode was finalized and made available via the JCT-3V web site by May 02, 2013.

Mandate 3: Study and improve MFC software
There is one input contribution for this meeting.

Mandate 4: Study MFC backward compatibility issue with regard to NAL unit type
There was one input contribution from previous meeting. There is no more contribution for this meeting.

Mandate 5: Prepare conformance working draft and collect conformance bit streams
There is one input contribution for this meeting.

Plan for Draft (PDAM) on software and conformance
JCT3V-E0014 JCT-3V AHG Report: Mixed Resolution Coding (AHG14) [K. Wegner, S. Shimizu]
During the Incheon JCT-3V meeting it has been noted, that comparisons of full resolution and half resolution depth maps coding require common reference in order to obtain meaningful results. At that time, the comparison has been performed under CTC conditions. Especially, quantization parameter for texture views and depth views were equal. Such condition is unfair when comparing coding with half and full-resolution of depth maps because codec don’t work at optimal operation point. Therefore optimized quantization parameters for both texture views and depth view that maximize coding performance of 3D-ATM for both full- and half-resolution depth maps coding separately have been provided.
In such a condition average bitrate Bjontegard delta (BD-rate) between half- and full-resolution depth maps coding is -6.58% for HP and -7.93 for EHP on synthesized views. Further offline work was performed including migration of mixed resolution coding proposed in JCT3V-D0215 and JCT3V-D0216 to HTMv7.0r1. The simulation results are almost the same as those reported at the last meeting; quarter-resolution depth map coding shows BD rate increase of 3.1% with 30% decoding runtime reduction and quarter-resolution dependent view coding results in BD rate increase of 13.3% with 13% decoding runtime reduction. 

The HTMv7.0r1-based implementation was provided to proponents who requested the software.
Usually, lower resolution depth maps give worse RD performance. However, memory usage and computation is significantly decreased.
JCT3V-E0015 JCT-3V AHG Report: Generalization of View Configurations (AHG15) [Y.-L. Chang] 

This document reports on the work of the JCT-VC ad hoc group on generalization of View Configurations (AHG15) between the 4th JCT-3V meeting in Incheon (22 – 26 April, 2013) and the 5th JCT-3V meeting in Vienna (29 July – 2 August, 2013). Mandates: Study generalized camera parameter signalling scheme and depth reference selection method for depth dependent tools by taking JCT3V-D0140 as a starting point; Study generalized interview disparity vector scaling of bi-directional interview prediction described in JCT3V-D0149 and suggest improvements of the current WD design.
Two input docs (E0163, E0297) to be reviewed.

3 Project development, status, and guidance
3.1 Communication by parent bodies
m30385 KNB comment on 3D-AVC depth tools performance [Kyeongok Kang on behalf of the KNB]
3.1.1 3D video application areas
JCT3V-E0123 Proposal to Consider A New Work Item and Its Use Case REI : An Ultra-multiview 3D Display [Mehrdad Panahpour Tehrani, Takanori Senoh, Makoto Okui, Kenji Yamamoto, Naomi Inoue, Toshiaki Fujii (??)] [late]

(for information, presented in MPEG Requirements)
JCT3V-E0258 Proposal on a New Activity for the Third Phase of FTV [Masayuki Tanimoto, Takanori Senoh, Marek Domański, Anthony Vetro, Marius Preda (??)] [late]

(for information, presented in MPEG Requirements)
JCT3V-E0232 Multi-layer MVD data coding for DIBR of complex 3D scenes [D. Rusanovskyy (LGE)] [late]

This document consider coding of multilayer MVD data for purposes of enabling DIBR of complex 3D video scenes with transparent and semi-transparent objects through utilization of multi-layer MVD plus Alpha scene representation (MVD+A). 

It is proposed to extend the 3DV test set and CTC to include 3D scene with transparent or semi-transparent objects with (MVD+A) data representation.

It is also proposed to establish AhG to study DIBR performance and coding approaches for such type of data.

It is also proposed to enable in 3DV standards support for coding of multi-layer MVD+A data represented in YUV color pipeline (depth and alpha information combined into a single YUV container). 

Not intended to use alpha map for better compression.

Such an approach would be applicable using auxiliary pictures (as currently defined in the RExt extension). However, the contribution states that it would be inefficient to use “as is”.due to the necessity of using multiple decoders.
More evidence required how solutions on this could be optimized with existing auxiliary picture concepts or extensions thereof; no test material available currently.

Establish new AHG (D. Rusanovskyy, S. Yea, S. Shimizu) to study “extensions of DIBR concepts using data beyond depth”
3.1.2 Profile/level definitions
3.2 Common test conditions

3.3 Performance evaluation

JCT3V-E0101 MV-HEVC: RD performance of combined scalability [Y. Yan (USTC), P. Aflaki (TUT), M. M. Hannuksela (Nokia)]
JCT-3V has not decided whether the Stereo Main profile of MV-HEVC includes the support of AVC-coded base view. To provide input for the decision-making, this contribution presents results on 2-view coding with AVC base view and MV-HEVC non-base view compared against MVC. In the presented results, the Bjontegaard delta bitrate was -18.5% on average.
This would require normative specification. Potentially such a hybrid combination of two desoders (AVC and HEVC) will be specified in the context of SHVC, and it might then simple to also use it for multi-view (would require a new profile).
From the discussion, it is noted that in the current (HEVC only) stereo profile definition the avc_base_flag which exists should be disabled.
3.4 Asymmetric coding modes
JCT3V-E0269 AHG14: Optimized QP/QD curve for 3D coding with half and full resolution depth maps [Olgierd Stankiewicz, Krzysztof Wegner, Marek Domanski] [late]

In this document, an enhanced evaluation of impact of coded depth resolution on performance of the current AVC-based 3D video coding technology implemented in 3D-ATM [1] is presented. 

Just like in case of previous works presented in JCT3V-D0080 [3], the evaluation has been done with respect to Common Test Conditions [2] in HP and EHP profiles. Two depth configurations has been tested - full depth resolution and half depth resolution. In this work, additionally, comparison has been done for operation point with maximized codec performance for each case. Maximization of coding performance was done by selection of optimal quantization parameter for both texture and depth views. Also, optimized quantization parameters curves were provided.

The results show that coding with half resolution of depth (currently used in CTC) provides better results in comparison to coding with full resolution of depth..


Gain in CTC is around 1.5%, however the new settings are trained within the set of test sequences (but not individually for the single sequences)

It is reported that the gap between full and half res is around 12% in HP and 18% in EHP under normal CTC; this somehow contradicts the number reported under E0245.
The benefit in CTC is not dramatic, and some concern is expressed that this may be over-trained to the set of test sequences
For full-resolution depth maps, there seems to be a systematic tendency that the QP of depth maps should be increased (i.e. lower quality). Further investigate in the context of the quality investigation AHG.
4 Core experiments
4.1 CE1: View synthesis prediction
4.1.1 Summary
JCT3V-E0021 CE1: Summary report on View Synthesis Prediction [S. Shimizu]
A total of 8 input contributions are submitted, among which there are 3 CE proposals and 5 CE-related proposals.

In the scope of this CE for 3D-HTM, the following three items are investigated.
(a) Block size for the second disparity compensation
· JCT3V-E0128: 16x16, 16x8, 8x16, 8x8, 8x4, or 4x8 (using PU size, DLT flag, and virtual depth map)
· JCT3V-E0207: 8x4 or 4x8 (using virtual depth map)
(b) Forward block-based VSP
· JCT3V- E0205
The related proposals can be roughly classified into the following 2 categories.

(i) Disparity vector on fetching depth map

· JCT3V-E0140: DoNBDV of current or neighbor CU

· JCT3V-E0171: NBDV of the current CU (for inherited VSP)

(ii) Simplification
· JCT3V-E0171: Disallowing to inherit VSP modes from upper CTU row
· JCT3V-E0208: Same disparity vector clipping with inter prediction
(iii) Others (for coding efficiency improvement)

· JCT3V-E0188: Ordering Constraint
· JCT3V-E0246: VSP combined with motion compensated prediction
	Participants
	Doc No.
	Title
	Type

	NCKU, ASTRI
	JCT3V-E0128
	CE1.h: Adaptive Virtual Depth Block Partition for View Synthesis Prediction and Complexity Analysis
	Proposal

	NCKU
	JCT3V-E0129
	CE1.h: crosscheck on NTT's proposal (JCT3V-E0207)
	Crosscheck

	Samsung
	JCT3V-E0140
	3D-CE1.h related: Disparity vector used for BVSP
	Proposal

	Samsung
	JCT3V-E0151
	3D-CE1.h related: Cross check of Simplified view synthesis prediction (JCT3V-E00171)
	Crosscheck

	MediaTek, PKU, HIT
	JCT3V-E0171
	3D-CE1.h related : Simplified view synthesis prediction
	Proposal

	LG
	JCT3V-E0188
	3D-CE1.h Related: Ordering Constraint on View Synthesis Prediction
	Proposal

	Zhejiang University
	JCT3V-E0205
	CE1.h: Forward Block-based View Synthesis Prediction
	Proposal

	NTT
	JCT3V-E0207
	3D-CE1.h: Adaptive block partitioning for VSP
	Proposal

	NTT
	JCT3V-E0208
	3D-CE1.h-related: Clipping operations in VSP
	Proposal

	NTT
	JCT3V-E0215
	3D-CE1.h: Cross-check on Adaptive Virtual Depth Block Partition for View Synthesis Prediction (JCT3V-E0128)
	Crosscheck

	NTT
	JCT3V-E0216
	3D-CE1: Cross-check on Forward Block-based View Synthesis Prediction (JCT3V-E0205)
	Crosscheck

	NTT
	JCT3V-E0217
	3D-CE1.h-related: Cross-check on Disparity vector used for BVSP (JCT3V-E0140)
	Crosscheck

	NTT
	JCT3V-E0246
	3D-CE1.h related: Improvement of View Synthesis Prediction
	Proposal

	MediaTek
	JCT3V-E0275
	3D-CE1: Cross-check on Clipping operations in VSP (JCT3V-E0208)
	Crosscheck

	Samsung
	JCT3V-E0286
	3D-CE1 related: Cross check of depth consistency check for view synthesis prediction (JCT3V-E0188)
	Crosscheck


Test (a): block size for the second disparity compensation

	Doc.
	Possible block size
	How to decide
	BD-Rate (Video PSNR)
	BD-Rate (Synth. PSNR)
	# of storage access (average)
	Data transfer rate (average)
	Data storage (worst)
	# of operations (worst)
	Crosscheck

	E0128
	16x16, 16x8, 8x16, 8x8, 8x4, 4x8
	PU size, DLT flag, Depth map
	0.05%
	0.03%
	35.99%
	84.52%
	104.0%
	99.47%
	E0215

	
	8x8, 8x4, 4x8
	depth map
	0.03%
	0.02%
	43.21%
	87.38%
	101.0%
	99.47%
	

	E0207
	8x4, 4x8
	depth map
	0.04%
	0.03%
	51.18%
	90.38%
	100.5%
	98.42%
	E0129


Test (b): Forward block-based VSP
	Doc.
	Constraint on disparity
	BD-Rate (Video PSNR)
	BD-Rate (Synthesis PSNR)
	Encoder runtime
	Decoder runtime
	Crosscheck

	E0205
	N
	-0.4%
	-0.3%
	
	99.6%
	

	
	Y
	-0.2%
	-0.2%
	100.6%
	98.2%
	E0216


Related Category (i): Disparity vector on fetching depth map
	
	DV for non-inherited VSP
	DV for inherited VSP
	BD-Rate (Coded PSNR)
	BD-Rate (Synthesis PSNR)
	Encoder runtime
	Decoder runtime
	Crosschecked

	HTM
	NBDV of current CU
	NBDV of neighbor
	
	
	
	
	

	E0140
	DoNBDV of current CU
	DoNBDV of neighbor
	-0.07%
	-0.10%
	99.9%
	97.0%
	E0217

	E0171
	NBDV of current CU
	NBDV of current CU
	0.05%
	0.03%
	99.2%
	96.9%
	E0151


Related Category (ii): Simplification
	
	Proposal
	BD-Rate (Coded PSNR)
	BD-Rate (Synthesis PSNR)
	Encoder runtime
	Decoder runtime
	Crosschecked

	E0171
	Disallow inheriting VSP modes from upper CTU row
	0.04%
	0.00%
	99.5%
	97.9%
	E0151

	E0208
	Bug fix of clipping on sub-PU level DCP
	-0.01%
	-0.01%
	99.0%
	99.5%
	E0275

	
	Same vector clipping with inter predictions on fetching depth map
	0.01%
	-0.02%
	99.3%
	100.7%
	

	
	Both of above two
	-0.01%
	-0.02%
	99.1%
	99.6%
	

	
	Combination with E0209 (Apply same clipping to DoNBDV)
	0.00%
	-0.02%
	99.1%
	100.1%
	E0206

E0280


Related Category (iii): Others (for coding efficiency improvement)
· JCT3V-E0188: Ordering Constraint on View Synthesis Prediction 

· Ordering constraint among disparity compensated sub-PUs

	
	BD-Rate (Coded PSNR)
	BD-Rate (Synthesis PSNR)
	Encoder runtime
	Decoder runtime
	Crosscheck

	Proposal
	-0.08%
	-0.09%
	100.1%
	100.4%
	E0286


· JCT3V- E0246: Improvement of View Synthesis Prediction
· Perform bi-prediction with motion compensated prediction with MVs coded at the corresponding block in the reference view

· MVs are derived for each sub-PU by the same way with the inter-view motion prediction

	
	BD-Rate (Coded PSNR)
	BD-Rate (Synthesis PSNR)
	Encoder runtime
	Decoder runtime
	Crosscheck

	Proposal
	-0.06%
	-0.01%
	101.8%
	99.7%
	No


4.1.2 CE contributions
All contributions on HEVC.
JCT3V-E0128 CE1.h: Adaptive Virtual Depth Block Partition for View Synthesis Prediction and Complexity Analysis [C.-F. Chen, G. G. Lee, B.-S. Li (NCKU), C. Cui, Y. Huo (ASTRI)]
This proposal proposes a scheme that adaptively partitions the depth block instead of regular block partition to reduce data transfer rate and align the design to motion compensated prediction. This adaptively partition scheme is based on both global depth distribution (UseDLT flag) and local depth variation. The supported partition block types in this proposal includes 16×16, 16×8, 8×16, 8×8, 8×4, and 4×8 blocks. The experimental results show proposed method 1 reports that no bitrate increasing for video PSNR vs. video bitrate, video PSNR vs. total bitrate, and synth PSNR vs. total bitrate in average, with the 0.1% increased for decoding time; proposed method 2 reports also no bitrate increasing for video PSNR vs. video bitrate, video PSNR vs. total bitrate, and synth PSNR vs. total bitrate in average, with the 0.1% increased for decoding time. Proposed method 1 and 2 with the 0.3% decreased for the encoding time. On the other hand, this proposal also reports the complexity assessment in comparison to current B-VSP in terms of the number of operations, data storage requirement, data transfer rate, and number of storage accessing. The number of operations could be reduced about 0.53%. The data transfer rate could be reduced from 15.48% to 28.85% at average and best scenarios. In addition, the number of storage accessing also could be reduced from 42.86%, 64%, and 93.63% at worst, average and best scenarios, respectively. On the other hand, there is only slight increasing 3.98% on data storage requirement and it is almost negligible. Hence, this proposal significantly reduces in data transfer rate and number of storage accessing with small coding loss and storage requirement increasing. 
Method 2 does not use DLT. 
Question: Why does it provide benefit to decide (based on depth map values) to split or not split into smaller blocks? In worst case, this would need to go down to 4x8/8x4 anyway, such that there is not advantage compared to a version which always uses 4x8/8x4, rather disadvantage by the need of further checking.
Method to determine the sub-block size (e.g. in case 8x8): Fetch 12 samples to get candidates for the 4x8, 8x4 and 8x8 partitions, and make further comparisons between candidates to decide how to split.
JCT3V-E0215 3D-CE1.h: Cross-check on Adaptive Virtual Depth Block Partition for View Synthesis Prediction (JCT3V-E0128) [S. Shimizu, S. Sugimoto (NTT)] [late]
JCT3V-E0207 3D-CE1.h: Adaptive block partitioning for VSP [S. Shimizu, S. Sugimoto (NTT)]

View synthesis prediction in 3D-HTM consists of two-step disparity compensated prediction (DCP). The first DCP is performed to derive a virtual depth map at PU level, and prediction signals are generated by the second DCP which is operated for each 4x4 pixels. Since no 4x4 inter prediction is supported in the HEVC specification, this contribution proposes to use either 4x8 or 8x4 block size in VSP. In this contribution, it is proposed that the block size is adaptively decided by analyzing virtual depth map generated by the first DCP. Experiments reportedly show that the average bitrate increases are 0.04% and 0.03% for coded and synthesis views, respectively, with reducing decoder complexity and removing 4x4 DCP.
Only four samples are evaluated per 8x8 sub-block to compute 2 differences and make 2 comparisons for making the decision between 4x8 or 8x4 for the B-VSP.

Clearly simpler method of decision for the B-VSP block size, compared to JCT3V-E0128.

Due to the fact that only horizontal shifts occur, the disadvantage of 4x4 blocks, where addititional boundary samples need to be accessed in order to perform sub-pel interpolation does not change in worst case (4x8 blocks require same amount of horizontal padding as 4x4). Nevertheless, as the base spec of HEVC does not use 4x4 prediction blocks in MC, and B-VSP re-uses building blocks of motion comp., it is desirable to make the design consistent. The average loss is negligible, maximum loss only 0.16% for Undo Dancer.
Draft text was provided in version 2, and inspected in a further review in JCT-3V
Decision: Adopt.
JCT3V-E0129 CE1.h: crosscheck on NTT's proposal (JCT3V-E0207) [C.-F. Chen, G. G. Lee, B.-S. Li (NCKU)] [late]

JCT3V-E0205 CE1.h: Forward Block-based View Synthesis Prediction [Y. Zhang, L. Yu (Zhejiang University)]

This contribution describes the forward block-based view synthesis prediction (FVSP) design for 3D-HEVC. FVSP estimates a reference block in the base view by using the base view depth map. Then pixels in the reference block are warped to a target block in current coding view to be the prediction block of current coding block. The overall bitrate savings on the coded and synthesized views are -0.2% for XGA sequences and -0.4% for HD sequences compared to HTM-7.0r1 and the decoding time is 99.6% for all sequences on average. The maximum bitrate savings of texture on dependent left and right views are -5.8% and -7.2%, respectively.
Constraint clips the maximum value of disparity, in order to limit the maximum width of the generated reference block. Without this constraint, it may be difficult to build a worst-case conformant decoder
Average BR reduction is 0.3% for unconstrained case and 0.2% for constrained case.

Questions: Normative hole filling? Is performed after the warping of each pixel. 

Worst case in  number of operations for hole filling could be large in case of evil depth maps.

No WD text

Relative large amount of changes and complexity impact versus relatively small coding gain.

No action.
JCT3V-E0216 3D-CE1: Cross-check on Forward Block-based View Synthesis Prediction (JCT3V-E0205) [S. Shimizu, S. Sugimoto (NTT)] [late]
4.1.3 Related contributions
all contributions on HEVC
JCT3V-E0140 3D-CE1.h related: Disparity vector used for BVSP [M. W. Park, J. Y. Lee, C. Kim (Samsung)]

In the current BVSP process, NBDV is used to find the corresponding depth block in depth map of the reference view even though both DoNBDV and NBDV are always available for BVSP merge candidates. For DoNBDV is used to identify whether the temporal inter-view candidate, which is the first merge candidate, is existed or not, so DoNBDV can be used for BVSP candidates, which are followed by the temporal inter-view candidate. Therefore, it is proposed to use DoNBDV instead of NBDV for BVSP mode to improve coding efficiency. The proposed method reportedly provides an average of 0.2% and 0.3% bit-saving on video 1 and video 2, respectively, 0.1% bit-saving on video PSNR vs. video bitrate, video PSNR vs. total bitrate, and synthesis PSNR vs. total bitrate.
JCT3V-E0187 first part is also suggesting the same

This would reverse a decision of the last meeting (JCT3V-D0105, which was adopted as complexity reduction). DoNBDV is used as candidate in merge. Therefore, the depth block that is used in VSP has already been fetched. With the proposal, it would be necessary to perform another fetch of another depth block that is pointed to by DoNBDV.

No action.
JCT3V-E0151 3D-CE1.h related: Cross check of MediaTek's proposal (JCT3V-E0xxx) [M. W. Park, C. Kim (Samsung)] [late]

JCT3V-E0171 3D-CE1.h related: Simplified view synthesis prediction [N. Zhang, Y.-W. Chen, J.-L. Lin, J. An, K. Zhang, S. Lei (MediaTek), S. Ma (PKU), D. Zhao (HIT), W. Gao (PKU)]

Two simplifications for view synthesis prediction (VSP) are proposed. First, in HTM-7.0, when constructing the merge candidate list, if a spatial neighbor of the current prediction unit (PU) utilizes VSP mode, disparity vector (DV) information and VSP mode are both inherited from the spatial neighbor. In this case, it may need to access multiple depth blocks in multiple reference views for performing VSP process of the current PU. To reduce the memory bandwidth of the depth data access and unify the depth data accessed by depth oriented neighboring block disparity vector (DoNBDV) and VSP, it is proposed that only the derived NBDV of the current coding unit (CU) can be used to fetch a depth block in the reference view for performing VSP process. Second, currently VSP mode flags need to be kept in a line memory to inform whether a spatial neighbor of the current PU is VSP coded. It is proposed to remove the line memory by disallowing inheritance of the VSP modes from neighbors belonging to the upper coding tree unit (CTU) row. Experimental results show that both of the simplifications introduce no overall BD-rate change compared to HTM-7.0r1.
Loss is 0.1% for coded views, 0.0% for synthesized views. If the two simplifications are invoked separately, no loss occurs. 

Further study (CE), more analysis about saving of worst memory access that is achieved
JCT3V-E0188 3D-CE1.h Related: Depth Consistency Check for View Synthesis Prediction [T. Kim, J. Nam, S. Yea (LGE)]

The view synthesis prediction (VSP) [1] is one of the inter-view prediction tools that uses the block-based warping process by referring the corresponding depth block from the reference picture’s coded depth map, which is also called virtual depth map. As the corresponding depth block is not exactly from the current picture, it could be misaligned to the current PU especially on occluded regions. Therefore, it is proposed that the block-based warping process is conducted with the ordering constraint and adaptively refining the reference block. It is reported that bit-rate gains are respectively 0.2% and 0.3% for the dependent view 1, 2, and the overall total bit-rate gain is 0.1%.
Powerpoint deck not uploaded.
The actual processing (modification of disparity for imposing the ordering constraint) is not fully described in the contribution (no WD text) such that it is difficult to judge the additional operations that are necessary.

Further study (CE).

JCT3V-E0208 3D-CE1.h-related: Clipping operations in VSP [S. Shimizu, S. Sugimoto (NTT)]

View synthesis prediction in 3D-HTM consists of two steps; the first step is to fetch virtual depth map for the current PU by the disparity compensation using NBDV, and the second step is to perform disparity compensated predictions for each 4x4 sub-block using disparities derived from the virtual depth map. In the current draft, the clipping operation in the first disparity compensation is defined as a different operation from that in the motion/disparity compensation. This contribution proposes to unify the clipping these operations. Experiments reportedly show 0.01% bitrate increase for coded views and 0.02% bitrate reduction for synthesis views by the proposed clipping. This contribution also reports an implementation bug of the clipping operation on disparity compensated predictions in the second step of VSP; experiments reportedly show 0.01% bitrate reduction for both coded and synthesized views.

Powerpoint deck not uploaded.
Agreement that this is a valuable change; WD text for the change in clipping is provided in JCT3V-E0209 and in JCT3V-E0141 which are both in CE2.
Second change is only software bug fix.

Decision: Adopt both suggested changes (clipping and SW bug fix)

JCT3V-E0217 3D-CE1.h-related: Cross-check on Disparity vector used for BVSP (JCT3V-E0140) [S. Shimizu, S. Sugimoto (NTT)] [late]

JCT3V-E0246 3D-CE1.h related: Improvement of View Synthesis Prediction [S. Shimizu, S. Sugimoto (NTT)] [late]

3D-HEVC supports view synthesis prediction (VSP), where prediction image is synthesized by sub-PU based disparity compensation. In this contribution, it is proposed to synthesize prediction images by utilizing both inter-view and temporal correlations. Experiments reportedly show the average bitrate reduction of 0.06% and 0.01% for coded and synthesis views, respectively. The maximum bitrate reduction of 0.78% on a dependent view is achieved for the GT_Fly sequence.
Loss for Undo Dancer
Remark: This would introduce bi-prediction for small block sizes (which are currently disallowed in HEVC for blocks smaller than 8x8), whereas the gain currently reported is only small and not equally distributed over sequences.

No action.

JCT3V-E0275 3D-CE1: Cross-check on Clipping operations in VSP (JCT3V-E0208) [N. Zhang, Y.-W. Chen (MediaTek)] [late]

JCT3V-E0286 3D-CE1 related: Cross check of depth consistency check for view synthesis prediction (JCT3V-E0188) [J. Y. Lee, C. Kim (Samsung)] [late]

4.2 CE2: Disparity vector derivation
4.2.1 Summary
JCT3V-E0022 CE2: Summary report on Disparity Vector Derivation [Y. Chen, S. Yea] 

Two CE contributions: 1x AVC E0164, 1x HEVC E0125
Results of JCT3V-E0164 are shown as follows:
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This proposal is cross checked by Qualcomm, as reported in JCT3V-E0270.
Results of the CE proposal, JCT3V-E0125 are shown as follows: 

	Proposals
	Video 0
	Video 1
	Video 2
	video only
	synthesized only
	coded & synthesized

	JCT3V-E0125: CTC
	0.00%
	0.16%
	0.17%
	0.05%
	0.05%
	0.02%

	JCT3V-E0125: BVSP off
	0.00%
	0.02%
	-0.22%
	-0.05%
	-0.04%
	-0.05%

	JCT3V-D0194:CTC
	0.00%
	0.16%
	0.17%
	0.05%
	0.05%
	0.02%

	JCT3V-D0194: BVSP off
	0.00%
	0.01%
	-0.21%
	-0.05%
	-0.04%
	-0.05%


This proposal is cross checked by NTT, as reported in JCT3V-E0218.
4.2.2 CE contributions
4.2.2.1 AVC
JCT3V-E0164 3D-CE2.a results on simplified disparity vector derivation in Skip mode and Direct mode [J.-L. Lin, Y.-W. Chen, Y.-W. Huang, S. Lei (MediaTek)]

The disparity vector used in Skip mode and Direct mode is derived from the motion vectors (MVs) of the neighboring blocks and from the maximum of four corner depth samples in the associated depth block. In this proposal, it is proposed to derive the DV only from the maximum of four corner depth samples without using the MVs of the neighboring blocks. Simulation results show no coding efficiency loss. 

Simplification

Tentative Decision: Adopt, consider in context with CE7 which is related Revisit.
JCT3V-E0270 3D-CE2.a: Crosscheck on results on simplified disparity vector derivation in Skip mode and Direct mode (JCT3V-E0164) [L. Zhang (??)] [late]

4.2.2.2 HEVC
JCT3V-E0125 CE2.h: Derived disparity vector for 3D-HEVC [L. Zhang, Y. Chen, L. He, M. Karczewicz (Qualcomm)]

In 3D-HEVC, the NBDV process checks the neighboring blocks for not only disparity motion vectors but also implicit disparity vectors (IDVs) which are generated and stored during the NBDV processes for the neighboring blocks. It is considered that the IDVs may slightly increase the storage. Therefore, in this proposal, IDV is simplified by using the so-called derived disparity vector (DDV). 

In this proposal, the DDV is initially set to zero, at the beginning of each coding tree block (CTB) row and updated after a CU is coded. With the proposed method, the storage increase in the block-level is not needed anymore. Negligible coding changes are noticed for synthesized views for both CTC (0.02% loss) and BVSP off (no loss) cases.

The advantage would be saving of memory for IDV (which would need to be stored within one LCU and may not be much), and number of operations that are saved. Cross-checker has investigated and reported back that the proposal reduces the comparison operations by approx. 20% from 46 to 36, memory reduced from 400 to 32 bit. See further disposition under E0178 – revisit.
JCT3V-E0218 3D-CE2.h: Cross-check on Derived disparity vector for 3D-HEVC (JCT3V-E0125) [S. Shimizu, S. Sugimoto (NTT)] [late]

4.2.3 Related contributions
All related contributions are on HEVC.
The 8 proposals are categorized as follows:

	Proposals
	Category
	Proponent
	Cross-checks
	Highlights

	JCT3V-E0141
	Do-NBDV
	Samsung
	JCT3V-E0249
(LGE)
	Depth picture boundary clipping

	JCT3V-E0209
	Do-NBDV
	NTT
	JCT3V-E0206 
JCT3V-E0280 (Qualcomm, MediaTek)
	Depth picture boundary clipping

	JCT3V-E0142*
	NBDV

and

Do-NBDV
	Samsung
	JCT3V-E0279
(Qualcomm)
	Less spatial/temporal neighboring blocks in NBDV

Removal of NBDV but twice of Do-NBDV for some cases (part of this proposal belongs to CE)

	JCT3V-E0178
	NBDV
	MediaTek
	JCT3V-E0154 (Samsung)
	Less spatial neighboring blocks in IDV checking process and no IDV flag to be stored

	JCT3V-E0162
	NBDV
	MediaTek
	JCT3V-E0150 (Samsung)
	Disparity vector range clipping

	JCT3V-E0190
	NBDV
	LG
	JCT3V-E0152
(Samsung)
	Less spatial neighboring blocks

Less temporal neighboring blocks

Replace zero DV with the DV derived by depth value equal to 128

	JCT3V-E0161
	Depth-to-DV conversion
	MediaTek
	JCT3V-E0272
(MERL)
	For non-horizontal camera settings. 

	JCT3V-E0172
	Bug fixes
	MediaTek
	JCT3V-E0284 (Sony)
	Various bug fixes and small changes.


JCT3V-E0141 3D-CE2.h related: Clipping in depth-based disparity vector derivation [M. W. Park, J. Y. Lee, C. Kim (Samsung)]
In HTM 7.0r1 software, there is a bug on the depth-based DV (DoNBDV) derivation process. Therefore, this contribution provides a bug-fix to align with the specification of 3D-HEVC. The bug-fix reportedly shows an average of 0.01% BD-rate loss on video 2. In the current specification of 3D-HEVC, when retrieving the corresponding depth block in the depth picture of the reference view to derive a depth-based disparity vector, the corresponding depth block should be located inside of the depth picture even though the corresponding depth block is either outside of depth picture or on the boundary of depth picture. However, if the corresponding depth block can be located outside of the depth picture or on the boundary of the depth picture, like as doing in the motion compensation process, it is expected that more accurate disparity vector can be obtained since allowing this can reflect an actual position of the corresponding block. Therefore, this contribution proposes to allow the corresponding depth block to be located outside of the depth picture or on the boundary of the depth picture by the proposed clipping operation. When applying the proposed method to DoNBDV derivation process, it is reportedly shown that the proposed method provides 0.03% BD-rate gain for video 2. And when applying to the DoNBDV derivation and BVSP process together, the proposed method reportedly shows an average of 0.02% BD-rate gain on synthesis views.

If the clipping procedure would be modified, the bug fix is no longer necessary.
The proposal unifies the clipping in case of outside-picture access that is performed in the context of DoNBDV with the conventional clipping of motion comp.

Decision: Adopt
JCT3V-E0209 3D-CE2.h-related: Clipping in the depth-based disparity vector refinement [S. Shimizu, S. Sugimoto (NTT)]

DoNBDV (Depth-oriented neighboring block disparity vector) performs depth based update of disparity vector derived from neighboring blocks. In the current draft, the clipping operation to identify depth samples for this refinement is defined in the different way from the clipping operations in the inter predictions. In addition, HTM has a bug in the current implementation of this process. This contribution proposes to unify this clipping with those in the inter predictions. Experiments reportedly show no performance loss relative to the bug fixed version of HTM.
Identical with JCT3V-E0141, and as such also adopted

The proponent confirms that WD text is identical.

JCT3V-E0142 3D-CE2.h related: Simplified NBDV and improved disparity vector derivation [M. W. Park, J. Y. Lee, B. Choi, Y. Cho, C. Kim (Samsung)]

This contribution presents three methods for simplifying and improving the current disparity vector derivation. Firstly, to reduce the number of accessing the motion information in the NBDV derivation, it is proposed to only search 2 spatial candidates of left block and above block and 2 temporal candidates of co-located block in the co-located picture and RAP picture whereas the current NBDV derivation needs to access the motion information of 5 spatial candidates and 4 temporal candidates. The first proposed method reportedly shows an average of 0.01% and 0.04% bit-saving on coded and synthesized views for CTC case, and an average of 0.02% and 0.01% bit-saving on coded and synthesized views for BVSP off case. The second proposed method is to extend the depth-based 2-step disparity vector derivation of JCT3V-D0113. It is observed that NBDV is suitable only for ARP which was adopted at the last meeting. Thus, it is proposed to basically use depth-based 2-step disparity vector, and to additionally use the proposed simplified NBDV when the current block is coded with ARP. The second proposed method reportedly shows an average of 0.6% and 0.7% bit-saving on video 1 and video 2, and 0.2% and 0.1% bit-saving on coded and synthesized views for CTC case. The third proposed method is ,when simplified NBDV is unavailable, to use the depth-based 2-step disparity vector for ARP in case of CTC and to use the disparity vector corresponding to the depth value of 128 for ARP in case of BVSP off. The third proposed method reportedly shows an average of 0.5% and 0.7% bit-saving on video 1 and video 2, and 0.2% bit-saving on both coded and synthesized views for CTC case, and 0.3% and 0.4% bit-saving on video 1 and video 2, and 0.1% bit-saving on both coded and synthesized views for BVSP off case.

a) The proposal consists of 3 parts:Simplifying NBDV by reducing the number of spatial and temporal candidates. This comes without loss for CTC and non-CTC (BVSP and DoNBDV off) – same approach is proposed in JCT3V-0190

b) 2-step DV derivation: Completely new process, replacing DoNBDV and also applicable when NBDV does not provide a vector, this requires one two additional accesses of depth maps in case of BVSP, and one additional access in case of disabling BVSP, gives approx. 0.2% for overall coded, 0.1% for synthesized in CTC
c) b) combined with ARP which can now be operated in more cases where NBDV would not deliver a vector gives 0.2% in CTC, 0.1% in non-CTC. Note: In case of non-CTC, and when no depth value is available it is set to a default value 128. Additional gain seems to be marginal

Investigate b) in CE

For a) see disposition under JCT3V-E0190

JCT3V-E0178 3D-CE2.h related: A simplified DV derivation method in 3D-HEVC [K. Zhang, J. An, J.-L. Lin, Y.-L. Chang, S. Lei (MediaTek)]

This contribution presents a simplified DV derivation method in 3D-HEVC. In the current 3D-HEVC, a DV-MCP procedure is applied when no DV can be found from neighboring blocks. It is proposed to simplify this procedure in two aspects. First, the checking on DV-MCP block is omitted. Second, only two neighboring blocks may be accessed instead of five. Experimental results show that this simplification does not cause any BD-rate loss in the common test condition.  
Similar to E0142 and E0190 in using only 2 spatial candidates, but only in the second stage (DV-MCP checking), wheras in the first stage (MV checking) still 5 candidates are used. Additionally the DV-MCP flag is discarded (which is also done in E0125, but that removes the whole IDV=DV-MCP including the flag), whereas this flag is still evaluated in E0142 and E0190.
Revisit: Report about savings in operations that could be achieved for each of the proposals (E0142, E0190, E0178) with or without implementing E0125). Decision about all 4 proposals to be made after that information is available.

JCT3V-E0161 3D-CE2.h related: Depth to Disparity conversion for non-horizontal camera arrangements [Y.-L. Chang, Y.-W. Chen, J.-L. Lin, Y.-P. Tsai, S. Lei (MediaTek)]
In the current 3D-HEVC, only horizontal information of the camera arrangement is coded, and only the horizontal component of a disparity vector (DV) can be converted from depth. The vertical component of the DV is always set equal to 0. Even if the vertical positions of the cameras are different, the vertical component of the DV cannot be converted due to the lack of vertical information of the camera arrangement. A depth to vertical DV conversion scheme along with high-level syntax on vertical camera parameters is proposed to enable the vertical component of the DV to be used under non-horizontal camera arrangements. The experimental results show that the proposed method functions correctly under common test condition and is able to support camera arrangements with different vertical positions.
Several experts expressed the opinion that the proposed syntax is not sufficient to recover both horizontal and vertical disparity from depth value, because the scale/offset are only sufficient for co-planar camera arrangements. More information about intrinsic and extrinsic camera parameters, or fundamental matrix  is likely to be necessary to fulfill this. Further study necessary.
JCT3V-E0162 3D-CE2.h related: Disparity range restriction for NBDV [Y.-L. Chang, Y.-W. Chen, J.-L. Lin, Y.-P. Tsai, S. Lei (MediaTek)]

Unrestricted neighboring block disparity vector (NBDV) may lead to larger cache size for storing motion data and larger memory bandwidth for transmitting interview reference. Two clipping operations for NBDV with different disparity ranges are proposed in this contribution. The disparity ranges are derived from depth ranges. One of the clipping operations for NBDV uses the converted depth range [0, 255], and the other one uses the converted depth range from the depth lookup table (DLT). The experimental results reportedly show that small BD-Rate gains are achieved, and 2~4% decoding time decrease can be observed.
One expert comments that this could be achieved by an encoder restriction, if desirable.
Generally, this seems not to be a big problem, as it needs to be solved in motion comp anyway.

No action.

JCT3V-E0190 CE2.h related: reduced candidates of NBDV [J. W. Jung, J. Heo, S. Yea (LGE)]

In the 4th JCT-3V meeting, the CU-based DV(disparity vector) derivation was adopted. Although the DV derivation process was simplified by this method, there are still too many NBDV(Neighboring Block Disparity Vector) candidates for DV derivation. In this contribution, the NBDV candidates are reduced by removing some parts of NBDV candidates, thereby the complexity of DV search can be reduced in worst case. Also, Default DV are improved using BVSP-LUT when NBDV is not available. It has BD-rate change -0.1% compared to HTM-7.0r1 on synthesized- total result with 100.9% encoding time, and 99.4% decoding time.
First part identical to E0142 a)

Second part uses global disparity (value 128) to perform an additional shift of the collocated DV, marginal additional gain
JCT3V-E0172 3D-CE2.h related : Bug fix for issues caused by reference view selection [N. Zhang, Y.-W. Chen, J.-L. Lin, J. An, K. Zhang, S. Lei (MediaTek), S. Ma (PKU), D. Zhao (HIT), W. Gao (PKU)]

In current 3D-HEVC, there exist several issues related to the selection of inter-view reference pictures. Some of them are mismatches between the reference software and working draft (WD), some of them may result in misalignment between the disparity vector (DV) and the inter-view reference picture for VSP, inter-view DV merge candidate derivation, and AMVP. There also exists an issue when deriving DV from the temporal neighbor block during the NBDV process. In this contribution, it is proposed to fix these issues. Experimental results reportedly show that the fix we make can bring averagely 3.9% BD-rate reduction for video 2 (B view) and 1.1% BD-rate reduction for overall results under the IBP test conditions.
Results are only reported for non-CTC conditions. Gain for CTC not known.
Issue 1: Misalignment exists, already fixed in new HTM.

Issue 2: Misalignment exists, is known, but not fixed yet in new HTM software
Issue 3/4: Misalignment related to VSP merge candidate (D. Tian to check)

Issue 5: Misalignment exists, this needs clarification, likely a bug in Draft text (L. Zhang to check)
Issue 6: This is a technical change: Add checking of view index in IBP configuration, when checking the neighboring blocks for picture type and POC. – suggested text change to be checked by Ying Chen
Issue 7: This problem does not happen in CTC or IBP, but could occur if not all views of the temporal sequence have the same reference views, e.g. when some of the views have lower frame rate – suggested text change to be checked by Ying Chen.

JCT3V-E0152 3D-CE2.h related: Cross check of LG's proposal (JCT3V-E0190) [M. W. Park, C. Kim (Samsung)] [late]
JCT3V-E0153 3D-CE2 related: Cross check of bug-fix for texture merging candidate (JCT3V-E0182) [J. Y. Lee, C. Kim (Samsung)]
JCT3V-E0154 3D-CE2 related: Cross check of simplified DV derivation (JCT3V-E0178) [J. Y. Lee, C. Kim (Samsung)]

JCT3V-E0206 CE2.h Cross-check on Clipping in the depth-based disparity vector refinement (JCT3V-E0209) [Y. Zhang (Zheijang Univ.)] [late]

JCT3V-E0249 3D-CE2.h related: Cross check of Clipping in depth-based disparity vector derivation (JCT3V-E0141) [J. Heo (LGE)] [late]
JCT3V-E0272 CE2.h: Crosscheck on MediaTek Proposal JCT3V-E0161 [D. Tian (MERL)] [late] 

JCT3V-E0279 CE2.h related: Crosscheck on Simplified NBDV and improved disparity vector derivation (JCT3V-E0142) [J. Kang (Qualcomm)] [late]
JCT3V-E0280 CE2.h related: Crosscheck on Clipping in the depth-based disparity vector refinement (JCT3V-E0209) [J. Kang (Qualcomm)] [late] 
JCT3V-E0284 Cross-check of 3D-CE2.h related : Bug fix for issues caused by reference view selection (JCT3V-E0172) [O. Nakagami (Sony)] [late]
JCT3V-E0150 3D-CE2.h related: Cross check of Disparity range restriction for NBDV (JCT3V-E0162) [M. W. Park, C. Kim (Samsung)] [late]

4.3 CE3: Inter-view/motion prediction
4.3.1 Summary
JCT3V-E0023 CE3: Summary report on inter-view/motion prediction [Y.-L. Chang, S. Yea]
A total of 42 input contributions were gathered in this category, among which were 22 proposals. Among the 20 proposals, three of the non-CE contributions relating to residual prediction were also collected for reference. The input contributions can be roughly categorized as follows:
1. AMVP/Merge List Construction
A. Merge candidate derivation – E0126(Qualcomm, INRIA, and MediaTek, CE proposal), E0213(ETRI and KHU), E0145(Samsung), E0187(LGE)
B. AMVP candidate list construction – E0189(LGE)
2. Residual Prediction
A. Advanced residual prediction(ARP) – E0044(Sharp), E0124(Qualcomm and PKU), E0144(Samsung), E0169(MediaTek), E0185(MediaTek)
B. Disparity vector for ARP – E0175(MediaTek)
3. Interview motion prediction
A. Sub-PU level interview motion prediction – E0184(MediaTek)
B. Simplified interview merge candidate – E0186(MediaTek)
C. Disparity vector for interview merge candidate – E0214(KHU)
4. Depth prediction
A. Disparity derived depth coding – E0174(MediaTek)
B. Texture merging candidate – E0182(MediaTek), E0183(MediaTek)
C. MPI – E0229(Qualcomm)
D. Interview motion vector prediction – E0133(Qualcomm)
5. Others
A. Depth-based block partitioning – E0118(RWTH Aachen and Huawei)
B. Motion data buffer reduction – E0170(MediaTek)
C. Faster encoder decision – E0173(MediaTek, PKU, and HIT)
1. Merge list construction: E0126 is the only CE contribution
Provides 0.2% coding gain. Additional complexity not clear (number of additional comparisons, memory accesses). Revisit when this information is available.

Related contributions: E0213, E0145, E0187, E0189, 
Offline work: Perform analysis for all 5 proposals in terms of number of operations, memory access, number of candidates, coding gain, report back – revisit.

2. Residual prediction (only related contributions)

E0044: Simplification, reducing the 0.5 weight for the residual. Effect on worst case decoder complexity marginal, and disabling ARP in case of some other modes. Mostly helpful for encoder simplification, which could also be done in a non-normative way. Reservation expressed whether this is beneficial.
E0124: ARP extended to inter-view residue (0.2%); disparity vector, if available, is used in ARP (0.1%); ic_flag not used when ARP is on (0.2%). BR reduction 0.6%/0.5% overall coded/synthesized

E0185: Similar to first aspect of E0124, prediction of inter-view residual over time (motion compensated). BR reduction is 0.2%, similar to the first part of E0124.
It is argued that the worst-case is not increased, since two motion comps are necessary anyway if ARP is used to predict the MC residual from the other view.

E0144: this proposal applies ARP only to merge mode, this is a simplification (reduces number of mode decision from 6 to 3, and DV derivation process is only performed in merge mode); it is reported that there is no loss. This aspect should be further studied in CE. No action on other parts. 
E0169: proposal attempts to unify uni-prediction and bi-prediction for ARP. Specifically, it is proposed to align the clipping operation between uni- and bi-prediction when ARP is enabled. It is also proposed to modify the reference picture selection. It was agreed to focus on coding efficiency improvements and consider more unified design and simplifications afterwards. No action.
E0175: proposes adaptive DV derivation method for ARP; reports 0.3% coding gain. One aspect of this proposal is to select one of three candidate disparity vectors. The gains reported here should be further studied in CE with E0124/E0185 regarding multiple candidates.
Further study (E0124, EE0185, E0175, E0144) in CE.

3. Interview motion prediction

E0184: proposes a sub-PU level inter-view motion prediction method used for temporal inter-view merge candidate. Each sub-PU can then be associated with its own motion vector. Report 7% gains for dependent views and 1.6% rate savings for synthesized views. Further study in CE.
E0186: proposes to reduce the checking of reference list of the reference block. It is reported that the number of checks is reduced by half in the worst case with no loss in coding performance. No urgency to take action on this proposal at this time.
E0214: constrains the range of the vertical disparity vector to not exceed the current CTU row. This is more constrained that the current limitations impose in MV-HEVC. It is claimed that approx. 30% reduction in memory bandwidth could be achieved. Some concern was expressed on the limitations of the proposed constraint. It was suggested that the current encoder limitation on vertical disparity would be sufficient. No action.
4. Depth prediction
E0174: propose disparity derived depth coding method which converts the disparity of collocated texture block to current depth block as a prediction sample and adds this candidate to the merge candidate list. Rate savings of 0.2% are proposed. Study further in CE.
E0182: Bug fix for texture merging candidate for the case when texture and depth have different reference picture lists. Specifically it is proposed to inherent the POC and ViewIds of reference pictures instead of reference indices. There is agreement that we should resolve the issue, but there could be other ways.  Working draft text has been provided and it is suggested that editors and interested parties get together offline to review. Revisit.
E0183: this contribution proposes an additional texture merging candidate that inherits the motion parameters from the right bottom position of the collocated texture PU. Experimental results show 0.1% rate savings on synthesized views. E0183 is a subset of E0229.
E0229: in this proposal, two additional MPI candidates may be generated. Gains of 0.12% are reported on the synthesized view. Study further in CE.
E0133: this proposal extends the interview motion vector prediction scheme currently used for texture coding for depth coding. Specifically, a disparity vector is derived from neighboring reconstructed depth pixels and additional merge candidates are derived for a depth block by utilizing motion information from the reference depth views. A more accurate inter-view motion vector candidate is generated by shifting the center pixel by (1,1). A rate savings of 0.2% on synthesized views are reported. It was also reported that this proposal is complementary with other proposals in CE6 (E0156 and E0157) and provides additive gain of 1.2% on synthesized views. It was also reported that when the texture is not available (e.g., unpaired MVD or when MPI is disabled) the gains are increased to1.5% on synthesized views. Further study in CE.
Further study related contributions (E0133, E0229, E0174) in CE.
5. Others

E0118: Improve texture coding using depth-based block partitioning. It is assumed that depth is coded first and three tools that dependent on texture are disabled (MPI, quadtree limitation and DMM3/DMM4). The rate savings of 0.7% on synthesized views is relative to a non-CTC reference with these tools disabled. Compared to CTC, there is a loss of 1.5% on synthesized views, but this loss could be reduced to 1.0% with some changes to VSO. It was suggested that this approach may still be modified to work in a texture-first configuration as well, e.g., using a virtual depth. Further study in CE, including both flexible coding order and also with virtual depth.
E0170: proposal for motion data buffer reduction. In one scheme, it is proposed to compress motion data into quarter-resolution after encoding/decoding each picture and then again to 1/16 resolution after encoding/decoding of all pictures within the same AU. The second scheme directly compress motion data into 1/16 resolution right after encoding/decoding each picture. Key benefit is that motion data buffer and memory access bandwidth are reduced. There is no loss with the first scheme, while the second scheme increases the bit rate by 0.4%. The second scheme has been adopted into scalable extension and it was claimed that this would unify the respective designs. Alignment with SHVC on this aspect of the design did not seem critical and it was preferred by several experts to have a scheme that does not incur loss. Decision: Adopt (first scheme)
E0173: 
proposed scheme is non-normative to speed up encoder mode decision. An encoding time reduction of 47% was reported with minor gain in coding efficiency. The proposal was cross-checked by NTT and Orange and several experts supported. Decision (SW): Adopt, also enable for CTC 
4.3.2 CE contributions
4.3.2.1 AVC
4.3.2.2 HEVC
JCT3V-E0073 CE3.h: Crosscheck on MediaTek Proposal JCT3V-E0184 [D.Tian (MERL)] [late]

JCT3V-E0126 CE3.h: Merge candidates derivation from vector shifting [V. Thirumalai, L. Zhang, Y. Chen, M. Karczewicz (Qualcomm), C. Guillemot, L. Guillo (INRIA), J.-L. Lin, Y. W. Chen, Y.-W. Huang, Y.-L. Chang, S. Lei (MediaTek)]
This proposal is a result of harmonization of techniques in JCT3V-D0178 and JCT3V-D0109. In JCT3V-D0178, up to two candidates may be inserted into a merge candidate list, wherein a candidate is derived by left/right shifting of the disparity vector to identify a candidate in a block of the reference view, if that candidate is unavailable, a disparity motion vector from the spatial neighboring blocks or the disparity vector is left/right shifted to create the candidate. In JCT3V-D0109, a candidate is purely derived by a shift considering the width and height of the current PU. In this joint contribution, it is proposed to add only one additional candidate in the merge candidate list. The additional candidate is firstly generated by shifting the disparity vector by considering the size of the current PU and utilizing the motion information of an identified block in the reference view, as it is done in JCT3V-D0109. Furthermore, similar to JCT3V-D0178, if the block doesn’t provide an available candidate, the candidate is derived by shifting horizontally a disparity motion vector. Compared to the current HTM design, the proposed method achieves a compression efficiency gain of 0.2% in terms of BD rate for both BVSP on and off cases, respectively
4.3.3 Related contributions
4.3.3.1 AVC
4.3.3.2 HEVC
JCT3V-E0118 CE3-related: Depth-based Block Partitioning [F. Jäger (RWTH Aachen University), J. Konieczny, G. Cordara (Huawei Technologies)]

In the proposed method, the dependent views' depth information is coded before the texture component to be able to utilize this coded depth data. Based on a binary segmentation mask computed from the reconstructed depth map, an arbitrarily shaped block partitioning for the collocated texture block is derived. Each of the two partitions (resembling foreground and background) is motion compensated and afterwards merged based on the depth-based segmentation mask.

Simulation results show the benefit of the proposed tools with 0.8% BD-rate savings on the video component (w.r.t. total bitrate).
JCT3V-E0145 3D-CE3 related: VSP and temporal candidates in Merge list construction [J. Y. Lee, M. W. Park, C. Kim (Samsung)]

Inter-view motion vector, spatial, disparity, VSP, and temporal candidates are used for Merge mode in 3D-HEVC. Six candidates among them are finally selected during the Merge candidate list construction. The Merge list construction in 3D-HEVC is very similar to that in 2D-HEVC. But, if VSP is enabled and all of the inter-view motion vector, spatial, and disparity candidates are available, the temporal candidate is not added in the Merge list of the current 3D-HEVC. In 2D-HEVC, the temporal candidate is always added in the Merge list. It might result in the performance degradation when video sequences have very strong temporal correlation between frames. This proposal introduces three methods to guarantee the VSP and temporal candidates in the Merge mode when VSP is enabled. The first proposed method selects only five candidates among the inter-view motion vector, spatial, disparity, and VSP candidates and chooses one temporal candidate. In this case, the VSP candidate cannot be guaranteed but the temporal candidate is always added in the Merge mode. The second method chooses four candidates among the inter-view motion vector, spatial, and disparity candidates and then selects one VSP candidate and one temporal candidate. The third method increases the total number of the Merge candidates to seven. Then, both VSP and temporal candidates can be guaranteed in the Merge mode.
JCT3V-E0304 3D-CE3 related: crosscheck on the VSP and temporal candidates in Merge list construction (JCT3V-E0145) [?? (??)] [late] [miss]

JCT3V-E0169 3D-CE3 related: on complexity reduction of bi-prediction for advanced residual prediction [Y.-W. Chen, J.-L. Lin, Y.-W. Huang, S. Lei (MediaTek)]
In HTM-7.0r1, when the two pieces of motion information used for bi-prediction refer a same reference block, the encoder and the decoder non-normatively change the inter prediction direction from bi-prediction to uni-prediction to avoid the unnecessary computation caused by the redundant motion compensation process. However, with this non-normative change, HTM-7.0r1 could generate a bitstream which does not conform to the 3D-HEVC text due to the unequal operations between uni-prediction and bi-prediction when illumination compensation (IC) or advanced residual prediction (ARP) is enabled. To resolve this issue caused by IC, JCT3V-D0106 was proposed to normatively align the operations between uni-prediction and bi-prediction when IC is enabled. ARP was adopted into 3D-HEVC after JCT3V-D0106 was proposed. In this contribution, it is reported that ARP also has the same issue as IC. Similar to the method that solved the IC issue, it is proposed to normatively align the operations between uni-prediction and bi-prediction for ARP. Experimental results reportedly show that the proposed method causes no coding efficiency loss while the unnecessary computation of bi-prediction can be removed when ARP is enabled. Additional experiments also show that the decoder could save 5.0% decoding time.
JCT3V-E0149 3D-CE3.h related: Cross check of On Complexity reduction of bi-prediction for advanced residual prediction (JCT3V-E0169) [M. W. Park, C. Kim (Samsung)] [late]

JCT3V-E0170 3D-CE3 related: motion data buffer reduction for 3D-HEVC [Y.-W. Chen (MediaTek), K. Sato (Sony), J.-L. Lin, T.-Z. Chuang, S. Lei (MediaTek)]

JCT3V-E0173 3D-CE3.h related: Fast encoder decision for texture coding [N. Zhang, Y.-W. Chen, J.-L. Lin, J. An, K. Zhang, S. Lei (MediaTek), S. Ma (PKU), D. Zhao (HIT), W. Gao (PKU)]
JCT3V-E0174 3D-CE3.h related: A disparity derived depth coding method in 3D-HEVC [K. Zhang (MediaTek), J. An, J.-L. Lin, Y.-L. Chang, S. Lei (MediaTek)]
JCT3V-E0200 CE 3.h related: Crosscheck on A disparity derived depth coding method in 3D-HEVC (JCT3V-E0174) [H. Liu (LGE)] [late]
JCT3V-E0175 3D-CE3.h related: An adaptive disparity vector derivation method for ARP in 3D-HEVC [K. Zhang (MediaTek), J. An, J.-L. Lin, Y.-L. Chang, S. Lei (MediaTek)]

JCT3V-E0197 Cross-check on an adaptive disparity vector derivation method for ARP in 3D-HEVC (JCT3V-E0175) [J. W. Jung, S. Yoo, S. Yea (LGE)] [late]

JCT3V-E0182 3D-CE3.h related: A bug-fix for the texture merging candidate in 3D-HEVC [K. Zhang, J. An, J.-L. Lin, Y.-L. Chang, S. Lei (MediaTek)]
JCT3V-E0183 3D-CE3.h related: An additional texture merging candidate in 3D-HEVC [K. Zhang, J. An, J.-L. Lin, Y.-L. Chang, S. Lei (MediaTek)]
JCT3V-E0184 3D-CE3.h related: Sub-PU level inter-view motion prediction [J. An, K. Zhang, J.-L. Lin, S. Lei (MediaTek)]
JCT3V-E0185 3D-CE3.h related: Advanced temporal residual prediction [J. An, K. Zhang, J.-L. Lin, S. Lei (MediaTek)]
JCT3V-E0186 3D-CE3.h related: Simplified inter-view merge candidate by reducing checking of reference lists [J. An, K. Zhang, J.-L. Lin, S. Lei (MediaTek)]
JCT3V-E0187 3D-CE3.h Related: Improvement on Merge Candidate List Construction [T. Kim, J. Nam, S. Yea (LGE)]

JCT3V-E0189 CE3.h related: AMVP candidate list construction for DCP blocks [S. Yoo, T. Kim, J. Nam, S. Yea (LGE)]

JCT3V-E0213 3D-CE3.h related: Simple merge candidate list construction for 3DV [G. Bang (ETRI), Y.S. Heo, K.Y. Kim, G.H. Park (KHU), G.S. Lee, N.H. Hur (ETRI)]
JCT3V-E0214 3D-CE3.h related: CTU-aligned DV for a temporal inter-view motion vector candidate [K.Y. Kim, Y.S. Heo, M.S. Lee, Y.J. Lee, G.H. Park (??)]

JCT3V-E0219 3D-CE3.h-related: Cross-check on AMVP candidate list construction for DCP blocks (JCT3V-E0190) [S. Shimizu, S. Sugimoto (NTT)] [late]

JCT3V-E0253 3D-CE3.h related: cross-check of Simplified inter-view merge candidate by reducing checking of reference lists (JCT3V-E0186) [T. Ikai (Sharp)] [late]

JCT3V-E0259 3D-CE3.h related: Cross-check on motion data buffer reduction for 3D-HEVC (JCT3V-E0170) [S. Shimizu, S. Sugimoto (NTT)] [late]

JCT3V-E0252 CE3.h: cross-check of Merge candidates derivation from vector shifting (JCT3V-E0126) [T. Ikai (Sharp)] [late]

JCT3V-E0259 3D-CE3.h related: Cross-check on motion data buffer reduction for 3D-HEVC (JCT3V-E0170) [S. Shimizu, S. Sugimoto (NTT)] [late]

JCT3V-E0261 CE3-related: Cross check of Depth-based Block Partitioning (JCT3V-E0118) [S. Van Leuven, G. Van Wallendael, R. Bailleul, J. De Cock, R. Van de Walle] [late] [miss]

JCT3V-E0271 3D-CE3.h related: Crosscheck on Advanced temporal residual prediction (JCT3V-E0185) [L. Zhang (??)] [late]

JCT3V-E0278 CE3.h related: Cross-check on simple merge candidate list construction for 3DV(JCT3V-E0213) [J. W. Jung, S. Yea (LGE)] [late] 

JCT3V-E0283 CE3.h related: Crosscheck on Improvement on Merge Candidate List Construction (JCT3V-E0187) [J. Kang (Qualcomm)] [late] 
JCT3V-E0287 3D-CE3.h related: Cross-check on fast encoder decision for texture coding (JCT3V-E0173) [S. Shimizu, S. Sugimoto (NTT)] [late]
JCT3V-E0291 3D-CE3.h related: Crosscheck on An additional texture merging candidate in 3D-HEVC (JCT3V-E0183) [L. Zhang (Qualcomm)] [late] 

JCT3V-E0296 3D-CE3.h related: Cross-check result on the CTU-aligned DV for temporal inter-view motion vector candidate from KHU [W. Lim, J. Yoo, D. Sim (KWU)] [late]

4.4 CE4: Illumination compensation
4.4.1 Summary
JCT3V-E0024 CE4: Summary report on Illumination Compensation [T. Ikai, H. Liu] 

Test 1: Simplification and Robust parameter derivation
	No
	Test
	Anchor
	Proponent
	Cross-checker

	1.1
	E0045

(D0061)
	HTM70
	Sharp
	LG

(E0047)

	1.3
	E0191

(D0096)
	HTM70
	LG
	Sharp

(E0195)

	CE related
	E0046
	HTM70
	Sharp
	LG

(E0195)

	CE related
	E0143
	HTM70
	Samsung
	Sharp

(E0250)


	
	
	Luma
	Chroma
	Depth
	Note

	
	HTM70
	Linear
	Linear
	Linear
	

	CE
	Test 1.1

E0045 (CE)
	Linear
	Linear
	Linear
	Improved linear model

	
	Test 1.3

E0191 (CE)
	Offset
	Offset
	Offset
	

	CE related
	E0046
	Linear
	Linear
	Linear
	Test 1.1 plus

chroma 4x4 off

resampled

	
	E0143 test2
	Linear
	Offset
	Linear
	

	
	E0143 test3
	Linear
	Linear
	Offset
	


	　
	video 0
	video 1
	video 2
	video bitrate
	total bitrate
	total bitrate 
	enc time
	dec time
	ren time

	E0045
	0.0%
	-0.4%
	-0.8%
	-0.2%
	-0.2%
	-0.2%
	100.7%
	100.5%
	100.4%

	E0191
	0.0%
	0.2%
	-0.3%
	0.0%
	0.0%
	0.0%
	100.3%
	97.4%
	105.3%

	E0046
	0.0%
	-0.4%
	-0.8%
	-0.2%
	-0.2%
	-0.2%
	99.6%
	98.6%
	98.6%

	E0143 test2
	0.0%
	-0.2%
	-0.4%
	-0.1%
	-0.1%
	-0.1%
	100.0%
	97.2%
	100.0%

	E0143 test3
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	99.5%
	97.7%
	99.8%


	HTM70
	Summary
	Comparison
	Add/Sub
	Mul
	ShiftC
	ShiftA
	Clip
	Table
	GetMSB

	
	8x8CU
	36 
	266 
	172 
	0 
	123 
	99 
	3 
	9 

	
	16x16CU
	9 
	171 
	131 
	0 
	103 
	97 
	1 
	2 

	
	32x32CU
	2 
	131 
	113 
	0 
	98 
	96 
	0 
	1 

	
	64x64CU
	1 
	113 
	104 
	0 
	96 
	96 
	0 
	0 

	Test1.1
	Summary
	Comparison
	Add/Sub
	Mul
	ShiftC
	ShiftA
	Clip
	Table
	GetMSB

	
	8x8CU
	24 
	257 
	175 
	105 
	21 
	99 
	3 
	3 

	
	16x16CU
	6 
	168 
	132 
	98 
	5 
	97 
	1 
	1 

	
	32x32CU
	2 
	130 
	113 
	97 
	1 
	96 
	0 
	0 

	
	64x64CU
	0 
	113 
	104 
	96 
	0 
	96 
	0 
	0 

	Test1.3
	Summary
	Comparison
	Add/Sub
	Mul
	ShiftC
	ShiftA
	Clip
	Table
	GetMSB

	
	8x8CU
	18
	169
	0
	0
	6
	96
	0
	0

	
	16x16CU
	5
	130
	0
	0
	2
	96
	0
	0

	
	32x32CU
	1
	113
	0
	0
	0
	96
	0
	0

	
	64x64CU
	0
	104
	0
	0
	0
	96
	0
	0

	E0046
	Summary
	Comparison
	Add/Sub
	Mul
	ShiftC
	ShiftA
	Clip
	Table
	GetMSB

	
	8x8CU
	8 
	107 
	85 
	67 
	7 
	65 
	1 
	1 

	
	16x16CU
	6 
	136 
	116 
	98 
	5 
	97 
	1 
	1 

	
	32x32CU
	2 
	114 
	105 
	97 
	1 
	96 
	0 
	0 

	
	64x64CU
	0 
	105 
	100 
	96 
	0 
	96 
	0 
	0 

	E0143
	Summary
	Comparison
	Add/Sub
	Mul
	ShiftC
	ShiftA
	Clip
	Table
	GetMSB

	test2
	8x8CU
	24
	212
	100
	0
	77
	97
	1
	3

	
	16x16CU
	6
	149
	81
	0
	67
	96
	0
	1

	
	32x32CU
	2
	121
	72
	0
	65
	96
	0
	0

	
	64x64CU
	0
	108
	68
	0
	64
	96
	0
	0


The most critical complexity comes with adaptive shifts (ShiftA)
Second critical operationis get MSB (irregular)

From that point of view, the most promising candidates are Test 1.3 and E0046

Test 1.3 has 0 gain/loss, E0046 has 0.2% BR reduction

Test 1.3 has 169/0/0 Mul/Add/shiftC for 8x8 which is the most critical CU size
E0046 has 107/85/67 Mul/Add/shiftC for 8x8

Several experts express opinion that 0.2% coding gain is worth to be paid by approx 1 mul/sample

Cross-checker confirms that WD text is matching the software

Decision: Adopt: JCT3V-E0046

Test 2: Aligned operation for Bi-prediction
Test 2 consists of the following aspect:
· Align the operations between the uni-prediction and bi-prediction when IC is enabled. 
In decoder side, the alignment enables uni-prediction compensation (identical motion compensation) if L0 motion parameter and L1 motion parameter is identical in IC case.

Note: Current HTM’s identical motion compensation is buggy because it doesn’t consider if IC on or off. But this bug doesn’t appear because encoder and decoder have the same bugs so there is no enc/dec mismatch.

In encoder side, the alignment is beneficial because L0 block and L1 block can be reused for Bi block in motion estimation stage.
The current specification of IC defines different clipping for cases of uni and bi-prediction. JCT3V-E0168 investigates using the same clipping (from uni prediction) for both cases. Therefore bi-prediction where identical MV are in L0 and L1 can be replaced by a uni-prediction which would not be possible otherwise.

Decision: Adopt JCT3V-E0168
4.4.2 CE contributions
JCT3V-E0045 CE4: Illumination compensation regression improvement and simplification [T. Ikai (Sharp)]
JCT3V-E0047 CE4: cross-check of test1.3 (JCT3V-E0191) [T. Ikai (Sharp)] [late]

JCT3V-E0168 3D-CE4 results on complexity reduction of bi-prediction for illumination compensation [Y.-W. Chen, T.-Z. Chuang, J.-L. Lin, Y.-W. Huang, S. Lei (MediaTek)]

JCT3V-E0305 CE4.h: Crosscheck results on complexity reduction of bi-prediction for illumination compensation (JCT3V-E0168) [X. Zheng (Hisilicon)] [late]

JCT3V-E0191 CE4.h: The results on illumination compensation using offset model [J. W. Jung, H. Liu, J. Jia, S. Yea (LGE)]

JCT3V-E0195 CE4h: Cross-check on illumination compensation regression improvement and simplification (JCT3V-E0045) [J. W. Jung, S. Yea (LGE)] [late]

JCT3V-E0277 3D-CE4: Cross-check on Test-2.1 and Test-2.3 [Y.-W. Chen (MediaTek)] [late]

4.4.3 Related contributions
JCT3V-E0046 CE4-related: Resampling in IC parameter derivation and 4x4 Chroma removal [T. Ikai (Sharp)]
Decision: Adopt (see under summary above)
JCT3V-E0135 CE4.h related: Coding of illumination compensation flag [J. Kang, Y. Chen, M. Karczewicz (Qualcomm)]

In the current 3D-HEVC, a CU-level flag for illumination compensation (IC) (i.e., ic_flag) may or may not be signaled in a different condition depending on a slice-level flag and a prediction mode without parsing dependency problem [1]. This proposal presents modifications on the ic_flag signaling including the following aspects. First, a slice-level flag is removed and replaced by checking whether the current slice belongs to an IRAP picture. Second the derivation of the ic_flag signaling condition is simplified by skipping to check the reference picture indices due to disabling AMVP in the IC mode. Third, the CABAC context of the ic_flag is modified. Experimental results show that the two modifications provide the only minor change (0.1% gain) in coding gain in the common test condition (CTC).

Two modifications are suggested:
· replace slice_ic_disable_merge_zero_idx by an implicit derivation from NAL unit type

· modify CABAC contexts for ic_flag (more contexts)

The first modification comes with no coding loss under CTC. However, several experts expressed opinion that it would give up flexibility. No action.
The second modification provides 0.1% BR reduction, and is similarly proposed in JCT3V-E0192 (see disposition there).
JCT3V-E0143 3D-CE4.h related: Illumination compensation for BVSP and adaptive IC model [M. W. Park, J. Y. Lee, H.-C. Wey, C. Kim (Samsung)]

In the current 3D-HEVC, the ic_flag is signalled for every BVSP mode to remove parsing dependency, however, the BVSP mode does not apply the illumination compensation. Therefore, it is proposed to simply apply the illumination compensation to BVSP mode with the offset model. This proposed method reportedly provides 0.1% bit-saving on coded and synthesized views. In addition, it is observed that if IC model adaptively can apply to each component (i.e. luma, chroma, and depth map), more coding gain could be obtained and the complexity also could be decreased. When the offset model is applied to chroma, while other components use the current IC model, the proposed method reportedly provides 0.1% bit-saving on coded and synthesized views. Additionally, when the offset model is applied to depth, while other components use the current IC model, the proposed method reportedly provides no coding loss. When combining all propose methods, 0.2% and 0.1% bit-savings are reportedly obtained for coded and synthesized views, respectively.
Illumination compensation suggested here is different from the current one (which does not provide gain with BVSP)

In terms of maximum complexity, useful to have it disabled. 

Additional complexity not justified by 0.1% gain
JCT3V-E0192 CE4.h related: Context model for illumination compensation flag [J. W. Jung, J. Heo, S. Yoo, S. Yea (LGE)]

In 3D-HEVC, illumination Compensation(IC) process is specified by IC CU flag. The conventional IC flag has been encoded by only one context model. In this contribution, the context model is separated to three context models derived from neighbour block. It has BD-rate change -0.10% compared to HTM-7.0r1 on synth-total result with 100.5% encoding time, and 99.8% decoding time.
Slightly different definition of context models than in E0135; similar small gain
Both proposals achieve this gain by making the ic flag coding dependent on the neighbor blocks (i.e. increasing complexity of entropy  coding
No support for adoption or further investigation by other experts.

No action.

JCT3V-E0196 CE4.h related: Cross-check on resampling in IC parameter derivation and 4x4 Chroma removal(JCT3V-E0046) [J. W. Jung, S. Yea (LGE)] [late]

JCT3V-E0203 CE4.h related: Cross-check of coding of illumination compensation flag (JCT3V-E0135) [J. W. Jung, S. Yea (LG)] [late]

JCT3V-E0250 3D-CE4.h related: cross-check of Illumination compensation for BVSP and adaptive IC model (JCT3V-E0143) [T. Ikai (Sharp)] [late] 

JCT3V-E0282 CE4.h related: Crosscheck on Context model for illumination compensation flag (JCT3V-E0192) [J. Kang (Qualcomm)] [late] 

4.5 CE5: Depth bi-partition modes 
4.5.1 Summary
JCT3V-E0025 CE5 Summary Report: Depth Bi-partition Modes [P. Merkle] 
3 CE reports:
E0120 (Test 1): investigates the performance of DMM and RBC depth intra modes in terms of RD and runtime performance for disabling individual modes or complete tool sets. Disabling all modes leads to 2.7% increase for CTC and 7.3% for all intra case. Some modes are not contributing much to the overall rate reduction. Informative contribution, no recommendation is provided.
E0159 (Test2-A): proposes to remove part of DMM3 that overlaps with DMM1, which is the case when the CTLB is not intra coded with mode 2~34. No impact on coding efficiency.
E0146 (Test2-C/D): testing subsets of modes with adapted signaling. It is shown that 0.2% to 0.4% increase in rate when DMM2/3/4 and RBC are removed. These tools correspond to 8-10 pages of text and 14 syntax elements. These results show that there are some overlaps in DMM and there are related contributions that attempt to sort this out. Proponents recommend removal of DMM2/3/4 which results in 0.1% loss for CTC and 0.2% loss for all intra.
Decision: Remove part of DMM3 that overlaps with DMM1 (E0159) and also remove DMM2 (E0146). 

It was remarked that VSO may impact the coding performance of DMM tools. Future CEs may consider testing the case with VSO disabled.

9 related proposals:

[Complexity of DMM prediction/processing]

E0121: unifying DMM wedgelet prediction for inter-component and intra by removing DMM2 and replacing overlapping part of DMM3. No impact on coding efficiency.
E0179: simplifying and unifying segment DC value prediction for DMM. Small change with slight gain of 0.1% in both CTC and all-intra cases.
E0225: simplify DMM1 pattern generation mechanism with reduced number of patterns and changed binarization and signaling. More involved change with 0.1% gain in CTC and no coding efficiency impact on all-intra. 
E0238: fast encoder mode selection for DMM and RBC. No coding efficiency loss. More than 25% encoder complexity reduction for all intra case. Decision(SW): Adopt, also adopt to CTC.
E0242: replace division of DMM4 threshold calculation with aim to be more hardware friendly.
[Depth intra mode binarization]
E0180: replace fixed-length code of DMM1~3 data by bypass mode, reducing number of contexts.

E0204: using truncated unary code for syntax element depth_intra_mode.

E0226: changing binarization of depth intra modes for 8x8 to 32x32 and removing DMM3 and RBC for 4x4.
None of the above proposals provide any coding gain. Need to understand whether there is any notable reduction in complexity, e.g., fewer contexts.
[Depth intra coding structure]

E0193: replacing DMM, RBC, and SDC by simple SDC-like coding mode. Results in a 1.4% increase in bit rate and 4% increase for all-intra.
4.5.2 CE contributions
4.5.2.1 AVC
4.5.2.2 HEVC
JCT3V-E0120 CE5.H: Results on DMM and RBC depth intra modes performance (Test1) [P. Merkle, K. Müller (HHI)]

JCT3V-E0146 3D-CE5: DMM simplification and signalling [J. Y. Lee, M. W. Park, H.-C. Wey, C. Kim (Samsung)]

JCT3V-E0159 CE 5.h: Results on Removal of Overlap between DMM1 and DMM3 [Shiqi Wang (Peking University), Hongbin Liu (LG Electronics), Siwei Ma (Peking University), Jie Jia (LG Electronics)]

JCT3V-E0201 CE 5.h: Crosscheck on DMM simplification and signalling (JCT3V-E0146) H. Liu (LGE)] [late]
4.5.3 Related contributions
4.5.3.1 AVC
4.5.3.2 HEVC
JCT3V-E0121 CE5.H related: Results on DMM wedgelet prediction unification [P. Merkle, K. Müller (HHI)]

This contribution proposes a unification of the wedgelet prediction in DMM2 and DMM3. In particular, the current DMM2 is removed and the redundant intra prediction part of DMM3 is replaced (as it partially overlapped with DMM1). The unified wedgelet prediction always derives an intra angular mode from the co-located texture or left/above neighbouring blocks. For this angle the encoder search and signaling method based on angle-dependent wedgelet lists as part of current DMM3 is applied. 

The proposal does not offer any gain. No action.

JCT3V-E0179 3D-CE5.h related: A simplified DMM prediction method in 3D-HEVC [K. Zhang, J. An, J.-L. Lin, Y.-L. Chang, S. Lei (MediaTek)]
This contribution presents a simplified depth map modeling (DMM) prediction method in 3D-HEVC. In the current 3D-HEVC, DMM prediction is conducted differently in different cases. Several judgments are involved to determine a specific case. In the proposed method, two of these cases are unified. Experimental results show that this simplification can achieve 0.1% BD-rate saving for the synthesized views in the common test condition.
Small change with minor gain. Some experts expressed a preference for the original design.

No action.
JCT3V-E0180 3D-CE5.h related: A simplified method on DMM mode coding in 3D-HEVC [K. Zhang, J. An, J.-L. Lin, Y.-L. Chang, S. Lei (MediaTek)]

This contribution presents a simplification on depth map modeling (DMM) mode coding in 3D-HEVC. In the current 3D-HEVC, the table index in DMM1 is binarized as a fixed-length code, and all bins share one context model. It is proposed to code these bins in the bypass mode without any context model. Similarly, the table index in DMM3 and delta_end_abs_minus1 in DMM2 are also coded in the bypass mode. As a result, two context models can be removed. Experimental results show that the simplification causes no coding efficiency loss.
There is some minor loss in one sequence that is difficult to explain. There have been previous proposals in this area in which further study was not encouraged.
No action.

JCT3V-E0193 3D-CE5.h Related: new intra coding structure for depth map [J. Heo, E. Son, J. Nam, S. Yea (LGE)]

This contribution presents a new intra coding method for depth map. The proposed method substitutes the depth intra prediction tools, including depth modeling modes (DMM), region boundary chain (RBC) mode, and simplified depth coding (SDC) mode with non-conventional intra prediction method. Although the proposed method still uses the concept of SDC, it is only applied to the non-conventional intra prediction. The proposed method leads to bit rate increase of 1.1% for random access and 3.8% for all-intra configuration. However, the proposed method reduces encoding time by 37% and 93% for random access and all-intra configuration, respectively.
[presentation deck not uploaded]
It is claimed that the proposed design is better aligned with the current HEVC design and much simpler. While the simpler design is appreciated, there is some reservation to reduce the overall coding efficiency.
No action.

JCT3V-E0204 CE5 related: Results on Simplified Binarization for depth_intra_mode [P. Lu, L. Yu (Zhejiang University)]

This proposal simplifies the binarization of the syntax element depth_intra_mode. By using truncated unary code, a new method of binarization is avoided. Moreover, this proposal achieves 0.1% and 0.00% BD-rate gains compared to 3D-HTM7.0_r1 under the common test condition (CTC) and all intra test condition with similar encoding/decoding time.
It is desired to use the existing method of binarization (truncated unary) rather than introduce a new method. It was remarked that the performance should be confirmed in the latest software, but this is a minor change and could be done afterwards.

Decision: Adopt

JCT3V-E0225 CE5.h related: Simplification on DMM1 pattern generation mechanism [W. Li (Tsinghua), X. Zheng (Hisilicon), Y. He (Tsinghua)]

This contribution provides a simplified DMM1 pattern generation mechanism, which targets at the simplification of pattern generation, reduce the number of patterns and reduce encoding time. Experimental results show that the proposed method has no impact on coding performance and can achieve 10% encoding time reduction for all-intra case, and achieve 0.1% gain for CTC case.
Basic concept of this proposal is to categorize and signal the pattern partition according to the geometric properties. The claimed benefits include reducing the storage of different patterns and bit signaling is more efficient. The proposal does not provide WD text.
It was noted that that this approach may also apply to other DMM modes. Several experts expressed interest in studying the method further.

Further study in CE.

JCT3V-E0237 CE5.h related: Crosscheck on simplification on DMM1 pattern generation mechanism (JCT3V-E0225) [X. Zhao (Qualcomm)] [late]

JCT3V-E0233 3D-CE5.h related: Cross check on results on DMM and RBC depth intra modes performance (JCT3V-E0120) [X. Zhao (Qualcomm)] [late]

JCT3V-E0236 3D-CE5.h: Cross check on Results on Removal of Overlap between DMM1 and DMM3 (JCT3V-E0159) [X. Zhao (Qualcomm)] [late]

JCT3V-E0238 3D-CE5.h related: Fast Intra Prediction Mode Selection for Intra Depth Map Coding [Z. Gu (SCU), J. Zheng (HiSilicon), N. Ling (SCU), P. Zhang (HiSilicon)]

JCT3V-E0242 3D-CE5.h related: On DMM simplification [Z. Gu (SCU), J. Zheng (HiSilicon), N. Ling (SCU)]

This contribution provides simplification solutions for DMM4 to remove division in the depth wedgelet Pattern derivation. Both test cases at common test condition and all intra condition are verified. Experimental results show that the proposed simplification solution has no harm to the coding performance. Due to the removal of the division operation, the DMM4 encoding and decoding process can be simplified.
Decision: Adopt

JCT3V-E0298 3D-CE5.h related: Cross-check on DMM simplification (JCT3V-E0242) [S. Sugimoto, S. Shimizu (NTT)] [late] 

JCT3V-E0257 3D-CE5.h related: Cross-check on fast Intra prediction Mode selection for intra depth map coding by SCU/Hisilicon (JCT3V-E0238) [K. Zhang, J. An (Mediatek)] [late]

JCT3V-E0265 CE5.h related: Crosscheck on direct simplified depth coding (JCT3V-E0179) [X. Zheng (Hisilicon)] [late] 
JCT3V-E0266 CE5.h related: Crosscheck on simplified method on DMM mode coding (JCT3V-E0180) [X. Zheng (Hisilicon)] [late] 

JCT3V-E0273 CE5.H related: Crosscheck on HHI's Proposal JCT3V-E0121 [Z.Gu (SCU)] [late]

JCT3V-E0285 3D-CE5 related: Cross check of new intra coding structure for depth map (JCT3V-E0193) [J. Y. Lee, C. Kim (Samsung)] [late]

JCT3V-E0308 CE5.h related: Crosscheck results on Simplified Binarization for depth_intra_mode [X. Zheng, Y. Lin (Hisilicon)]
[late] [miss]
4.6 CE6: Simplified depth coding 
4.6.1 Summary
JCT3V-E0026 CE6: Summary report on Simplified Depth Coding [F. Jäger (RWTH Aachen University)] 

There are 7 CE reports and 7 related proposals, categorized into three major areas.

1. Simplification of DC Predictor Generation

In this test subcategory, three approaches for reducing the number of operations and memory accesses for the generation of the DC predictors for SDC are to be compared. This comparison should include the number of required operations and memory accesses per SDC coding unit, which are required to generate the final DC predictor(s). Ideally, all three proposals would not have a negative impact on coding efficiency.

Summary of the Test Results: JCT3V-E0031, JCT3V-E0221 and JCT3V-E0222 show no difference in coding performance compared to the anchor configuration. While E0221 and E0222 propose simplification by subsampling and by replacing the division by a shift operation, E0031 simplifies the same process by taking only very few samples depending on the prediction mode. The latter approach seems like the simplest among the tested methods and also makes the other two proposals obsolete.

There seems to be support to adopt E0031, but it was noted that there are related proposals (E0167, E0147, E0127, E0117) that should be considered.

Revisit (E0031/E0117/E1067/E0181) – all provide reasonable simplification over existing method. Proponents to meet offline to discuss in further detail and come back with recommendation.

2. Modifications to Simplified Depth Coding Scheme

In the second category, three modifications to the current SDC coding scheme are to be compared. The resulting BD-Rate savings are reported together with the amount of complexity reduction in terms of number of operations, memory requirements and accesses.

Summary of the Test Results: JCT3V-E0158 proposes to remove DC prediction from the available modes in SDC. The simulation results show no difference (0.0%) for random access (CTC) and all intra (AI) coding configurations while simplifying the specification text for SDC.

JCT3V-E0032 and JCT3V-E0181 propose to derive the prediction signal for SDC-coded blocks from the neighboring pixels instead of the two-step process that is currently used in the anchor. E0032 shows the same performance compared to the anchor (0.0% gain) for CTC and AI while E0181 shows 0.1% coding gain for AI and 0.0% for CTC.

3. Simplified Depth Coding for INTER

In this sub-category, a proposal on using the SDC approach in INTER coding units was tested.

Summary of the Test Results: JCT3V-E0156 proposes to use an SDC-like approach for INTER-predicted blocks. Simulation results show a coding gain of 0.7% for synthesized views over total bitrate while there is a slight loss of 0.2% for video PSNR over total bitrate.
4.6.2 CE contributions
JCT3V-E0031 CE6: Results on Complexity Reduction for Simplified Depth Coding [F. Jäger (RWTH Aachen University)]
This proposal introduces simplifications to the determination process of the mean prediction values for SDC segments. In the current implementation (HTM 7.0r1), the whole SDC coded block is scanned (sub-sampled by a factor of 2) to compute the average value of each of the two SDC segments before adding the residual DC values.

In this contribution the DC prediction values are computed depending on the SDC prediction mode. For DC prediction, a single pixel value is used as the SDC prediction value. For DMM prediction, the DMM segment prediction values are reused and for Planar prediction, the four corner values are averaged to get the SDC prediction value.

JCT3V-E0032 CE6: Results on SDC without per-pixel prediction [Z. Deng, W. Zhang, L. Xu, Y. Han, X. Cai, Y.-J. Chiu (Intel)] [late]
This proposal is a follow-up of JCT3V-D0190, in which a simplification of calculating the constant prediction values of SDC prediction was proposed to reduce the computational complexity and enhance the hardware implementation for SDC. By this method, the per-pixel prediction and averaging operations of original SDC are totally avoided, and the constant prediction values can be directly computed by the neighboring pixels. It reports large amount of operations can be reduced and there is less than 0.2% gain loss for CTC/AI configurations.
It was remarked that worst-case complexity is not reduced. Also, loss is incurred with this proposal. There is also a limitation with this approach in that it cannot handle gradient blocks well.
No action.
JCT3V-E0033 CE6: Cross check on Results on SDC without per-pixel prediction (JCT3V-E0032) [F. Jäger (RWTH Aachen University)]

JCT3V-E0036 CE6: Cross check on Results on Complexity Reduction for Simplified Depth Coding (JCT3V-E0031) [Z. Deng, W. Zhang, L. Xu, Y. Han, X. Cai, Y.-J. Chiu (Intel)] [miss]

JCT3V-E0117 CE6: Simplified DC calculation for SDC [H. Jo, W. Lim, J. Yoo, D. Sim (KWU)]

This contribution proposes a simplified DC calculation for simplified depth coding (SDC) to reduce the computational complexity. For the computational complexity reduction, the current reference software (HTM 7.0r1) employs reference samples sub-sampling for SDC. However, accumulation with varying number of samples, branch, and division operations are still utilized and these operations increase computational complexity in encoder and decoder. The proposed method calculates DC value using the partial samples of the predicted block based on the characteristics of three types of prediction modes (DC, Planar, and DMM Mode-1) of SDC coded block. For DC prediction mode, the right-bottom sample in a predicted block is used as the DC value. For DMM Mode-1 prediction mode, the left-top, right-top, left-bottom, and right-bottom samples in a predicted block are used to find the DC values of segment-1 and segment-2, respectively. For the Planar prediction mode, the left-top, right-top, left-bottom, and right-bottom samples in a predicted block are averaged to get the DC value. The experimental results show that the proposed method achieves 0.1% coding gain for synthesized views in common test condition (CTC) with the significantly reduced number of the computing operations.
Selects the right bottom pixel for the DC value, and uses the corner samples for DMM1 and Planar modes. Very similar to E0031.
JCT3V-E0156 CE 6.h: Results on Simplified Inter Mode Coding of Depth [Hongbin Liu, Jie Jia, Junghak Nam (LG Electronics)]
This contribution reports result of JCT3V-D0069 which proposes simplified inter mode coding of depth. For non-skipped inter-coded depth CU, instead of coding residual for all pixels in a CU (coding unit), only one residual value is encoded for each PU (prediction unit) of the CU. To indicate whether proposed method is employed, one flag is coded for each non-skipped inter-coded depth CU. It is reported that there is -0.71% coding gain on synthesized view.

Basic idea is to encode one residual for each prediction unit of non-skipped inter-coded depth CU. This proposal provides good coding gain. 

Several experts supported adoption of the proposal.

Decision: Adopt

JCT3V-E0262 CE6.h: Crosscheck on Simplified Inter Mode Coding of Depth (JCT3V-E0156) [X. Zheng (Hisilicon)] [late] 
JCT3V-E0235 3D-CE6.h related: Cross check on results Results on Simplified Inter Mode Coding of Depth (JCT3V-E0156) [X. Zhao (Qualcomm)] [late]

JCT3V-E0181 3D-CE6.h results on direct simplified depth coding in 3D-HEVC [K. Zhang, J. An, J.-L. Lin, Y.-W. Chen, S. Lei (MediaTek)]

This contribution reports the result of JCT3V-D0155 which proposes a direct Simplified Depth Coding (dSDC) method in 3D-HEVC. In the current HTM, a two-step method is applied in the SDC prediction stage. To simplify the SDC prediction approach, dSDC calculates the prediction values from the neighbouring reconstructed samples directly. Experimental results show that dSDC causes no coding efficiency loss and has less complexity than the current SDC.
The main benefit of this approach is that the prediction values could be achieved in one step, while an additional look-up is needed with related approaches (E0031, E0117). A gain of 0.1% is reported on synthesized views for CTC, but there is some minor loss for all intra.

JCT3V-E0194 CE6.h: Cross-check on simplified DC calculation for SDC (JCT3V-E0117) [J. Nam, S. Yea (LGE)] 

JCT3V-E0221 CE6: CE results on sub-sampling for all SDC blocks [X. Zheng, Y. Lin, X. Chen, J. Zheng (Hisilicon)]
This contribution reports CE results on applying the reference samples sub-sampling mechanism to all block-sizes in SDC. Both test cases at common test condition and All intra condition are verified. Experimental results show that the proposed method can achieve 0.0% and 0.0% for AI and CTC.
This approach was considered to be more complex that E0031. No action.

JCT3V-E0222 CE6: CE results on removal of division operation for SDC [X. Zheng, Y. Lin, X. Chen, J. Zheng (Hisilicon)]

This contribution reports CE results for division free solution for SDC. Both test cases at common test condition and All intra condition for SDC are verified. Experimental results show that the proposed solution doesn't have the impact on the coding performance

This approach was considered to be more complex that E0031. No action.

JCT3V-E0263 CE6.h: Crosscheck on Removal of DC from SDC Mode (JCT3V-E0158) [X. Zheng (Hisilicon)] [late] 
JCT3V-E0264 CE6.h: Crosscheck on direct simplified depth coding (JCT3V-E0181) [X. Zheng (Hisilicon)] [late] 

4.6.3 Related contributions
JCT3V-E0139 CE6-related: Cross check of Complexity reduction on simplified depth coding (SDC) with subsampling on neighboring reference pixels (JCT3V-E0127) [C.-H. Hung, C.-C. Lin (ITRI)] [late]

JCT3V-E0147 3D-CE6 related: Simplified depth coding based on most probable mode [J. Y. Lee, M. W. Park, B. Choi, C. Kim (Samsung)]

Simplified depth coding (SDC) is employed for efficient depth intra coding in 3D-HEVC. SDC consists of Planar, DC, and DMM1 modes and its partition size is always 2Nx2N. Instead of the transform and quantization processes for coding of the residual samples, SDC signals one or two constant values, which are the difference between the DCs of the original depth values and the predicted depth values. In order to reduce the DC calculation process, the proposed method does not signal the residual information by SDC. Therefore, it can remove the SDC-related syntaxes and contexts. In addition, the proposed method uses most probable modes as SDC modes to improve the coding performance, instead of the fixed modes such as Planar, DC, and DMM1 modes. The results demonstrate that the proposed method achieves the gain by -0.3% in terms of the coded PSNR as well as simplifies the current design and specification. As the other proposed method for the simplification, this contribution provides the results when Planar mode is only used as SDC mode.
Replaces Planar, DC and DMM1 modes with three most probable modes, removes SDC residual syntax elements and provides coding gain.

Further study in CE.

JCT3V-E0167 3D-CE6.h related: Simplified SDC prediction [J.-L. Lin, Y.-W. Chen, K. Zhang, Y.-W. Huang, S. Lei (MediaTek)]

The simplified depth coding (SDC) is utilized as an alternative intra coding mode in 3D-HEVC. In DC mode and Planar mode of SDC, the mean of the prediction samples of current depth block need to be calculated and used as the input of a depth lookup table to derive an index value. In this proposal, it is proposed to simply use a single prediction sample, which is the center sample of current depth block, instead of deriving the mean of all prediction samples. With this simplification, a sub-sampling calculation of the mean of the prediction samples can be removed. The experimental results reportedly show no coding loss under the common tests conditions and all-intra test conditions.
Simply uses the center sample as the predictor.

JCT3V-E0234 3D-CE6.h related: Cross check on applying depth look-up table to Intra modes of depth map (JCT3V-E0157) [X. Zhao (Qualcomm)] [late]
JCT3V-E0243 CE6.h related: SDC coding for 64x64 blocks [Y. Song, Y.S. Ho (GIST)]

This document presents results on SDC signaling for 64x64 blocks. This proposal suggests incorporating DC and planar modes of SDC into the conventional angular intra coding approach. Two modes which are the least selected from the pre-experiment are substituted with such SDC modes. Binarziation of depth intra modes can be skipped by this method. Tests were conducted using HTM-7.0r1 under CTC. Simulation results report 0.1% gain for both video and synthesis.
It was remarked that it may not be good to overwrite the existing HEVC modes. Also, the overall benefit is not so clear.

No action.

JCT3V-E0254 3D-CE6.h related: cross-check of Removal of post-filter for DC mode in SDC (JCT3V-E0165) [T. Ikai (Sharp)] [late]

JCT3V-E0255 3D-CE6.h related: cross-check of Simplified SDC prediction (JCT3V-E0167) [T. Ikai (Sharp)] [late]
JCT3V-E0256 CE6.h related: Cross-check on simplified depth coding based on most probable mode by Samsung (JCT3V-D0147) [K. Zhang, J. An (Mediatek)] [late]

JCT3V-E0127 CE 6.h-related: Complexity reduction on simplified depth coding (SDC) with subsampling on neighboring reference pixels [C.-F. Chen, G. G. Lee, B.-S. Li (NCKU)]

This proposal proposes a method to reduce the number of operations on simplified depth coding (SDC) through processing the SDC at subsampling level. That is, intra prediction would be operated at subsampling level to significantly reduce the number of operations, especially in Planar mode. On the other hand, the boundary filtering for DC mode is removed and hence segment DC in DC mode and DMM 1 mode can be obtained from intra prediction procedure directly without analyzing the DC of segment again. Therefore, this proposal proposes to change sample-based reconstruction of DC mode and DMM 1 mode to the segment-based reconstruction and Planar mode remains the sample-based reconstruction. An adaptive strategy to determine subsampling ratio in this proposal is presented and it depends on the homogeneity of depth and PU width. The simulation result for common test condition (CTC) reports no bitrate increasing for video PSNR vs. video bitrate, video PSNR vs. total bitrate, and synth PSNR vs. total bitrate in average, with comparative decoding and encoding time to the anchor. The simulation result for all intra (AI) reports no bitrate increasing for video PSNR vs. video bitrate, 0.2% bitrate increasing for video PSNR vs. total bitrate, and 0.1% bitrate increasing for synth PSNR vs. total bitrate in average, with comparative decoding and encoding time to the anchor. Consequently, this proposal also shows that complexity assessment to evaluate reduction ratio of the proposal as compared to the anchor. The complexity analysis results suggest about 91% and 73% number of operations reduction for DC and Planar mode at worst case, respectively.
JCT3V-E0157 CE 6.h related: Applying Depth Look-up Table to Intra Modes of Depth Map [Hongbin Liu, Jie Jia (LG Electronics)]
DLT shows its advantage in simplified depth coding (SDC), and this contribution further exploits its advantage in other intra modes of depth map. This contribution proposes an alternative residual generation method for all intra modes excluding SDC. Instead of calculating residual as the difference of original pixel value and prediction pixel value directly, both original pixel value and prediction pixel value are firstly mapped to depth index through DLT, and then residual is generated as the difference of these two depth indexes. Rate distortion optimized selection between proposed method and method in 3D-HEVC is performed at encoder and one flag is encoded for each intra coded (excluding SDC) depth CU to indicate which method is used.

It is reported that -0.29% coding gain is achieved on synthesized view in CTC case, and this doubles the gain brought by DLT. In AI case, there is -0.54% coding gain on synthesized view. For sequences using DLT, there is -0.50% and -0.95% coding gain on synthesized view for CTC case and AI case respectively. The encoding time and decoding time is not increased much or even reduced by 3.4% and 1.2% respectively for CTC case, while for AI case, the encoding time is increased by 50% because each intra mode excluding SDC is tested twice and the decoding time is increased by 3.7%.

When combined with JCT3V-E0156, -0.94% coding gain on synthesized view can be achieved and encoding time and decoding time is not increased much.
Further study in CE.
JCT3V-E0158 CE 6.h: Results on Removal of DC from SDC Mode [Hongbin Liu, Jie Jia, Jin Heo, Junghak Nam (LG Electronics)]

This contribution reports result of JCT3V-D0066 which removes DC from SDC mode to further simplify SDC mode. It is reported that there is negligible compress performance loss in both CTC and All Intra case.
It was remarked that there is some benefit in keeping this mode since it is the simplest among all related modes.

Decision: Adopt
JCT3V-E0198 CE 6.h: Crosscheck on CE results on sub-sampling for all SDC blocks (JCT3V-E0221 [H. Liu, J.Nam  (LGE)] [late]
JCT3V-E0199 CE 6.h: Crosscheck on CE results on removal of division operation for SDC (JCT3V-E0222) [H. Liu, J.Nam  (LGE)] [late]

4.7 CE7: Flexibility in 3D-AVC 
4.7.1 Summary
JCT3V-E0027 CE7: Summary report on Flexibility in 3D-AVC (including FCO, flexible resolution for depth) [Y. Chen, D. Rusanovskyy]

There are 2 input contributions in this category.
a) Disparity Vector Derivation in ATM

JCT3V-D0185 and JCT3V-D0186 is continued in JCT3V-E0136. In this contribution, a disparity derivation method independent from depth map for texture-first coding is proposed. The proposed method is called Neighboring Block based Disparity Vector (NBDV), which is a simplified version of a similar tool in 3D-HEVC. With NBDV, for disparity vector derivation, there is no need to access the depth view component of the same view for decoding any texture view component, such that the dependency on depth is completely removed. Meanwhile, the proposed method enables all the existing tools in the texture-first mode.

Simulation results and complexity analysis are reported in section 3.1.

This proposal is cross checked by MERL (JCT3V-E0248), MediaTek (JCT3V-E0276), and ETRI (JCT3V-E0289).
b) Texture to depth resolution ratio
JCT3V-D0164 is continued in JCT3V-E0035. In this contribution, it is proposed that the 3D-AVC design should support flexible texture-to-depth resolution ratios. Simulation results of Depth resolutions 1/2, 1/4, 1/8 and 1/16 (both horizontally and vertically) compared to the texture resolution as well as coding depth view components with a constant depth value are provided in section 3.2.

This proposal is cross checked by MERL, as described in JCT3V-E0103.
Experiments and results

a) Disparity Vector Derivation in ATM

Results of JCT3V-E0136 are summarized as follows:

Table 1: Summary of coding gains for 3-view case
	
	
	
	Multiview compatible mode
	Best performing mode

	
	Anchor
	Tested
	Texture coding
	Total

(synthesized PSNR)
	Texture Coding
	Total

(synthesized PSNR)

	Coding performance
	MVC
	3D-AVC
	-1.15%
	-1.55%
	-21.52%
	-17.80%

	
	MVC
	JCT3V-E0136
	-18.31%
	-15.18%
	-21.00%
	-17.49%

	
	3D-AVC
	JCT3V-E0136
	-17.33%
	-13.85%
	0.67%
	0.39%

	
	3D-AVC
	MVC+D
	1.17%
	1.58%
	28.21%
	22.17%

	
	JCT3V-E0136
	MVC+D
	23.08%
	18.32%
	27.34%
	21.71%

	
	JCT3V-E0136
	3D-AVC
	21.61%
	16.47%
	-0.67%
	-0.38%


(yellow highlight is the loss versus CTC)

Complexity anaylsis of the proposed method compared to the current 3D-AVC is also reported in JCT3V-E0136. It is claimed that for 3-view configuration, the proposed method needs only 0.28% memory storage increase. It is also claimed that the memory access of the proposed method is increased by 0.1% and 0.2% for texture plus depth decoding in the multiview compatible mode and best performing mode respectively (compared with 3D-AVC CTC).
b) Texture to depth resolution ratio
Results of JCT3V-E0035 are summarized as follows:

Depth resolutions 1/2, 1/4, 1/8 and 1/16 (both horizontally and vertically) compared to the texture resolution as well as coding depth view components with a constant depth value (GDV) were tested. Two use cases were considered:

1. Depth is used for view synthesis as post-processing for decoding (i.e. the conventional use case as considered in the CTC), results compared against MVC+D. 

	Anchor
	Tested
	Texture coding
	Total (coded PSNR)
	Total

(synthesized PSNR)

	MVC+D
	3D-AVC
	-21.75%
	-20.35%
	-18.07%

	MVC+D
	JCT3V-E0035
	-21.55%
	-23.30%
	-19.11%


2. Depth is used only as side information for multiview texture coding and is not intended for view synthesis, results compared against MVC.

	Anchor
	Tested
	Total (coded PSNR)

	MVC
	3D-AVC
	-9.56%

	MVC
	JCT3V-E0035
	-17.52%

	MVC
	JCT3V-E0035 (GDV)
	-13.48%


Note: When GDV is carried by a high-level syntax element in the slice header (no coding of a depth map), the total rate gain versus MVC would be 15.8%.
The real question is not “multiview compatibility”, but rather implementing an operational mode that provides texture only decoding (without depth map), but still achieves significant benefit versus MVC.

Do we want to have such a mode? Yes, agreed.

How much additional tools/complexity is to be spent to achieve this functionality?

E0136 – 18.3% 0.28% memory storage increase, memory access increased by 0.1%, additional tool description requires additional subclause with approx. 1 page of additional text
E0035 One GDV -  15.8% - zero decoder complexity, some encoder compl. to determine the GD value, simple change of text.
E0148 Method 4 Default 127 & Update – 14.9% - almost zero complexity, about 20 lines of text.
From the results given here, a tendency exists in JCT-3V to adopt E0136 due to its 2.5% better performance, whereas the impact on overall complexity is not significant. However the results reported here are only for the 3-view case, which would be rather irrelevant for the intended application (better compression for stereo displays).

Report results for 2-view case. (register new input with results)
Results reported by Qualcomm:
E0136: 12.0% for coded views

E0035 10.4% for coded views

E0148 Method 4 9.8%

These results are confirmed by D. Tian who had made cross-checks on two of the proposals
There is some confusion about the ordering of views in the templates.

Results reported Samsung and Nokia:

E0136: 11.3%

E0035: 10.5%

E0148: 9.8%
Revisit again when results are unified. 
4.7.2 CE contributions
JCT3V-E0035 CE7: Removal of texture-to-depth resolution ratio restrictions [P. Aflaki, M. M. Hannuksela (Nokia)]
Additional flexibility in texture-to-depth ratios is desirable.
Decision: Adopt (except for coding the GDV value in slice header)

Further evaluation of the text in HLS BoG has been done. 

There was some discussion on whether to share SPS’s between depth and texture. This aspect might be studied further.
It was discussed whether to support arbitrary scaling or dyadic scaling. It was preferred by the group to enable arbitrary scaling with multiplications and shifts.
JCT3V-E0103 CE7.a: Crosscheck on Nokia proposal JCT3V-E0035 [D. Tian (MERL)]

JCT3V-E0136 CE7: MB-level NBDV for 3D-AVC [X. Zhao, Y. Chen, L. Zhang, J. Kang, Y.-K. Wang, R. Joshi, M. Karczewicz (Qualcomm)]

JCT3V-E0248 CE7.a: Crosscheck on Qualcomm Proposal JCT3V-E0136 [D. Tian (MERL)] [late]

JCT3V-E0289 3D-CE7: Cross-check report on MB-level NBDV for 3D-AVC (JCT3V-E0136) [G. Bang, G. S. Lee, N.H. Hur (ETRI), Y. J. Lee, J. H. Kim, G.H.Park (KHU)] [late]
JCT3V-E0276 3D-CE7: Cross-check on MB-level NBDV in 3D-AVC (JCT3V-E0136) [Y.-L. Chang (MediaTek)] [late] 

The results and computations of memory complexity are confirmed by the cross-checkers who have also studied the software in detail.

The vectors to be used in NBDV are only stored on a 16x16 grid.
4.7.3 Related contributions
JCT3V-E0148 3D-CE7 related: Depth-based motion vector prediction in texture-first coding [J. Y. Lee, M. W. Park, B. Choi, Y. Cho, H.-C. Wey, C. Kim (Samsung)]

The current 3D-AVC supports both texture-first and depth-first coding orders. In the depth-first coding order, 3D-AVC achieves the significantly high coding performance compared to MVC+D. However, it was reported that the performance of 3D-AVC is very small in the texture-first coding. One of the reasons why the current 3D-AVC has the low coding efficiency in the texture-first coding is that the depth-based motion vector prediction (DMVP) is not supported. Since the previously coded depth map for the motion vector prediction of the associated texture image is unavailable, DMVP is turned off. In order to improve the coding performance in the texture-first coding at the same time keep the current 3D-AVC design, this contribution proposes how to employ DMVP when the corresponding depth image is not available. The proposed method introduces four different solutions. At first, when the depth map does not exist, the zero disparity can be used instead of the disparity converted from a max pixel value in the corresponding depth block. As the second solution, the disparity converted from a middle value in the range can be employed in DMVP. The third proposed method uses the zero disparity for the first block and the updated disparity in JCT3V-D0186 [1] for the remaining blocks. The final method is that the disparity converted from the middle value and the updated disparity are used for the first block and the remaining blocks, respectively. Results demonstrate that the proposed method obtains the significantly high coding performance, as compared to MVC+D.
4 methods, where “updated disparity” means that the inter-view vector from the previous spatial block is used.
	#
	Proposed
	Cod.
	Syn.

	1
	Zero disparity
	-6.6%
	-5.5%

	2
	Disparity from 127
	-12.1%
	-10.6%

	3
	Zero & Updated disparity
	-13.5%
	-11.7%

	4
	Disparity from 127 & Updated disparity
	-14.9%
	-13.0%


JCT3V-E0166 CE7-related / 3D-AVC: indication of depth sampling grid location and depth cropping rectangle and their impact on disparity derivation [M. M. Hannuksela (Nokia)]
It is asserted that the depth sampling grid might have a different location, width and height compared to the texture sampling grid of the same view and that the cropping rectangle for depth views might differ from that of the texture views. The contribution proposes to add support for these cases in 3D-AVC with the following changes:

1. A cropping rectangle for depth views is optionally indicated in seq_parameter_set_3davc_extension( ).

2. Horizontal and vertical sampling grid offsets between texture and depth view components of the same view are optionally indicated in seq_parameter_set_3davc_extension( ). 
3. Disparity derivation (the DisparityForBlock function) is modified to take the sampling grid offset into account when converting a texture block location to a depth block location.
4. Disparity derivation (the DisparityForBlock function) is modified to clip the depth coordinates to reside within the cropping rectangle of the depth view.
Add-on to JCT3V-E0035 with more functionality to support alignment/registration of texture and depth, e.g. coming from different sources.
“HLS only” approach which is able to correct the asociation between texture and depth values.

Decision: Adopt

Further investigation of HLS syntax has been done.

As discussed under E0035, it should be further studied whether to specify separate SPS’s for depth and texture.

JCT3V-E0220 3D-CE7.a-related: Cross-check on Depth-based motion vector prediction in texture-first coding (JCT3V-E0148) [S. Shimizu, S. Sugimoto (NTT)] [late]
5 Non-CE technical contributions
5.1 3DV standard development
5.1.1 MVC plus depth

JCT3V-E0137 AHG 4: Post Processing in interlace coding mode for MVC+D [C.-C. Lin, F.-C. Chen, C.-H. Hung (ITRI)]

This document describes the issues and corresponding solutions for the non-mandatory post processing tools in ATM software in interlace coding mode for MVC+D. 
Before the fourth JCT-3V meeting, the interlace coding tool had been integrated into ATM and was released as ATM7.2. The previous efforts on interlace integration were mostly concentrated on the mandatory tools. However, we find that there are anomalies in the two post processing tools in interlace coding mode. In addition, the post dilation filter that is not a normative part of MVC+D specification text is automatically applied in the current ATM. For conformance testing, ATM needs an option to enable/disable the depth dilation filter.
Three actions are suggested:
· Provide option to turn on and off the post dilation filter

· Perform interpolation and dilation filter of even and odd fields separately

· Bug fix in software for DPB buffer assignment for picture sizes larger than HD (when interlaced)

Decision: Adopt JCT3V-E0137 (SW and ATM text)

The proponents will provide the necessary changes of ATM text to the text editors.
JCT3V-E0131 AHG 4: Cross check of Post Processing in interlace coding mode for MVC+D (JCT3V-E0137) [C.-F. Chen, G. G. Lee, B.-S. Li (NCKU)] [late]

5.1.2 3D-AVC
JCT3V-E0245 3D-AVC: Report on coding performance of the depth coding tools for the 3D-AVC [Gun Bang, Gwang soon Lee, NamHo Hur (ETRI), Kyung Yong Kim, Jung Hyun Kim, Young Su Heo, Gwang Hoon Park (KHU), Ying Chen, Xin Zhao, Li Zhang, Marta Karczewicz (Qualcomm)]
In this contribution, all depth coding tools have been tested under the CTC and other configurations. To evaluate the depth coding tools such as DISP, PSIP and IVMP, we prepare additionally full resolution depth case and the texture first coding order configuration. In addition, DISP uses just only AVC deblocking without any changing process and VSO impact are also considered in this contribution. 

In the result of DISP with AVC deblocking and VSP off case, the efficient coding gain and the complexity reduction could be investigated under CTC configuration and the texture first coding order with MB-level NBDV, as proposed in [3]. The result of this contribution shows that the DISP following AVC deblocking and IVMP for depth coding can improve coding gain and the depth coding tools are very useful especially for the full resolution depth coding.
Powerpoint presentation missing.
	
	Anchor
	Depth coding tools
	VSO
	Depth resolution
	Coding order

	Test 1
	3DV-ATM8.0
	DISP (with AVC deblocking) and IVMP
	On
	Half
	CTC

	Test 2
	3DV-ATM8.0
	DISP (with AVC deblocking) and IVMP
	On
	Full
	CTC

	Test 3
	3DV-ATM8.0
	DISP (with AVC deblocking) and IVMP
	Off
	Half
	CTC

	Test 4
	3DV-ATM8.0
	DISP (with AVC deblocking) and IVMP
	Off
	Full
	CTC

	Test 5
	MVC+D
	NBDV and DISP (with AVC deblocking) and IVMP
	On
	Half
	Non-CTC
(T0D0T1D1T2D2)

	Test 6
	MVC+D
	NBDV and DISP (with AVC deblocking) and IVMP
	On
	Full
	Non-CTC
(T0D0T1D1T2D2)

	Test 7
	MVC+D
	NBDV and DISP (with AVC deblocking) and IVMP
	Off
	Half
	Non-CTC
(T0D0T1D1T2D2)

	Test 8
	MVC+D
	NBDV and DISP (with AVC deblocking) and IVMP
	Off
	Full
	Non-CTC
(T0D0T1D1T2D2)


Only test 1 and test 3 are CTC (half resolution depth)

	
	Texture Coding
	Depth Coding
	Total (Coded PSNR)
	Total 
(Synthesized PSNR)
	Complexity estimate (ratio to anchor)

	
	dBR
	dPSNR
	dBR
	dPSNR
	dBR
	dPSNR
	dBR
	dPSNR
	Enc. time
	Dec. time

	Test.1
	0.26
	-0.01
	-2.25
	0.16
	-1.41
	0.06
	-1.14
	0.04
	99%
	103%

	Test.2
	0.20
	-0.01
	-5.34
	0.30
	-5.14
	0.20
	-4.93
	0.19
	98%
	104%

	Test.3
	0.15
	-0.01
	-7.74
	0.43
	-1.51
	0.06
	-1.36
	0.05
	100%
	100%

	Test.4
	0.10
	0.00
	-12.20
	0.69
	-5.57
	0.22
	-5.50
	0.21
	100%
	103%

	Test.5
	-20.86
	0.93
	-11.13
	0.83
	-21.51
	0.96
	-19.22
	0.79
	113
	112

	Test.6
	-21.10
	0.94
	-10.97
	0.76
	-23.18
	1.03
	-20.90
	0.86
	111
	113

	Test.7
	-21.08
	0.94
	-15.64
	1.03
	-21.40
	0.94
	-18.90
	0.77
	111
	113

	Test.8
	-21.26
	0.95
	-17.77
	1.19
	-23.20
	1.02
	-20.95
	0.86
	112
	111


The columns “depth coding” measure the PSNR of depth maps, which is usually not done in our experiments

The depth coding tools which were in the PDAM were removed upon request of two NBs.

The results given for CTC are not significantly different from the results we had at the last meeting which were used to make the decision on identical depth coding for MVC+D and 3D-AVC (benefit of specific depth coding tools would be only around 1.5% on average).
Test 2 and test 4 are with full-resolution depth maps, which if used without specific depth coding tools would end up with approx. 2-3% loss (reported by Dong who used same QP for texture and depth), such that the reported gains of 5-5.5% would  also be 2-3% at most when compared to CTC (but full resolution depth map coding is also more complex).
The gain reported in test 5-8 (texture first coding), when compared to CTC would only be around 1.5%.

The compatibility of depth map decoding between MVC+D and 3D-AVC is advantageous, as it can be done with identical devices, and transcoding of MVC+D streams to 3D-AVC streams is much simpler, because it only needs to be done for the dependent views’ texture (which give most of the compression gain already).
No action on the request made in E0245.

JCT3V-E0260 3D-AVC: Cross-check of the report on coding performance of the depth coding tools for the 3D-AVC (JCT3V-E0245) [S. Shimizu, S. Sugimoto (NTT)] [late] 
JCT3V-E0268 3D-AVC: Crosscheck on coding performance of the depth coding tools for the 3D-AVC (JCT3V-E0245) [X. Zheng, Y. Lin (Hisilicon)] [late] [miss]

5.1.3 MFC

JCT3V-E0230 AHG13: MFC Conformance Testing [P. Yin, T. Lu, H. Ganapathy, T. Chen, W. Husak (Dolby), D. Tian (MERL)]
This document provides information about MFC conformance Testing. It has two attachments. The first attachment is the draft text of MFC conformance testing. The second attachment is a set of candidate bitstreams for MFC conformance testing. 
6 bitstreams (17 pictures, 1 GOP) to test the basic functionalities (RPU modes, MFC format, interlaced/non-interlaced)
JCT3V-E0231 AHG13: MFC Reference Software Update [P. Yin, T. Lu, H. Ganapathy, T. Chen, W. Husak (Dolby)]

This contribution provides an update on the MFC reference software source code and software manual. The software includes an implementation of Frame Packing Arrangement SEI message based on the MFC specification and fixes several issues.
Draft 1 of MFC conformance (PDAM as MPEG doc)

Draft 1 of MFC reference software (PDAM as MPEG doc)

MFC Test Model v2 (no change, but version 1 included the old ref soft)

5.1.4 MV-HEVC 
JCT3V-E0100 JCT-3V AHG 3: Editorial improvements on MV-HEVC Draft Text 4 [G. Tech, K. Wegner, Y. Chen, M. Hannuksela, J. Boyce]

no need for detailed review, was included in AHG reportBallot results (MPEG M30005) were shortly inspected

On FI-2 (depth map type in auxiliary pictures), this needs coordination with RExt, see also 0102.

Gerhard will prepare disposition of comments.
One comment requests for definition of levels, which does not exist so far.

Breakout (A. Vetro, M. Hannuksela) Thu 9:00
5.2 High-level syntax 
Further review of 3D specific HLS Tue 14-16

Target review of JCT3V-E306/307 Wed 11-13
5.2.1 AVC related
JCT3V-E0177 3D-AVC HLS: constant depth SEI message [M. M. Hannuksela (Nokia)]

To be presented, deferred until CE7 resolved
5.2.2 HEVC related
The documents in this section were discussed in joint sessions with JCT-VC experts. For a documentation about the outcome of discussions, refer to the report JCTVC-N1000 and BoG report XX.
JCT3V-E0037 Specification text to support AVC base layer in HEVC layered extensions [J. Boyce (Vidyo)]
JCT3V-E0038 MV-HEVC/SHVC HLS: ViewId and view position index [J. Boyce (Vidyo)]
This contribution proposes reversing the VPS extension syntax related adoption of JCT3V-D0220, because of implications to the joint SHVC high-level syntax. JCT3V-D0220 changed the meaning of the ViewId variable, from an indication of the view coding dependency order to an indication of the relative view camera position, so that ViewId is no longer required to be monotonically increasing, and is not required to be equal to zero in the base layer.  It is proposed that ViewId indicate the video coding dependency order, and to add an additional view_position_idx[ i ] syntax element in the VPS extension to indicate the relative view camera positions, which may be used for reference picture list construction.
[slides to be uploaded]
See discussion under E0057 on adopting this proposal.
JCT3V-E0039 MV-HEVC/SHVC HLS: On inter-layer reference picture output marking [T. Yamamoto, T. Tsukuba, T. Ikai (Sharp)]
JCT3V-E0040 MV-HEVC/SHVC HLS: On inter-layer picture selection in RPS and colPic [T. Ikai, T. Uchiumi (Sharp)]
JCT3V-E0041 MV-HEVC/SHVC HLS: On dependency type [T. Ikai, T. Uchiumi (Sharp)]
JCT3V-E0042 MV-HEVC/SHVC HLS: On slice segment header extension [T. Ikai, T. Uchiumi (Sharp)]
JCT3V-E0043 MV-HEVC/SHVC HLS: TemporalID alignment and inter-layer prediction restriction [T. Ikai, Y. Yamamoto (Sharp)]
JCT3V-E0048 MV-HEVC/SHVC HLS: access unit boundary detection [M. M. Hannuksela (Nokia)]
JCT3V-E0049 REXT/MV-HEVC/SHVC HLS: auxiliary picture layers [M. M. Hannuksela (Nokia)]
JCT3V-E0050 MV-HEVC/SHVC HLS: on storage of motion fields [M. M. Hannuksela (Nokia)]
JCT3V-E0051 MV-HEVC/SHVC HLS: On IDR picture constraints [M. M. Hannuksela (Nokia)]
JCT3V-E0052 MV-HEVC/SHVC HLS: Layer-wise startup of the decoding process [M. M. Hannuksela (Nokia)]
JCT3V-E0053 MV-HEVC/SHVC HLS: on associating ViewId with nuh_layer_id and camera position [M. M. Hannuksela (Nokia), L. Chen (USTC)]
This contribution proposes:

1. To derive ViewNum as a scalability dimension instead of ViewId on the basis of the VPS extension syntax. ViewNum is ascending in the decoding order of views within an access unit.

2. The association of ViewNum with ViewId is proposed to be indicated in the picture parameter set (PPS). The ViewId values may indicate a relative view position in a 1D camera setup and can therefore be used in 3D-HEVC for motion vector scaling. 

3. For non-base views, it is proposed that reference picture lists construction applies to temporal pictures with the same ViewId value as that of the current picture.

It is asserted that:

1. The contribution enables the simultaneous use of non-zero ViewId value for the base view and splitting_flag equal to 1, which is reportedly not possible with the current MV-HEVC specification.

2. Related to item 3 above, the BD-rate achieved with a presented coding scheme is -3.1% on average when compared to MV-HEVC 2-view common test conditions. This coding gain is achieved by alternating the view for which a CRA picture is coded as well as the inter-view prediction direction.

A rate savings of 3.1% is reported due to not coding CRA for both views relative to CTC.
The signalling of ViewID and ViewNum in the PPS enables more flexible changes in coding order at non-CRA positions.

With the proposed syntax, it is possible to enable diagonal prediction, i.e., inter-view prediction from different time instants. This has been avoided in MVC due to complexity considerations. It was suggested that this might be constrained. 
Further, it was remarked that the proposed prediction structure essentially reduces the random access capability.
The most notable issue is whether it is desirable to allow coding order changes at the picture level. Several experts suggested that a simpler and more constrained approach would be desirable. In this way, the corresponding signaling would remain in the VPS.
The proposed approach also seems to complicate or puts undesirable constraints on the extraction process.
First aspect of this proposal is similar to E0038/E0057 and has been adopted (see notes under E0057).

The second aspect of this proposal is to move the signaling to PPS. There are concerns on this and it is desirable to keep signaling in VPS. No action.
JCT3V-E0054 MV-HEVC/SHVC HLS: On inter-layer prediction related syntax [J. Xu, A. Tabatabai, O. Nakagami, T. Suzuki (Sony)]
JCT3V-E0055 MV-HEVC/SHVC HLS: On initialization process of reference picture lists for HEVC extensions [O. Nakagami, T. Suzuki (Sony)]
JCT3V-E0056 MV-HEVC/SHVC HLS: On various cross-layer alignments [Y.-K. Wang, A. K. Ramasubramonian, J. Chen, Hendry (Qualcomm)]
JCT3V-E0057 MV-HEVC/SHVC HLS: On parameter sets [Y.-K. Wang, Y. Chen, K. Rapaka (Qualcomm)]
This document includes various proposals and discussions related to parameter sets. Firstly, suggestions and discussions for several general topics are presented. Secondly, some specific technical proposals on vps_extension_offset semantics, signaling of scalability dimension identifier and view identifier, signaling of timing and HRD information in VUI, and signaling of bitrate and picture rate for operation points in VPS are proposed. Lastly, pure editorial improvements for the current MV-HEVC specification are provided. The proposed changes are included in the attachment of this document, with changes marked in relative to JCT3V-D1004v4.

In JCTVC-N0085v2/JCT3V-E0057v2, a design of a VUI-like section in the VPS extensoin is provided, with the bit rate and picture rate information included.
This proposal is similar to E0038 in that view position is signalled in VPS. The proposal also enables larger view id.
Decision: Adopt (similar to E0038)
JCT3V-E0058 MV-HEVC/SHVC HLS: Cross-alignment of IRAP pictures [A. K. Ramasubramonian, Y.-K. Wang, K. Rapaka, Y. Chen (Qualcomm)]
JCT3V-E0059 MV-HEVC/SHVC HLS: DPB-related parameters in SPS and VPS [A. K. Ramasubramonian, Y.-K. Wang (Qualcomm)]
JCT3V-E0060 MV-HEVC/SHVC HLS: Representation format information in VPS [A. K. Ramasubramonian, Y.-K. Wang, Y. Chen (Qualcomm), J. Boyce (Vidyo)]
JCT3V-E0061 MV-HEVC/SHVC HLS On DPB operations [A. K. Ramasubramonian, Y. Chen, Y.-K. Wang (Qualcomm)]
JCT3V-E0062 MV-HEVC/SHVC HLS: Inter-layer reference pictures in reference picture list initialization [A. K. Ramasubramonian, Y. Chen, L. Zhang (Qualcomm)]
JCT3V-E0063 MV-HEVC/SHVC HLS: On alternative collocated picture [Y. Lin (HiSilicon), J. Zan (Huawei)]
JCT3V-E0064 On low-delay checking process for MV-HEVC [X. Xiu, Y. Ye, Y. He, Y. He (InterDigital), Y. Lin, X. Zheng, X. Chen, J. Zheng (HiSilicon)]
In this contribution, the low-delay checking process in MV-HEVC is modified to reportedly improve the efficiency of temporal motion vector prediction (TMVP) for dependent view coding. More specifically, the low-delay flag is set to true if inter-view reference picture is used as the co-located picture for the TMVP derivation, such that the motion vector (MV) of the co-located prediction unit (PU) always comes from the same reference picture list of the target MV of the current PU for better TMVP prediction. The proposed modification is a slice-level change as the low-delay flag is determined per slice and referred to by all the PUs of a coded picture. Experimental results show that the proposed change reportedly achieves 0.7% BD-rate savings on average for 3-view coding, and 2.1% BD-rate saving for single dependent view coding, compared to the anchor of MV-HEVC.
Powerpoint presentation missing.
The co-located MV from the reference view is used as TMVP
Results are reported for 3-view case: 0.7% rate 
Comparison made against CTC

There are two changes. One is change of the ref_idx, the second is usage of lowdelay flag for the purpose of TMVP. 
No action for MV-HEVC. With the current HLS-only approach, it is likely that existing decoder implementations can be used “as is” at the picture level. This would no longer be possible when the proposal would be adopted, whereas the benefit in terms of compression is relatively low (with the current test set, MV-HEVC for the 3-view case has around 42% less bit rate than simulcast).
JCT3V-E0065 MV-HEVC/SHVC HLS: High-level syntax for temporal motion vector prediction [Hiroya Nakamura, Motoharu Ueda, Hideki Takehara, Shigeru Fukushima (JVC Kenwood)]
JCT3V-E0066 MV-HEVC/SHVC HLS: On collocated picture indication and inter_layer_sample_pred_only_flag [V. Seregin, Y.-K. Wang, Y. Chen (Qualcomm)]
JCT3V-E0067 MV-HEVC/SHVC HLS: Signalling for sub-layer dependency [V. Seregin, Y.-K. Wang (Qualcomm)]
JCT3V-E0068 MV-HEVC/SHVC HLS: Inter-layer scaling list inheritance for HEVC extensions [Martin Pettersson, Thomas Rusert (Ericsson)]
JCT3V-E0069 MV-HEVC/SHVC HLS: Layer-wise DPB operation and size indications [M. M. Hannuksela (Nokia)]
JCT3V-E0070 MV-HEVC/SHVC HLS: Bitstream restrictions on tiles and wavefronts across layers [K. Rapaka, Y.-K. Wang, A. K. Ramasubramonian, J. Chen(Qualcomm)]
JCT3V-E0071 MV-HEVC/SHVC HLS: Parallel Processing Indications for Tiles in HEVC Extensions [K. Rapaka, X. Li, J. Chen, W. Pu, Y.-K. Wang, M. Karczewicz (Qualcomm)]
JCT3V-E0072 MV-HEVC/SHVC HLS: On signaling of offset delay parameters and tile alignment [K. Rapaka, Y.-K. Wang, A. K. Ramasubramonian (Qualcomm)]
JCT3V-E0074 MV-HEVC/SHVC HLS: On signalling of inter-layer RPS in slice segment header [J.W. Kang, H. Lee, J. Lee, J.S.Choi (ETRI)]
JCT3V-E0075 MV-HEVC/SHVC HLS: Cross-layer POC alignment [Y. Chen, Y.-K. Wang, A. K. Ramasubramonian (Qualcomm)]
JCT3V-E0076 MV-HEVC/SHVC HLS: On signalling of sps_max_sub_layers_minus1 [J.W. Kang, H. Lee, J. Lee, J.S. Choi (ETRI)]
JCT3V-E0078 Comments On SHVC and MV-HEVC [S. Deshpande (Sharp)]
JCT3V-E0079 On Sub-layer Non-reference Pictures Indication for Inter-layer Prediction [S. Deshpande (Sharp)]
JCT3V-E0080 On Signaling DPB Parameters in VPS [S. Deshpande (Sharp)]
JCT3V-E0081 On DPB Operation [S. Deshpande (Sharp)]
JCT3V-E0082 On Source Representation Information Signaling in VPS [S. Deshpande (Sharp)]
JCT3V-E0083 MV-HEVC/SHVC HLS: On signaling of scaled reference offset [J. Chen, A.-K. Ramasubramonian, Y.-K. Wang, Y. Chen, X. Li (Qualcomm)]
JCT3V-E0084 MV-HEVC/SHVC HLS: On Inter layer Prediction Signaling [J. Chen, Y. Chen, Hendry, Y.-K. Wang, K. Rapaka (Qualcomm)]
JCT3V-E0085 MV-HEVC/SHVC HLS: On restriction and indication of cross-layer IRAP picture distribution [J. Chen, Y.-K. Wang, K. Rapaka, A.-K. Ramasubramonian, Hendry (Qualcomm)]
JCT3V-E0086 On VPS extension [Y. Cho, B. Choi, M. W. Park, J. Y. Lee, H. Wey, C. Kim (??)]
JCT3V-E0087 MV-HEVC/SHVC HLS: On changing of the highest layer ID across AUs and multi-mode bitstream extraction [Y.-K. Wang, Y. Chen (Qualcomm)]
JCT3V-E0088 MV-HEVC/SHVC HLS: On Layers Present SEI message [J.W. Kang, J. Lee, H. Lee, J.S. Choi (ETRI), T.C. Thang (University of AIZU)]
JCT3V-E0089 MV-HEVC/SHVC HLS: On Layer Dependency Change SEI message [T.C. Thang (University of AIZU), J.W. Kang, J. Lee, H. Lee, J.S. Choi (ETRI)]
JCT3V-E0090 MV-HEVC/SHVC HLS:On collocated picture indication [H. Lee, J. W. Kang, J. Lee, J. S. Choi (ETRI)]
JCT3V-E0091 MV-HEVC/SHVC HLS:Signaling for Inter-layer prediction indication [H. Lee, J. W. Kang, J. Lee, J. S. Choi (ETRI)]
JCT3V-E0092 3D/MV-HEVC HLS: Extending the supported number of layers [K. Suehring, G. Tech, R. Skupin, T. Schierl (FhG HHI)]
This contribution proposes an extension mechanism for layer identifiers to increase the number of supported layers in MV-HEVC and 3D-HEVC. The range of nuh_layer_id is extended by an additional syntax element within the NAL units. The concept of so-called layer clusters allows using the existing extraction processes to select groups of related layers as proposed during the 4th meeting. The syntax has been modified slightly to ensure a backward compatible base layer and to be aligned with MV-HEVC Draft 4.
[presentation deck to be uploaded]
A new variable LayerID is used to identify the layer.

NAL unit header is not modified and coding efficiency is unchanged by the proposal; existing extraction processes still apply but it would be necessary to parse the slice header.
It was asked whether a NAL unit extension could also be used to achieve the same functionality. This would enable a simpler extraction, but it was considered desirable to support this into a single NAL unit, e.g., more robust to loss.

It was considered desirable to support greater than 64 layers for the future, but we would like to do so with minimal change to the specification since there does not seem to any urgent need for it. It was suggested that this topic be studied further in the context of 3D-HEVC rather than MV-HEVC.

Further study as part of AHG on high-level syntax.

JCT3V-E0093 Inter-layer constrained tile sets SEI message [K. Suehring, R. Skupin, Y. Sanchez, T. Schierl (FhG HHI)]
JCT3V-E0094 Extension of (temporal) motion constrained tile sets SEI message [K. Suehring, R. Skupin, Y. Sanchez, T. Schierl (FhG HHI)]
JCT3V-E0096 MV-HEVC/SHVC HLS: On Reference Picture List Modification [Y. He, X. Xiu, Y. Ye (InterDigital)]
JCT3V-E0097 MV-HEVC/SHVC HLS: On SHVC High Level Syntax [Y. He, Y. Ye, X. Xiu, Y. He (InterDigital)]
JCT3V-E0098 Ultra-low delay with SHVC, MV-HEVC and 3D-HEVC [R. Skupin, K. Suehring, Y. Sanchez, T. Schierl (HHI)]

JCT3V-E0102 MV-HEVC HLS: depth representation information for auxiliary pictures [M. M. Hannuksela (Nokia)]
It was agreed in a joint MPEG Requirements / JCT-VC / JCT-3V meeting in April 2013 to specify support of depth coding with an auxiliary picture mechanism. This contribution proposes a syntax structure to indicate some properties associated with depth/disparity auxiliary pictures. The proposed indications are asserted to be useful in processing decoded texture and depth pictures prior to rendering on a 3D display, such as in view synthesis. The proposed indications follow those of the depth representation information SEI message of MVC+D with a few changes.
It was noted that it should be part of the Range Extensions work to define the basic syntax and mechanisms to support auxiliary pictures. It is expected that this will done anyway for alpha channels or to support other additional components. The details of this are not yet defined.
There was a question on whether the proposed depth representation is needed for MV-HEVC since the functionality will be provided with 3D-HEVC. In the previous meeting, it was proposed to include depth in a similar way as MVC+D, but it was instead suggested to use auxiliary pictures. In this way, it would not be necessary to define a specific profile that supports depth together with MV-HEVC.
It would be desirable for the auxiliary pictures to be included in the bitstream in way that is compatible with 3D-HEVC high-level syntax and decodable by HEVC version 1 modules.

Question on HRD: in AVC, auxiliary pictures are considered in the CPB, but not considered in the DPB operations. It is expected that auxiliary pictures in HEVC would be handled in a similar way.
Question: is there any dependency between texture views and auxiliary pictures? The decoding process is completely independent between texture and auxiliary pictures, but one auxiliary picture may have dependency with another auxiliary picture (e.g., for inter-view prediction of depth).
Decision: Adopt (need further coordination with JCT-VC on auxiliary picture structure and constraints)
JCT3V-E0104 MV-HEVC/SHVC HLS: On use of splitting_flag with flexible coding order [Andrey Norkin, Thomas Rusert (Ericsson)]
In HEVC extensions, the syntax and semantics of the VPS extensions do not allow to use the splitting_flag (signaling scalability identifiers in the layer_id_in_nuh) with the coding order currently used in 3D-HEVC common test conditions [4].  The use of splitting_flag is also rather constrained by the coding order of layers with different scalability dimensions. The document proposes a solution that enables using the splitting_flag with the current 3D-HEVC common test conditions (texture and depth coding) and with flexible coding order for the current and future scalable extensions.
It is proposed to use the MSB in nuh_layer_id in order to force increasing values of nuh_layer_id, when the splitting_flag is used. Two specific solutions are considered:
1) Allow MSB in nuh_layer_id being not assigned to any dimension_id when splitting_flag is equal to 1. Allow MSB bits in nuh_layer_id take arbitrary values.
2) Assign the scalability mask index equal to 15 to reorder_id dimension. Encoders can chose to use this scalability type by indicating its use in teh scalability mask in the VPS.
Proponents express a preference for the second solution.
It was remarked that the solutions proposed in E0038 and E0053 do not provide the proposed functionality: arbitrary coding order and use of splitting flag. 
It was suggested that there may be other approaches to achieve the desired goals, e.g., reordering of tables. There seem to be cases that cannot be supported with the proposed approach.
There were comments from several experts that the current syntax seems fine for the most common use cases and profiles, and that it is not necessary to use the splitting flag.
Decision: Adopt, only portion that swaps multiview and depth flag in scalability dimension
Further study on other aspects.
JCT3V-E0107 MV-HEVC/SHVC HLS: Random access of multiple layers [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]
JCT3V-E0108 MV-HEVC/SHVC HLS: Random layer access [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]
JCT3V-E0109 MV-HEVC/SHVC HLS: On decoded picture buffer [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]
JCT3V-E0110 MV-HEVC/SHVC HLS: Reference picture marking and picture removal [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]
JCT3V-E0111 MV-HEVC/SHVC HLS: On single layer for non-IRAP pictures [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]
JCT3V-E0112 MV-HEVC/SHVC HLS: On temporal sub-layer management [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]
JCT3V-E0113 MV-HEVC/SHVC HLS: On interlayer reference picture set [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]
JCT3V-E0114 MV-HEVC/SHVC HLS: On interlayer prediction type [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]
JCT3V-E0115 MV-HEVC/SHVC HLS: Extended maximum number of layers [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]
JCT3V-E0116 MV-HEVC/SHVC HLS: VPS extension for multi-format [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]
JCT3V-E0160 3D-HEVC HLS: Make 3D-HEVC Compatible with MV-HEVC [Hongbin Liu, Jie Jia (LG Electronics)]
3D-HEVC can be considered as an extension of MV-HEVC. However, currently, 3D-HEVC is not compatible with MV-HEVC. This contribution proposes two solutions for solving this problem: 
1. insert flags in video parameter extention2 (VPS2) for all tools that are included in 3D-HEVC but not included in MV-HEVC. When vps_extension2_flag is not present, these flags are derived as false and all involved tools are disabled. 
2. Disable all tools that are included in 3D-HEVC but not included in MV-HEVC implicitly when vps_extension2_flag is not present.In this way, when 3D-HEVC decoder detects that vps_extension_flag is true and vps_extension2_flag [1] is false (which indicates a MV-HEVC stream), it can disable all tools that are included in 3D-HEVC but not included in MV-HEVC, and therefore decode the MV-HEVC stream correctly.

There is agreement to support this functionality. Several experts favored adding the proposed flags as described in solution 1. Revisit
JCT3V-E0223 3D/MV-HEVC HLS: Dependency signaling for extending the supported number of layers [G. Tech, K. Suehring, R. Skupin, Y. Sanchez, T. Schierl (HHI)]
(related to E0092, no need for presentation)
JCT3V-E0224 3D/MV-HEVC HLS: Flexible layer clustering for extending the supported number of layers [G. Tech, K. Suehring, R. Skupin, Y. Sanchez, T. Schierl (HHI)]
(related to E0092, no need for presentation)
JCT3V-E0239 MV-HEVC/SHVC HLS: Initial inter-layer reference picture list construction [Andrey Norkin, Usman Hakeem (Ericsson)]
JCT3V-E0240 On 3D reference displays information SEI [Andrey Norkin (Ericsson)]

The 3D reference SEI message has been adopted at the Incheon meeting and included into the MV-HEVC specification. There are still open issues related to the persistence scope of the SEI message and the informative note describing the use of the SEI. This document proposes changes to the SEI text that address the two aforementioned issues.
To resolve the persistence issue, it is suggested that the SEI message also apply to following pictures in output order.

Decision: Adopt

JCT3V-E0251 Cross-check of On low-delay checking process for MV-HEVC (JCT3V-E0064) [T. Ikai (Sharp)] [late]

JCT3V-E0293 Cross-check of JCTVC-N0082/JCT3V-E0055: On initialization process of reference picture lists for HEVC extensions [A. K. Ramasubramonian (Qualcomm)] [late]
JCT3V-E0294 Cross-check of JCTVC-N0316/JCT3V-E0239: Initial inter-layer reference picture list construction [A. K. Ramasubramonian (Qualcomm)] [late]

JCT3V-E0134 Signalling of camera parameters in 3D-HEVC [Y. Chen, Y.-K. Wang (Qualcomm)]

Currently camera parameters are signalled in sequence parameter set 3DV extension (namely sequence parameter set extension 2) in the draft text of 3D-HEVC. The signaling of such parameters may rely on the information in the video parameter set, such as the nuh_layer_id of a view or whether certain layer is a depth layer or a depth layer. Therefore, there exists a parsing dependency of the SPS on the VPS. It is proposed that the camera parameters are moved from the SPS to the VPS to resolve the parsing dependency issue as well as to avoid the need of the syntax structure of SPS extension 2.
This change resolves the issue with parsing dependency.

Decision: Adopt

JCT3V-E0163 AHG 15: Camera parameter signaling and Depth reference selection [Y.-L. Chang, Y.-W. Chen, J.-L. Lin, Y.-P. Tsai, S. Lei (MediaTek)]

Three parts are included in this proposal.

1) When the macro for flexible coding order (FCO) is activated, compilation errors appear in HTM-7.0r1. Bug-fixes without normative changes are provided. 
It is considered desirable to support FCO for experimentation purpose. Decision(SW): Adopt 
2) In the current 3D-HEVC, camera parameters are transmitted in texture, and a depth picture inherits camera parameters from the texture picture of the same view. However, view synthesis prediction (VSP) and depth-oriented neighboring block disparity vector (DoNBDV) that require camera parameters cannot work properly for the depth picture when depth-first coding order is used. In this contribution, it is proposed to explicitly signal the camera parameters for the depth when VSP or DoNBDV is enabled.
It was suggested that a more generic solution be considered that simply indicates whether the camera parameters are present, rather than signal for specific tools. A revision along these lines will be considered by the proponents. Revisit.
When depth-first coding is used, it is proposed to modify VSP and DoNBDV processes for a texture picture in a dependent view as follows: Use the collocated depth of the current view, instead of using the depth of a reference view (e.g., base view), for deriving disparity vectors. Decision(SW): Adopt, it is noted that this only applies to FCO
JCT3V-E0297 AHG15: Cross-check on camera parameter signaling and depth reference selection (JCT3V-E0163) [S. Shimizu, S. Sugimoto (NTT)] [late]

JCT3V-E0130 AHG7: On signaling of DLT for depth coding [X. Zhao, L. Zhang, Y. Chen, M. Karczewicz (Qualcomm), M. Li, P. Wu (ZTE)]
In current 3D-HEVC, an optional depth look-up table (DLT), which is explicitly transmitted in Video Parameter Set (VPS), is utilized for depth map intra coding. To avoid largely increased number of bits required for transmitting the DLT in VPS, in this contribution, two methods are proposed for DLT signaling including: 

1) differential coding of DLT within one view, and 

2) inter-view prediction of DLT between two views. 

The two proposed methods achieve DLT bits reduction by reducing the redundancy of DLT within one view and between two views, respectively. With the proposed methods, the total number of DLT bits is reduced to 12% of the original size without any impact on the coded PSNR values.

There was some question on whether the inter-view dependency is acceptable or not. 

It was also commented that the relatively uniform spacing that was observed between successive depth values might not hold in general, e.g., with other depth estimation or quantization methods.
JCT3V-E0176 AHG7: An efficient coding method for DLT in 3D-HEVC [K. Zhang (MediaTek), F. Jäger (RWTH Aachen University), J. An, S. Lei (MediaTek)]

This contribution presents a new coding method named enhanced range constrained bit-map (ERCBM) to code the depth lookup table (DLT) more efficiently. In ERCBM, the DLT is represented by a range constrained bit-map (RCBM) as proposed in JCT3V-C0142 and JCT3V-D0151. The bit-map can be coded more efficiently by applying differential run-length coding. In addition, the delta-DLT approach proposed in JCT3V-D0054 can be applied on the dependent view, in order to utilize the inter-view correlation without introducing any potential parsing dependency issue. Experimental results show that the average number of bits in DLT is reduced from 557 to 50.
For the base view, the DLT values between a specified minimum and maximum are represented by a bit map, then run-length coded. For the dependent view, the delta-DLT approach is used.

This proposal reduces the size of DLT bits to less than 10%.
It was commented that the syntax is relatively complex, e.g., the use of run-length coding for high-level syntax. One difference is the signaling of the minimum value.
JCT3V-E0295 AHG7: Crosscheck on an efficient coding method for DLT in 3D-HEVC (JCT3V-E0176) [J. Zheng, Y. Lin(HiSilicon)] [late]

JCT3V-E0300 AHG7 related: Crosscheck results on an efficient coding method for DLT in 3D-HEVC (JCT3V-E0176) [M. Li, P. Wu (ZTE)] 

JCT3V-E0211 AHG7 Related: Differential coding method for DLT in 3D-HEVC [M. Li, P. Wu, H. Li, G. Shang, Y. Xie (ZTE)]
In HTM7.0, depth loop-up table (DLT) is signalled in the corresponding sequence parameter set (SPS) for depth components in each view. Statistical results show that DLT information takes about 65% of the total coding bits of SPS. To reduce the coding bits of DLT, differential coding is proposed to perform lossless compression on DLT elements in JCT3V-D0172. This method was implemented on HTM7.0, and the experimental results demonstrate that compared with HTM7.0 anchors, an average of about 75% DLT bits are saved with slight BD-BitRate reduction.
This proposal does not use inter-view coding of DLT values.
JCT3V-E0212 AHG7 Related: Inter-view predictive coding method for DLT in 3D-HEVC [H. Li, M. Li, P. Wu, G. Shang, Y. Xie (ZTE)]

In HTM7.0, the depth loop-up table (DLT) is signaled in the corresponding sequence parameter set (SPS) for depth components in each view. Due to the fact that there is a strong correlation between the DLTs among different views, a method is proposed to further remove the redundancy in DLT information among views. Experimental results demonstrated that compared with HTM7.0 anchors, an average of about 55% DLT bits are saved with almost no impact on overall BD-BitRate change.
It was asserted that the gains with this approach are not necessarily additive with E0211.

Discussion on comparison of proposals E0130, E0176, E0211, E0212: 

· Compression ratio: E0176 is the best at 9.4%, with E0130 second at 12%

· Inter-view prediction is used in the following proposals: E0130, E0176 and E0212

· Worst case bits is 265 with E0176, and greater for others

· It was also noted that for E0130 that the parsing rule depends on ViewID

It was suggested that syntax complexity also be considered, and also that the individual merits of base view and inter-view DLT coding be considered.

BoG to evaluate different proposals (Qualcomm, MediaTek, ZTE, Aachen, LG). 
Revisit.
JCT3V-E0267 AhG7: Crosscheck on signaling of DLT for depth coding (JCT3V-E0130) [X. Zheng (Hisilicon)] [late] 

5.3 Other technical contributions on coding layer
5.3.1 HEVC related
JCT3V-E0133 Inter-view motion vector prediction for depth coding [V. Thirumalai, L. Zhang, Y. Chen, M. Karczewicz (Qualcomm)]

Discussed under CE3
JCT3V-E0202 Crosscheck on Inter-view motion vector prediction for depth coding (JCT3V-E0133) [H. Liu (LGE)] [late]
JCT3V-E0226 Modification of Binarization for Depth Intra Mode [X. Chen, X. Zheng, Y. Lin, J. Zheng, (Hisilicon)]

D0195 proposes a unified intra mode signalling design for all the new Intra modes added into 3D-HEVC, including Depth Modeling Mode (DMM) modes, the Chain Coding Mode (CCM) and Simplified Depth Coding (SDC) modes. This contribution proposes a modification of binarization for depth intra mode, which is more suitable for signalling 4×4 and 8×8-32×32 depth intra mode. Solution1 achieves 0.04% or 0.05% BD-rate gains and 0.02% or 0.03% video gain compared to 3DV-HTM7.0r1 under CTC without complexity improvement. Solution2 achieves 0.01% BD-rate gains and 0.05% video lost compared to 3DV-HTM7.0r1 under CTC without complexity improvement.
Coding efficiency proposal with no gain.

No action.

JCT3V-E0292 Crosscheck on Modification of Binarization for Depth Intra Mode (JCT3V-E0226) [X. Zhao (Qualcomm)] [late] 

JCT3V-E0229 Enhanced motion parameter inheritance for depth coding in 3D-HEVC [L. He, L. Zhang, Y. Chen, M. Karczewicz (Qualcomm)]

Discussed under CE3 – move header

JCT3V-E0281 Cross-check on enhanced motion parameter inheritance for depth coding in 3D-HEVC by Qualcomm (JCT3V-E0229) [K. Zhang, J. An (MediaTek)] [late]

JCT3V-E0044 ARP simplification [T. Ikai, Y. Yamamoto (Sharp)]

Discussed under CE3 – move header 

JCT3V-E0228 Crosscheck of JCT3V-E0044 on ARP simplification [J. An, J.-L. Lin (MediaTek)]

JCT3V-E0124 Further improvements on advanced residual prediction [L. Zhang, Y. Chen, X. Zhao, M. Karczewicz (Qualcomm), Y. Cai, S. Ma (PKU)]

Discussed under CE3 – move header

JCT3V-E0247 3D-HEVC: Crosscheck on Proposal JCT3V-E0124 by Qualcomm /Peking University [D. Tian (MERL)] [late]

JCT3V-E0290 Cross check of Further improvements on advanced residual prediction (JCT3V-E0124) [G. Tech (HHI)] [late]

JCT3V-E0144 Simplification and improvement of ARP for 3D-HEVC [M. W. Park, J. Y. Lee, J. Yoon, C. Kim (Samsung)]

Discussed under CE3 – move header

JCT3V-E0274 Cross-check on simplification and improvement of ARP for 3D-HEVC (JCT3V-E0144) [Y.-W. Chen (MediaTek)] [late]

JCT3V-E0244 Crosscheck of improvement on ARP proposed by Qualcomm [J. An, K. Zhang, J.-L. Lin (MediaTek)] [late]

5.3.2 AVC related
5.4 Conformance
JCT3V-E0138 AHG 12: Proposal on interlace conformance bitstream for MVC+D [C.-C. Lin, F.-C. Chen (ITRI)]

(include abstract)
No need for specific presentation, handled in context of conformance AHG; new conformance streams disabling the post filter and interpolation filter will be generated
JCT3V-E0303 Editor's proposed draft text of MVC plus depth conformance [T. Suzuki, D. Rusanovskyy] [late]

(include abstract)
No need to review – will be issued as updated conformance draft & WG Study of DAM
5.5 Software

5.5.1 General
5.5.2 AVC related
5.5.3 HEVC related
JCT3V-E0099 JCT-3V AHG 5: Checklist for HTM software integration [G. Tech (HHI)]

In this document a checklist for HTM software integration is proposed. The list includes requirements and rules that need to be regarded during software integration process. It is suggested that the list is used by software integrators and cross checkers to check HTM integrations and to report compliance to software coordinators. 

It is decided that the new checklist is mandatory to be used.
5.6 Source video test material
JCT3V-E0119 3D Test Material from Deutsche Telekom [Peter List (DT)]

(insert abstract)
JCT3V-E0299 AHG11: New stereo test sequences from Korean Broadcasting System (KBS) [S. Yoo, S. J. Kim] [late]
(insert abstract)

Viewing has been performed Monday from 18:00-20:00. Sequences from all three contributions were inspected by approximately 20 experts. Sequence samples of E0119 and E0299 were AVC coded and orignally interlaced (fields combined into frames), diplayed progressively, where in some cases interlaced artifacts became visible.
Some sequences with significant amount of motion, water

Offline activity: Shimizu, Dmytro, Sehoon, Peter prepare an initial list of material that could be interested from E0119/E0299 for further inspection/experimentation.

JCT3V-E0210 AHG11: NICT-3D test sequences [S. Sugimoto, S. Shimizu (NTT)]

This contribution reports the current situation on the use of NICT-3D test sequence presented in JCT3V-C0101. Two CG sequences including depth maps and camera parameters are prepared based on the viewing results of previous meeting. New licence statement allows using these test sequences for the purpose of developing, testing and promulgating the JCT-3V technology standards and for academic usage. It is also asserted that there are some problems on encoding and rendering.
Graphics sequences (Shark, MicroWorld) with good depth maps and perfect camera parameters. However, due to convergent axes of the virtual cameras some small vertical disparities exist which cause problems in coding and rendering for the case of Micro World. Shark has problem with inpainting artifacts with the current view synthesis software (which could be a bug).

Include Shark in the default test set (as mandatory, but for the upcoming meeting cycle not in average computation)

Further investigation necessary about support for non-rectified / non-coplanar camera configurations. Include this in the study of AHG15 (Shimizu as additional chair).
5.7 Alternative depth formats
JCT3V-E0034 AHG8: Revision of the Alternative Depth Info SEI message [N. Stefanoski, A. Smolic, T. Senoh, M. Tanimoto (??)]

At the last JCT-3V meeting, the Alternative Depth Info SEI message was adopted for inclusion in the specification of the 3D-HEVC Test Model. To address corresponding editorial comments available in the specification of the 3D-HEVC Test Model 4, this document specifies the persistence scope of Alternative Depth Info SEI message and provides an update of the syntax and the semantics description text without changing the functionality of the SEI message.

A new flag is introduced that can deactivate the SEI message again.

For persistence, add specification that once acivated, the SEI message is valid up to the end of the sequence (i.e. as long as the current SPS is valid), unless deactived.

plus1 -> + 1
W and H should be exclusively even numbers.

Decision: Adopt
(changes to be checked with editor)

JCT3V-E0105 AHG8: Revision of Depth View Information SEI Message in 3D-AVC DT6 [Takanori Senoh Senoh, Koki Wakunami, Yasuyuki Ichihashi, Hisayuki Sasaki, Kenji Yamamoto (??)]
Responding to the editor’s comments on the semantics description of depth view information SEI message in 3D-AVC DT6, a revised text is proposed.
Editorial improvements and clarifications are suggested in the contribution on items as requested by the text editor (MH). No technical of  the SEI message itself. 

Decision (ed.): Integrate into the next draft of 3D-AVC in coordination with the editor. 
JCT3V-E0106 AHG8: Revision of Global View and Depth Format Description for Depth View SEI Message [Takanori Senoh, Koki Wakunami, Yasuyuki Ichihashi, ?? Sasaki (??)]

According to the following mandate of AHG8, this contribution revises Global View and Depth (GVD) format description for Depth View SEI message.

•
Improve the description of global view and depth format description in 3D-AVC Test Model.
Decision (non-norm.) Agreed to include the text into ATM test model description (non-normative).

Note: Current ATM does not have a description of view synthesis procedure (whereas the HTM description has such a description). It is also agreed that the ATM editor shall include a description of view synthesis in the ATM text (can just be copied from HTM).

5.8 Non-normative contributions
JCT3V-E0241 Hybrid View Synthesizing Software (HVSS) [I. Koreshev (UBC), M. T. Pourazad (UBC & TELUS), P. Nasiopoulos (UBC)]

Withdrawn
JCT3V-E0227 JCT3V-Inter-view MAD prediction for rate control of 3D multi-view video coding [W. Lim, H. Jo, J. Yoo, D. Sim (??)]

A rate control algorithm is an essential part of the practical video encoder for services such as VoD (Video on Demand), video conference, etc. The latest reference software of HEVC, HM-11.0, includes two rate control algorithm s based on URQ (Unified Rate Quantization) and R-lambda model [1-3]. In contrast, the current test model for multi-view video coding, HTM7.0_r1, based on HEVC does not include a rate control algorithm. As the base view of HEVC-based multi-view video coding is compatible to HEVC, the rate control algorithms in HEVC can be used for both the base view and extended views immediately. However, a rate control algorithm for the extended views can be improved rather than the current rate control algorithms by using the inter-view correlation. Before thorough analysis about a rate control algorithm for the extended views, the former rate control algorithms in HEVC (HTM-DEV0.3) should be implemented in HTM7.0_r1 for the performance evaluation. In this proposal, based on the current rate control algorithms in HTM-DEV0.3 on HTM7.0_r1 to extend those single-view rate control algorithm to multi-view video coding and propose the view-wise target bitrate allocation and inter-view MAD prediction. Those proposed algorithms are compared the performance of the rate control algorithms for each view to the anchor (HTM7.0_r1 with rate control under CTC) under the CBR (Constant Bit Rate) condition. From the performance evaluation results, there were 0.24% bitrate accuracy degradation for all views and 2.67%, 2.91% BDrate gain in average for extended views by using R-lambda model-based rate control with the proposed algorithms. And 0.77% bitrate degradation for all views and 0.76% and 0.07% BDrate loss in average for extended views by using URQ model-based rate control with the proposed algorithms. In both cases of R-lambda and URQ model-based rate control with the proposed methods, the virtual buffer occupancy is more stable than the cases using URQ or R-lambda model-based rate control.
HM11 (and therefore also HTM-DEV2.0 which will be the basis of HTM8) has two different rate control methods: R-Lambda and URQ.
A new rate control is proposed here only for the dependent views (somehow using MAD from base view to predict the best QP of dependent view), which

· when combined with R-Lambda gives 2.67/2.91% BR reduction for dependent views

· when combined with URQ gives 0.76/0.07% BR increase for dependent views

Decision(SW): Include in HTM8 (non-CTC, off by default via macro)
JCT3V-E0288 Cross-check on JCT3V-Inter-view MAD prediction for rate control of 3D multi-view video coding (JCT3V-E0227) [Y.J Lee, M.S. Lee, Y.S. Heo, G.H. Park (??)] [late] 

5.9 Complexity assessment

JCT3V-E0132 AHG 10: Complexity Assessment on Simplified Depth Coding (SDC) [C.-F. Chen, G. G. Lee, B.-S. Li (NCKU)]

This proposal provides a case study of complexity assessment on simplified depth coding (SDC) in 3D-HEVC and the assessed complexity included number of operations, data storage requirement, and data transfer rate. The results in this proposal can be considered as anchor complexity to assist JCT3V to evaluate the proposals coming from several proponents in a fair manner. This proposal also presents the experimental result without SDC coding tools. The results show that the coding performance will be degraded without SDC in both CTC and AI configuration (0.29% and 0.28% for coded and synthesis BD-rate at CTC configuration and the coding loss is 0.96% and 0.84% for coded and synthesis BD-rate at AI configuration) and the decoding time will be increased at AI configuration without SDC (18.9% decoding time increasing).
Assessment of memory complexity may require more investigation.
Continue study in AHG
5.10 Quality assessment
JCT3V-E0095 AHG 9: 3D-AVC Coding Results [D. Tian, A. Vetro (MERL), S. Shimizu (NTT)]

This document reports simulation results for both HP and EHP configuration of the 3D-AVC software in preparation for subjective quality assessment tests. The codecs were executed with the same level of encoder optimization. Also, simulations have been conducted for quarter-resolution depth and full-resolution depth. Parameter settings for the subjective tests are suggested based on informal viewing. It is recommended that additional viewing be conducted during the meeting to finalize the test plan.
Revisit after viewing
5.11 Withdrawn, unclear allocation

JCT3V-E0077 Withdrawn

JCT3V-E0122 Withdrawn

JCT3V-E0155 Withdrawn

JCT3V-E0301 Withdrawn
JCT3V-E0302 Withdrawn

6 Plenary Discussions and BoG Reports
6.1 Project development
6.2 BoGs
JCT3V-E0306 BoG report on random access and cross-layer alignment of pictures types [J. Boyce]
The BoG met on 27 July, for additional review of the following documents, which were initially reviewed in the track: JCTVC-N0244, JCTVC-N0065, JCTVC-N084, JCTVC-N0121, JCTVC-N066, JCTVC-N090, JCTVC-N0137, and JCTVC-N0195.

The BoG recommends the following:

1. IDRs and BLAs are not required to be aligned between different layers in the same access unit.

2. If a higher layer pic is a TSA/STSA, lower layer inter-layer reference layer pictures in the same access unit shall also be TSA/STSA
3. A layer-wise startup of decoding process be added to the specification 
The BoG plans to meet again to revisit the following:

1. POC alignment solution when IRAPs not aligned, harmonization of JCTVC-N0244 and JCTVC-N0065, or alternatively to consider relaxing the POC alignment requirement and only require that POC deltas be aligned

2. Layer-wise startup of decoding process design, harmonization of JCTVC-N0066 and JCTVC-N0090.

There was some discussion in JCT-3V on whether all of the flexibility that is desired for scalability is also needed or useful for the multiview or multiview plus depth case. Profile constraints?
The above BoG recommendations were reviewed by JCT-3V on Wednesday 7/30 from 11:00-13:00. All of the recommendations were considered acceptable.

JCT3V-E0307 BoG report on SHVC/MV-HEVC HLS topics [J. Boyce]
The BoG met 27 July to review the following contributions: 

· 6.4.4.5 Reference picture list construction (4)

· JCTVC-N0082, JCTVC-N0095, JCTVC-0216, JCTVC-0316

· 6.4.3.3 Efficient parameter set parameters signalling (3)
· JCTVC-N0162, JCTVC-N0200, JCTVC-N0212

· 6.6.2 Layer presence and dependency change SEI messages (2)
· JCTVC-N0173, JCTVC-N0174
The BoG recommends the following:

1. Adopt JCTVC-N0082, initialization process of reference picture lists for HEVC extensions

2. Adopt JCTVC-N0371, scaling list prediction in SPS and PPS (harmonization of JCTVC-N0162 and JCTVC-N0200 variant 3)
3. Layer dependency change SEI message be removed from specification.  If the SEI message does remain, to adopt JCTVC-N0174 (with some editorial improvements).

The BoG also met 28 July to review the following contributions:

· 6.4.4.3  General inter-layer RPS signalling and derivation (7)

· N0059, N0081, N0118, N0154, N0195, N0217, N0131
· Portions of 6.4.3.1 General (4)
· N0130, N0195, N0217
· 6.4.4.6 Management of resampled or filtered inter-layer reference pictures (2)

· N0128, N0282, N0056
The BoG recommends the following:

1. Adopt from JCTVC-N0057 second proposal, change decoding process to add condition that when SamplePredEnabledFlag equal to 1, don’t include picture in the motion pred ref list. 

2. Adopt a condition on signaling inter_layer_pred_layer_idc[ i ], to avoid sending when NumDirectRefLayers equals NumActiveRefLayerPics, and instead infer values.  From JCTVC-N0081, JCTVC-N0195 proposal 1, JCTVC-N0154, and JCTVC-N0217.  

3. Adopt an Inter Layer Reference Picture (ILRP) presence flag in the VPS, conditioning the presence of ILRP syntax elements in the slice segment header, similar to JCTVC-N0195 proposal 2.
4. Change order of sorting of inter-layer reference pictures to be in descending rather than ascending order, from JCTVC-N0131 Proposal 4. Revisit – this is some concern from JCT-3V that this change in ordering could be harmful in terms of coding efficiency; some further study should be considered. 
5. Add constraint when splitting_flag is used, that the sum of the lengths be less than or equal to 6, from JCTVC-N0195 5th proposal.

The BoG suggests the editors consider the following:

1. A text bug fix identified in JCTVC-N0059, in which motion resampling is currently only invoked when alt collocated idc flag is equal to 1, while it should be invoked whenever inter-layer motion prediction is performed and the current and reference layer differ in resolution.

2. Add an editorial note for SHVC encoders to avoid use of TMVP when the inter-layer reference picture is the only one in the list.
The BoG also met again on 30 July to review the following contributions
· 6.4.4.5 Reference picture list construction (4)
· Revisit of JCTVC-N0316
· 6.4.4.2  Sub-layer related inter-layer prediction signalling (4)
· Revisits of JCTVC-N0120, N0109, N0196
· 6.4.5 Tiles and parallel processing (4)

· JCTVC-N0158,  JCTVC-N0160,  JCTVC-N0199

The BoG recommends the following:

1. Adopt JCTVC-N0316, inter-layer reference picture list construction initialization process, in which inter-layer reference pictures are classified into two lists (“before” and “after” views), inserted at different positions.
2. Adopt a presence flag for signaling of max_tid_il_ref_pics_plus1[i], from JCTVC-N0120.

3. Add constraint to not use tiles in a layer and wavefronts in a different layer, when one layer is a direct dependent of the other layer, from JCTVC-N0158.

4. Move num_ilp_restricted_ref_layers and related offset delay syntax elements from SPS VUI to VPS VUI, and change to a num_ilp_restricted_ref_layers flag per direct dependent layer for each layer, from JCTVC-N0160.  
5. Modify calculation of xRef[ ] and yRev[ ] variables in semantics for offset delay syntax element semantics, from JCTVC-N0160
6. Adopt JCTVC-N0199 proposal 2 variant 2 (also in JCTVC-N0160) to move tile boundaries alignment flag from the SPS VUI to the VPS VUI, and also signal the flag per direct dependent layer for each layer, from JCTVC-N0199.
The above BoG recommendations were reviewed by JCT-3V on Wednesday 7/30 from 11:00-13:00. With the exception noted above, all of the recommendations were considered acceptable.
7 Project planning
7.1 General issues for CEs

A preliminary CE description is to be approved at the meeting at which the CE plan is established.

It is possible to define sub-experiments within particular CEs, for example designated as CEX.A.a, CEX.H.b (where A stands for AVC and H for HEVC related 3D technology), etc., for a CEX, where X is the basic CE number.

As a general rule, it was agreed that each CE should be run under the same testing conditions using same software codebase, which should be based on either the ATM or HTM software codebase. An experiment is not to be established as a CE unless there is access given to the participants in (any part of) the CE to the software used to perform the experiments.

The general agreed common conditions for experiments were described in the output document JCT3V-D1100.

A deadline of three weeks after the meeting was established for organizations to express their interest in participating in a CE to the CE coordinators and for finalization of the CE descriptions by the CE coordinator with the assistance and consensus of the CE participants.

Any change in the scope of what technology will be tested in a CE, beyond what is recorded in the meeting notes, requires discussion on the general JCT-3V reflector.

As a general rule, all CEs are expected to include software available to all participants of the CE, with software to be provided within two (calendar) weeks after the release of the relevant software basis. Exceptions must be justified, discussed on the general JCT-3V reflector, and recorded in the abstract of the summary report.

Final CEs shall clearly describe specific tests to be performed, not describe vague activities. Activities of a less specific nature are delegated to Ad Hoc Groups rather than designated as CEs.

Experiment descriptions should be written in a way such that it is understood as a JCT-3V output document (written from an objective "third party perspective", not a company proponent perspective – e.g. referring to methods as "improved", "optimized" etc.). The experiment descriptions should generally not express opinions or suggest conclusions – rather, they should just describe what technology will be tested, how it will be tested, who will participate, etc. Responsibilities for contributions to CE work should identify individuals in addition to company names.

CE descriptions should not contain verbose descriptions of a technology (at least not unless the technology is not adequately documented elsewhere). Instead, the CE descriptions should refer to the relevant proposal contributions for any necessary further detail. However, the complete detail of what technology will be tested must be available – either in the CE description itself or in referenced documents that are also available in the JCT-3V document archive.

Those who proposed technology in the respective context (by this or the previous meeting) can propose a CE or CE sub-experiment. Harmonizations of multiple such proposals and minor refinements of proposed technology may also be considered. Other subjects would not be designated as CEs.

Any technology must have at least one cross-check partner to establish a CE – a single proponent is not enough. It is highly desirable have more than just one proponent and one cross-checker.

It is strongly recommended to plan resources carefully and not waste time on technology that may have little or no apparent benefit – it is also within the responsibility of the CE coordinator to take care of this.

A summary report written by the coordinator (with the assistance of the participants) is expected to be provided to the subsequent meeting. The review of the status of the work on the CE at the meeting is expected to rely heavily on the summary report, so it is important for that report to be well-prepared, thorough, and objective.

Non-final CE plan documents were reviewed and given tentative approval during the meeting (in some cases with guidance expressed to suggest modifications to be made in a subsequent revision).

The CE description for each planned CE is described in an associated output document JCT3V-D11xx for CExx, where "xx" is the CE number (xx = 01, 02, etc.). Final CE plans are recorded as revisions of these documents.

It must be understood that the JCT-3V is not obliged to consider the test methodology or outcome of a CE as being adequate. Good results from a CE do not impose an obligation on the group to accept the result (e.g., if the expert judgment of the group is that further data is needed or that the test methodology was flawed).

Some agreements relating to CE activities were established as follows:

· Only qualified JCT-3V members can participate in a CE

· Participation in a CE is possible without a commitment of submitting an input document to the next meeting.

· All software, results, documents produced in the CE should be announced and made available to all CE participants in a timely manner.

7.1.1 Cross check

For cross checking the same steps as described in the section above should be carried out as soon as possible, but should not take more than five working days. Moreover it should be checked if integrated tools correspond to the adopted proposal. Results of cross check should be announced to the reflector. The result-sheet should be made available to the group. 

7.1.2 Procedure if cross check fails or planned delivery data cannot be held

If a planned delivery date cannot be held this should be announced to the reflector. 

If the crosscheck fails or the previous integrator has not delivered the software within 3 days or result sheet within 5 days after planned delivery date 

· the current integrator should integrate in the last cross-checked version

· the previous integrator falls back to the end of the integration plan

7.2 Common Conditions for 3D Video Coding Experiments

Preferred Common Conditions for experiment testing that are intended to be appropriate for both CEs and other experiments were selected by the group and described in output document JCT3V-B1100.

7.3 Software development (update)
ATM software:
Current availability: (see CTC), to be made publicly available without password protection

Version 8.0 (including only adoptions that affect CTC) should be available within 3 weeks after the meeting (May 17). Version 8.1 (including all remaining adoptions) is planned to be available 1 week later (May 24). All CEs should be based on Version 8.0 unless otherwise stated in the CE work plan. Any versions that provide software fixes or features beyond Version 8.0 may be used in CEs as the discretion of the CE coordinator and with consensus of all CE participants.
HTM software:

Migration to HM10-based SW:

Unchanged tools will be migrated 4 weeks after the meeting latest. Then, all other tools will be migrated after HTM 7.0 is available (also expected 4 weeks after the meeting). Finally, a full 3D version based on HM10 will be available before the next meeting.
Tool groups needed to be migrated

Encoder Control + HLS (HHI/Qualcomm) 

· VSO (including WVSO + simplifications ) 

· Zero intra depth residual 

· Full depth intra search on RAU 

· Cfg Parameters ?? 

· HLS 

Disparity Derivation (Qualcomm/Mediatek/MERL) 

· DoNBDV 

Motion  (Mediatek/Qualcomm) 

· IV candidates

· Texture Merge Candidate

· VSP Candidate

· TMVP 

Sample Prediction  (LG/MERL) 

· Illumination Compensation 

· VSP part 

· Full Pel Interpolation for Depth 

Residual Prediction (Qualcomm )

Depth Intra (HHI, Aachen)

· DMM 

· Edge Intra 

· SDC 

VSP (MERL) 

· Parts not included sample prediction and merge 
Renderer (HHI)

Others 

· cabac init flag (Poznan)

· QTL ( Orange) 

Non CTC

· FCO (Nokia)

· WP (LG) 

· Bitstream Extractor ( HHI )
Integration Order

1.) Encoder Control + Renderer (HHI) + HTM-7.0 ( 4 weeks after the meeting ) 

2.) Two parallel tracks ( 6 weeks)  

a. Track 1: Depth Intra (HHI) 

i. DMM

ii. Edge Intra

iii. SDC

b. Track 2: Inter (MERL)  (Further parallization?) 

i. NBDV  

ii. Residual Prediction  (Sub-Track 2.1) 

iii. Merge (Sub-Track 2.2) 

iv. Sample prediction (Sub-Track 2.3) 

v. Missing parts of VSP 

3.) Merge of tracks (HHI)  (1/2 week ) 

4.) Others ( QTL, cabac init flag ) (1/2 week )

5.) Non-CTC ( FCO, WP, Bitstream Extractor )

6.) Cross checks
Timeline

· Start with parts not changed by adoptions of this meeting (Encoder control / Renderer). Migrate other tool based on HTM-7.0. 
Macros 

· One per tool group 

· Every change should be covered within macro 

· Will be unified to H_3D, such that only H_3D and H_MV after the next meeting. 
Clean ups 

· Do not merge unused code. 

· Adding of  missing switches/flags for VSP, EdgeIntra, QTL encoder only

· To be discussed which tools to be enabled and how.  

· General encoder modifications should be switchable.  

Current availability: (see CTC), already available without password protection

Version 7.0 (including only adoptions that affect CTC) should be available within 4 weeks after the meeting (May 24). All CEs should be based on Version 7.0 unless otherwise stated in the CE work plan. Any versions that provide software fixes or features beyond Version 7.0 may be used in CEs as the discretion of the CE coordinator and with consensus of all CE participants.
Note: It would be desirable in the future to make software integration of adopted tools more in parallel 
It is to the discretion of the software coordinators to set up a time line for the integration and request proponents to finish integration by a given date.

Integration Procedure & Guidelines

Integration is done in a serial way. Each integrator cross-checks the version provided by his predecessor.  The cross check for the last version is carried out by the software coordinators.

Integration Guidelines

When integrating 

· software changes should be enclosed by macros switchable by defines including company and proposal number e.g.

#define MYCOMPANYS_DEPTHFILTER_JCT3V_B0555  1

#if MYCOMPANYS_DEPTHFILTER_JCT3V_B0555
// do stuff

#endif

· new tools should be made switchable in the cfg-file if reasonable 

· cfg-files should be updated

Delivery of software

Before delivering the software to the next integrator it should be checked if

· the software compiles under windows and linux

· software compiles and delivers same results as previous version when integrated tools are disabled by macro or cfg-settings

· there are encoder-decoder mismatches

· there are memory leaks by measuring maximum memory consumption (or specific tools e.g. valgrind) is 

· visual quality is not disturbed

Additional to the software cfg-files that reflect proposed settings and an excel sheet with coding results should be provided. Software and cfg-files should be delivered by checking it in to the corresponding (HTM or ATM) software repositories. 

When software is delivered this should be announced to the reflector. Moreover, every further change on the software should be announced. If there is a delay in integration this should be communicated to the reflector. 

7.4 Software repositories (update)
7.4.1 HTM

HTM software can be checked in

https://hevc.hhi.fraunhofer.de/svn/svn_3DVCSoftware/
Therefore for each integrator an own software branch will be created by the software coordinator containing the current anchor version or the version of the previous integrator:

e.g.  branches/0.7-mycompany
The branch of the last integrator will become the new release candidate tag.

e.g. tags/0.8rc1

This tag can be cross-check by the group for. If no problems occur the release candidate will become the new tag after 7-days:

e.g. tags/0.8

If reasonable intermediate release candidate tags can be created by the software coordinator. 

7.4.2 ATM

An official release of the 3DV-ATM software can be check out by mpeg3dv SVN users from the following location:

http://mpeg3dv.research.nokia.com/svn/mpeg3dv/trunk/
Following every MPEG 3DV meeting, software coordinator creates a new branch for the integration of adopted proposals:
http://mpeg3dv.research.nokia.com/svn/mpeg3dv/branches/mpeg10X_post_integration/
Software integrator checks-out the software from integration branch at its turn of integration plan and integrates proposal as it is specified in Sections 3.1-3.2. 

Software integrator communicates a new software version over the email list to the cross-checker and to the software coordinator.

The software coordinator checks-in to the integration branch every new software integration with confirmed cross-check, as it is specified in the Section 3.3. 

Once the integration plan is completed, the software coordinator cross-check version available in the integration branch and checks-in a new official release of the 3DV-ATM to the http://mpeg3dv.research.nokia.com/svn/mpeg3dv/trunk/. 

1.1 List of CEs:
· CE1: View synthesis prediction [Coordinator: S. Shimizu] (H only)
· CE2: Disparity vector derivation [Coordinator: Y. Chen, S. Yea] (A & H)
· CE3: Inter-view/motion prediction [Coordinator: Y. Chang, S. Yea] (H only)

· CE4: Illumination compensation [Coordinator: T. Ikai, H. Liu] (H only)
· CE5: Depth bi-partition modes [Coordinator: P. Merkle] (H only)

· CE6: Simplified depth coding [Coordinator: F. Jäger] (H only)

· CE7: Flexibility in 3D-AVC (including FCO, flexible resolution for depth) [Y. Chen, D. Rusanovskyy] (A only)
8 Establishment of ad hoc groups 
The ad hoc groups established to progress work on particular subject areas until the next meeting are described in the table below. The discussion list for all of these ad hoc groups will be the main JCT-3V reflector (jct-3v@lists.rwth-aachen.de).

	Title and Email Reflector
	Chairs
	Mtg

	JCT-3V project management (AHG1)

(jct-3v@lists.rwth-aachen.de)

· Coordinate overall JCT-3V interim efforts.

· Report on project status to JCT-3V reflector.

· Provide report to next meeting on project coordination status.
	G. J. Sullivan, J.-R. Ohm (co‑chairs)
	N

	3D-AVC Draft and Test Model editing (AHG2)

(jct-3v@lists.rwth-aachen.de)

· Produce and finalize JCT3V-D1002 3D-AVC Draft Text 6.

· Produce and finalize JCT3V-D1003 3D-AVC Test Model 6 Description.

· Gather and address comments for refinement of these documents
· Coordinate with the 3D-AVC Software Integration AhG to address issues relating to mismatches between software and text.
· Set up a bug tracking system.
	M. Hannuksela (chair), Y. Chen, T. Suzuki, J.-R. Ohm, G. Sullivan (vice chairs)
	N

	MV-HEVC / 3D-HEVC Test Model editing (AHG3)

(jct-3v@lists.rwth-aachen.de)

· Produce and finalize JCT3V-D1005 3D-HEVC Test Model Description draft 4.
· Produce and finalize JCT3V-D1004 MV-HEVC text specification draft 4.
· Study the alignment of the 3D-HEVC Test Model Description with HEVC version 1. 
· Gather and address comments for refinement of these documents.

· Coordinate with the 3D-HEVC Software Integration AhG to address issues relating to mismatches between software and text.
	G. Tech, K. Wegner (co-chairs), J. Boyce, Y. Chen, M. Hannuksela, T. Suzuki, S. Yea, J.-R. Ohm, G. Sullivan (vice chairs)
	N

	3D-AVC Software Integration (AHG4)
(jct-3v@lists.rwth-aachen.de)

· Coordinate development of the 3DV-ATM software and its distribution to JCT-3V members

· Produce documentation of software usage for distribution with the software

· Prepare and deliver 3DV-ATM v8.0 software version and the reference configuration encodings according to JCT3V-D1100 based on common conditions suitable for use in most core experiments (expected within 3 weeks after the meeting).

· Prepare and deliver 3DV-ATM v8.1 software version with remaining non-CTC adoptions (expected within 2 weeks after v8.0).

· Prepare and deliver a subset of the ATM software for standalone implementation of the Multiview Depth High profile (JCT3V-D1010, expected to be available and cross-checked by June 15).

· Perform analysis and reconfirmation checks of the behavior of technical changes adopted into the draft design, and report the results of such analysis.

· Suggest configuration files for additional testing of tools.

· Coordinate with 3D-AVC Draft and Test Model editing (AHG2)  to identify any mismatches between software and text.
· Set up a bug tracking system.
	D. Rusanovskyy (chair), F. C. Chen, J. Y. Lee, J.-L. Lin, O. Stankiewicz, D. Tian (vice chairs)
	N

	3D-HEVC Software Integration (AHG5)
(jct-3v@lists.rwth-aachen.de)

· Coordinate development of the HTM software and its distribution to JCT-3V members

· Produce documentation of software usage for distribution with the software

· Prepare and deliver HTM 7.0 software version and the reference configuration encodings according to JCT3V-D1100 based on common conditions suitable for use in most core experiments (expected within 4 weeks after the meeting).

· Prepare and deliver HTM-DEV 1.0 software version that includes HLS from MV-HEVC draft 4 and non-normative tools from 3D-HEVC test model 4 version (expected within 4 weeks after the meeting).
· Coordinate the migration of low-level tools from HTM 7.0 into HTM-DEV 1.0. 
· Perform analysis and reconfirmation checks of the behaviour of technical changes adopted into the draft design, and report the results of such analysis.

· Suggest configuration files for additional testing of tools.
· Coordinate with MV-HEVC Draft and 3D-HEVC Test Model editing AhG to identify any mismatches between software and text.
· Maintain the bug tracking system.
	G. Tech, L. Zhang (co-chairs), Y. Chang, K. Wegner (vice chairs)
	N

	3D Coding Tool Testing (AHG6)

(jct-3v@lists.rwth-aachen.de)

· Discuss and finalize CE work plans

· Study the Common Test Conditions and suggest possible changes
· Coordinate between core experiments when necessary.

· Study coding tool performance of non-CTC configurations 

· Report on status of core experiments.

· Prepare viewing for 5th JCT-3V meeting.
	K. Müller, A. Vetro (co-chairs)
	N

	3D High level syntax  (AHG7)

(jct-3v@lists.rwth-aachen.de)

· Study high level syntax design extensions of AVC for 3DV functionalities. 

· Study the relations of AVC multiview/3D extensions and HEVC multiview/3D extensions on high-level syntax concepts, e.g., related to SEI messages.

· Identify opportunities for common approaches for multi-view and scalable high-level extensions of HEVC.

· Study NAL unit header, video parameter set, sequence parameter set, picture parameter set, and slice header syntax designs.

· Study signalling of inter-layer prediction constraints.

· Agree on guidelines for evaluation of reference picture list construction proposals by taking JCT3V-D0314 as basis.

· Study reference picture set and reference picture list syntax and processes for inter-layer reference pictures.

· Study methods for reduction of inter-layer redundancy in scaling list signalling.

· Study SEI messages and VUI syntax designs needed for HEVC extensions.

· Study the hypothetical reference decoder (HRD) syntax and operations and the related text for bitstream conformance and decoder conformance.

· Study syntax designs for Depth Lookup Table (DLT) in 3D-HEVC
· Assist in software development and text drafting for the high-level syntax in the HEVC extensions designs.
· Study the usage of auxiliary pictures (alpha channel) for the purpose of depth map coding in MV-HEVC, and the extension of HL syntax that would be necessary in this context.
· Study restrictions that need to be imposed w.r.t. spatial resolution of the views in MV-HEVC HL syntax
· Coordinate efforts with JCT-VC AHG 9 
	M. M. Hannuksela (Chair), J. Boyce, Y. Chen, A. Norkin, Y.-K. Wang (vice chairs)
	Y (Thursday and Friday before the JCT-3V Vienna meeting)

	Alternative 3D Formats (AHG8)

(jct-3v@lists.rwth-aachen.de)

· Improve draft text of depth view information SEI message text in 3D-AVC Draft Text.
· Improve the description of global view and depth format description in 3D-AVC Test Model.

· Prepare and deliver Global View and Depth software based on ATM v8.x software version and the reference configuration encodings.
· Improve draft text of Global View and Depth SEI message in 3D-HEVC Test Model.
	M. Tanimoto, T. Senoh, N. Stefanoski (co‑chairs)
	N

	3D Video Quality Assessment (AHG9)

(jct-3v@lists.rwth-aachen.de)

· Finalize verification test plan and prepare test material for systematic assessment of quality metrics and verification testing
· Study objective quality assessment metrics that would provide an accurate evaluation of synthesized views

· Recommend improvements to evaluation methodology  
	T. Ebrahimi (chair), A.Vetro, V. Baroncini (vice chairs)
	N

	Complexity assessment (AHG10)

(jct-3v@lists.rwth-aachen.de)

· Study intrinsic complexity measures or metrics to assess hardware and software implementations of algorithms/computational models based on number of operations, potential for parallelism, data transfer rate, and data storage requirements. 
· Identify criteria to analyze and determine the implement ability of key modules, video sub-systems, and video systems at different scales for ASIC, FPGA, ASIP, multi-core GPU, GPCPU architectures, etc.
· Identify bottlenecks in the current 3D video system designs with regard to implementation complexity based on the metrics defined above.
· Develop a recommendation to JCT-3V on formalized complexity assessment in a reporting document.

	C. Lee (chair), G. Bang, T. Ikai, K. Rapaka, D. Rusanovskyy (vice chairs) 
	N

	3D Test Material (AHG11)

(jct-3v@lists.rwth-aachen.de)

· Identify deficiencies and limitations of current 3D video test material.

· Identify, collect, and make available a variety of additional 3D video sequences.

· Study the characteristics of test materials and their impact on coding performance, synthesis quality etc.
· Recommend appropriate test materials for use in 3D Video Coding Extension Development.
· Assess the suitability of the new test material that was offered to the 4th JCT-3V meeting.
	S. Shimizu, S. Yea (co-chairs)
	N

	Conformance testing development (AHG12)

(jct-3v@lists.rwth-aachen.de)

· Further discuss and improve the conformance draft related to the 3D-AVC (JCT3V-D1009)
· Collect the conformance test streams according to JCT3V-D1006 and JCT3V-D1009
· 
	T. Suzuki, D. Rusanovskyy (co-chairs)
	N

	Multi-resolution Frame Compatible (AHG13) 

(jct-3v@lists.rwth-aachen.de)

· Produce and finalize JCT3V-D1007 MFC DAM text.

· Produce and finalize JCT3V-D1008 MFC test model 

· Study and improve MFC software

· Study MFC backward compatibility issue with regard to NAL unit type
· Prepare conformance working draft and collect conformance bit streams
	W. Husak, Y. Chen (co-chairs)
	N

	Mixed Resolution Coding (AHG14)

(jct-3v@lists.rwth-aachen.de)

· Investigate possible benefits of mixed resolution coding in 3D-HEVC.
· Identify commonality of reduced resolution depth coding in MVC plus depth, 3D-ATM and 3D-HTM.
· Study approaches and design implications to support coding of mixed resolution data (texture and depth), including asymmetric texture coding.
· Study implications of mixed resolution coding with regard to complexity and memory requirements of 3D-ATM and 3D-HTM.
	K. Wegner, S. Shimizu (co-chairs)
	N

	Generalization of View Configurations (AHG15)

(jct-3v@lists.rwth-aachen.de)

· Study generalized camera parameter signalling scheme and depth reference selection method for depth dependent tools by taking JCT3V-D0140 as a starting point.
Study generalized interview disparity vector scaling of bi-directional interview prediction described in JCT3V-D0149 and suggest improvements of the current WD design.
	Y.-L. Chang
	N


9 Output documents 
The following documents were agreed to be produced or endorsed as outputs of the meeting. Names recorded below indicate those responsible for document production.
(it was communicated by the chair that only the subsequent lists of adoptions is relevant, and in case of contradiction with any of meeting notes above the latter are considered invalid in first place)
JCT3V-D1000 Meeting Report of 3rd JCT-3V Meeting [J.-R. Ohm, G. J. Sullivan]
(Note: Initial versions of the subsequent draft documents should be uploaded by the end of the meeting, continually updating to be performed until the final the version is released)
JCT3V-D1002 3D-AVC Draft Text 6 [M. Hannuksela, Y. Chen, T. Suzuki] (ISO/IEC 14496-10 DAM3, WG 11 N13555) [2013-05-10]
JCT3V-D1003 3D-AVC Test Model 6 [D. Rusanovskyy, F. C. Chen, L. Zhang, T. Suzuki] (WG 11 N13556) [2013-05-31]
Summary of Adoptions for 3D-AVC (relating to D1002 and D1003)
· ...
JCT3V-D1004 MV-HEVC Draft Text 4 [G. Tech, K. Wegner, Y. Chen, M. Hannuksela, J. Boyce] (ISO/IEC 23008-2 Study of PDAM2, WG 11 N13572) [2013-05-31]
Summary of Adoptions for MV-HEVC
· ...
JCT3V-D1005 3D-HEVC Test Model 4 [G. Tech, K. Wegner, Y. Chen, S. Yea] (WG 11 N13573) [2013-05-31]
It is planned to split this document into 2 parts (Test model and draft specification of 3D-HEVC) after the transition of software into HM10 is finalized. The rationale for this is that the actual deviation between the current 3D-HEVC and the actual HEVC base spec will in detail only be identified when the software exercise is done.
Summary of Adoptions for 3D-HEVC
· ...
Summary of SW only adoptions and bug fixes:

· ...
JCT3V-D1006 Draft 3 of MVC plus Depth Conformance [T. Suzuki, D. Rusanovskyy] (ISO/IEC 14496-4 DAM41, WG 11 N13549) [2013-05-31]
JCT3V-D1007 Draft 3 of Multi-resolution Frame Compatible Stereo (ISO/IEC 14496-10:2012/DAM5, WG 11 N13558) [2013-05-03]
JCT3V-D1008 MFC Test Model 1 (WG 11 N13559) [2013-05-03]

JCT3V-D1009 Draft 1 of 3D-AVC Conformance [D. Rusanovskyy, T. Suzuki, D. Tian] (WD 1, WG 11 N13597) [2013-05-31]
JCT3V-D1010 Draft 1 of MVC+D Reference Sofware [D. Rusanovskyy, T. Suzuki, D. Tian] (PDAM33, WG 11 N13551) [2013-06-15]
JCT3V-D1011 3D Video Subjective Quality Assessment Test Plan  [2013-05-31]
JCT3V-D1100 Common Test Conditions of 3DV Core Experiments [D. Rusanovskyy, K. Müller, A. Vetro]
JCT3V-D1101 Description of Core Experiment 1 (CE1) on View Synthesis Prediction [S. Shimizu (CE Coordinator)]
JCT3V-D1102 Description of Core Experiment 2 (CE2) on Disparity Vector Derivation [Y. Chen, S. Yea]
JCT3V-D1103 Description of Core Experiment 3 (CE3) on Inter-View/Motion Prediction [Y.-L. Chang, S. Yea]
JCT3V-D1104 Description of Core Experiment 4 (CE4) on Illumination Compensation [T. Ikai, H. Liu]
JCT3V-D1105 Description of Core Experiment 5 (CE5) on Depth Bi-partition Modes [P. Merkle]
JCT3V-D1106 Description of Core Experiment 6 (CE6) on Simplified Depth Coding [F. Jäger]
JCT3V-D1107 Description of Core Experiment 7 (CE7) on Flexibility in 3D-AVC [Y. Chen, D. Rusanovskyy] 
10 Future meeting plans, expressions of thanks, and closing of the meeting

The document upload deadline for the 6th meeting of the JCT-3V will be Oct XX, 2013, 2359 MET (Geneva/Paris time zone).
Future meeting plans were established according to the following guidelines:

· Meeting under ITU-T SG 16 auspices when it meets (starting meetings on the Wednesday or Thursday of the first week and closing it on the Tuesday or Wednesday of the second week of the SG 16 meeting); 
· Otherwise meeting under ISO/IEC JTC 1/SC 29/WG 11 auspices when it meets (starting meetings on the Saturday prior to such meetings and closing it on the last day of the WG 11 meeting);

· In cases where JCT-3V meets during the first week of the SG16 meeting under ITU-T auspices, and co-located with an MPEG meeting at a nearby meeting place, the meeting dates could also be approximately aligned with the MPEG meeting.
Some specific future meeting plans were established as follows:
· 25 Oct –1 Nov. 2013 under ITU-T auspices in Geneva, CH.

· 11–17 Jan. 2014 under WG 11 auspices in San Jose, US.
· 29 March–04 April 2014 under WG 11 auspices in Valencia, ES.
· 3-9 July 2014 under ITU-T auspices in Sapporo, JP
XXX was thanked for its excellent hosting of the 5th meeting of the JCT-3V. XXX was thanked for providing the 3D viewing equipment used at the 5th JCT-3V meeting.
It was also reminded that final output documents (if also registered under a WG11 output doc number) have to be uploaded separately with a WG11 header.  To do this in a timely fashion is particularly important for standards submitted for ballot.
The JCT-3V meeting was closed at approximately XXXX hours on Friday 26 April 2013.

Annex A to JCT-3V report:
List of documents

Annex B to JCT-3V report:
List of meeting participants

The participants of the fourth meeting of the JCT-3V, according to a sign-in sheet passed around during the meeting (approximately XX in total), were as follows:
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