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Introduction


H.323 [1] specifies the use of transport level resource reservation mechanisms, e.g. RSVP (Resource Reservation Protocol [2]), to fulfill the QoS requirements of  real-time video and audio streams. Although the  transport level resource reservation mechanisms themselves are beyond the scope of H.323, the general method and coordination of these transport level mechanisms between H.323 entities should be specified to prevent conflicting interoperability issues. Participants in a conference shall be able to signal their intentions, capabilities, and requirements in a standard, protocol-specific manner. In addition, the signaling sequence of the resource reservation mechanisms must be specified such that the call establishment interval is minimal.





RSVP is the transport level signaling protocol for reserving resources in unreliable IP-based networks. Using RSVP, H.323 endpoints can reserve resources for a given real-time traffic stream based on its QoS requirements. If the network fails to reserve the required resources, or in the absence of RSVP, only best-effort delivery of the packets is possible.


QoS Support for H.323 


When an endpoint registersquests admission with a gatekeeper, it should indicate in the RARQ message (of H.225 [3]) whether or not it is capable of reserving resources. The gatekeeper should then decide, based on the information it receives from the endpoint and on information it has about the state of the network, either:


to permit the endpoint to apply its own reservation mechanism for its H.323 session, or


to perform resource reservation on behalf of the endpoint, or


that no resource reservation is needed at all. Best-effort is sufficient.


This decision is conveyed to the endpoint in the RCF message. If the endpoint does not accept the gatekeeper’s decision, it may unregister itself using URQACF message. The endpoint shall accept the gatekeeper’s decision in order to place a call.





The gatekeeper should reject an endpoint’s RARQ, if  the endpoint does not indicate that it is capable of resource reservation, and the gatekeeper decides that resource reservation must be controlled by the endpoint. In this case, the gatekeeper should send an RARJ back to the endpoint.





The specific fields to be added to in H.225 RAS signaling to permit the functionality described above are given in [4].is functionality is the TransportQOS field.





In addition to TransportQOS, an endpoint should also calculate and report the bandwidth it currently intends to use in all channels of the call. This bandwidth should be reported in the bandWidth field of the ARQ message independent of the decision by the endpoint to use RSVP signalling or not. In addition, if bandwidth requirements change during the course of the call, and endpoint should report changes in bandwidth requirements to the gatekeeper using BRQ independent of the decision to use RSVP.





RSVP is currently the only candidate protocol for reserving resources for H.323 calls. A gatekeeper may use RSVP to reserve resources on behalf  of the endpoints. However, the current H.323 specification does not provide the gatekeeper with sufficient information at admission time to enable it to reserve resources for each  individual media channel (currently, the gatekeeper can onlyRSVP reservations can only be made by network entities which are in the path of media flow between endpoints. It is possible through gatekeeper routed call signalling to route media streams through a gatekeeper. However, most of the time media channels will be routed between endpoints without request a single reservation per H.323 call, to be shared by all media streams of that call.).  The H.323 endpoints, on the other hand, have sufficient information to establish a distinct reservation for each media stream of an H.323passing through the gatekeeper. It is best if RSVP reservations are made directly by the endpoints since this will reserve resources along the entire routed path of the call. The remainder of this document discusses the use of RSVP by the H.323 endpoints.





Some of the salient points of RSVP are as follows:





RSVP supports both unicast and multicast environments


RSVP is tied to specific streams (i.e. specific transport address pairs)


RSVP is soft-state based, and therefore adapts dynamically to changing group membership and routes


RSVP is uni-directional


RSVP is receiver-oriented - the recipient of the media stream makes the reservation (scaleable)


RSVP Background


In the following description, the high level usage of  RSVP in a simple H.323 conference will be outlined.
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Figure � SEQ Figure \* ARABIC �11�: Resource reservation for a point-to-point connection.





In Figure 1 above, endpoint A wishes to send a media stream to endpoint B. Therefore, it has to open a logical channel to B. RSVP signaling for resource reservation should be part of the opening logical channel procedure.  Endpoint A would cause RSVP Path messages to be sent out to  B.  These Path messages go through routers and leave ‘state’ on their way tracing towards B. Path messages contain the complete source and destination addresses of the stream and a characterization of the traffic that the source will send. Endpoint B would use the information from the Path to make the RSVP Resv request for the full length of the path. Resv messages contain the actual reservation and will generally be the same as the traffic specification in the Path message.


� EMBED PowerPoint.Slide.7  ���


Figure � SEQ Figure \* ARABIC �22�: Resource reservation for a point-to-multipoint connection.





In Figure 2 above,  a multipoint conference is shown.  The Path messages are utilized in the same manner as the simpler point-to-point case.  It should be noted that the Resv requests  are aggregated by the routers to keep redundant reservation requests from occurring upstream.  





Path messages must contain the complete destination/source addresses and a traffic specification. Resv messages contain the reservation parameters and the required service. Path and Resv messages for a given traffic stream should be sent as part of the OpenLogicalChannel  procedure for that particular stream.  The reservation should be released during the CloseLogicalChannel procedure using the RSVP PathTear and ResvTear messages.





Note that RSVP Path and Resv messages use the same IP address/port pair as the media to be delivered between terminals. This means that these messages must be filtered out of the media stream by the endpoints. This is not an issue for endpoints which do UDP filtering since RSVP messages themselves are not UDP messages. Even so, the sender of a media stream should not use RSVP when the receiver is not capable of it. RSVP capabilities are exchanged as part of the capability exchange and open logical channel procedures.





RSVP is only a signaling protocol. Together with the appropriate QoS services (e.g. guaranteed QoS or controlled-load service), scheduling mechanisms (e.g. weighted fair queueing), and policy-based admission control module (e.g. local policy manager), RSVP is capable of satisfying the QoS requirements of  H.323 conference participants. In addition, RSVP is designed for point-to-point links. If a path traverses a shared link, RSVP invokes the appropriate resource reservation mechanism  for the specific shared medium, e.g. SBM (Subnet Bandwidth Management) in case of Ethernet. All the mechanisms mentioned in this paragraph are controlled completely from within RSVP. Therefore, all that an H.323 endpoint needs is RSVP signaling.





The H.245 Capability Exchange Phase


During the H.245 [5] capability exchange phase, each endpoint indicates its transmit and receive capabilities to the other endpoint. The QoSCapability is part of the capability exchange. However, it is not stream-specific. Therefore, the RSVP parameters if specified in the QoSCapability would represent an aggregate for all streams (either those to be transmitted or those to be received). Such parameters will not be of any use to the other endpoint. Therefore, the only RSVP-related information an endpoint should convey to the other endpoint in the capability set is whether or not it is RSVP-capable. In [6], we propose specific changes to the RSVP parameters field to achieve this objective.





To signal RSVP capability, an endpoint should set the appropriate available QOSMode fields within the capability PDU during capability exchange. Endpoints which do not receive RSVP capabilities from the receiving terminal should not use RSVP when opening logical channels.


Open Logical Channel and Setting Up Reservations


In this section, we describe the steps followed for opening an H.245 logical channel and reserving resources for a given traffic stream. Reservations are established only if both endpoints indicate that they are RSVP enabled during capability exchange. We consider only the point-to-point case. The case of point-to-multipoint (multicast) connections will be discussed in section 7.





The sender should specify the RSVP parameters of the stream to be transmitted, and the integrated services the sender supports, in the QoS capability field of the OpenLogicalChannel message. In case of a point-to-point stream, the sender does not specify a receiver port id in the OpenLogicalChannel message.  This id is selected by the receiver after receiving the OpenLogicalChannel, and is returned to the sender in the OpenLogicalChannelAck message. Only then can the sender create an  RSVP session for that  stream (to create an RSVP session for a given stream means that the node registers with RSVP to get notified when messages arrive that may affect the state of the RSVP reservation for that stream), and start emitting RSVP Path messages.  The receiver has sufficient information to create an RSVP session for the same stream before sending the OpenLogicalChannelAck message. The information needed to create an RSVP session and initiate RSVP processing are: the receiver ip address in case of point-to-point or the group multicast ip address in case of point-to-multipoint, the receiver port id, and the protocol (always UDP in case of H.323 audio and video streams).





A receiver may not want to start receiving stream packets until the RSVP reservations are in place. Therefore, the receiver may send a FlowControlCommand  specifying a maximum bit rate of  0 bits/s immediately after sending the OpenLogicalChannelAck . The scope of the FlowControlCommand  must be the traffic stream only. When the sender receives that message, it stops transmitting  packets.





When the receiver starts receiving the sender’s Path messages, it should start sending RSVP Resv messages. When the receiver receives an RSVP ResvConf message confirming that reservations have been established, it may sends a FlowControlCommand to the sender unrestricting the bit rate of the traffic stream, i.e. canceling the effect of the previous FlowControlCommand message. When the sender receives the FlowControlCommand it starts transmitting packets.





The behavior of an endpoint if the RSVP reservations fail at any point during an H.323 call is not specified in the document,  and is left to the individual vendors.  However, we propose adding an optional  “close reason” field to the CloseLogicalChannel message to indicate to the source that the reservation has failed.


if an RSVP reservation fails and the receiving endpoint decides that best effort level of service is not acceptable, it may request to close it’s logical channel using the RequestChannelClose command. The CloseReason field is available in the RequestCloseLogicalChannel command to allow the receiver to signal to the sender that the RSVP reservation has failed. Along with the failure indication, RequestChannelClose includes QOSCapability which can be used by the receiver to tell the sender the resources which are actually currently available on the path from the sender to the receiver. At this point, the sender can decide to try to reopen the channel with a lower bandwidth codec and/or data format and go through the Open Logical Channel procedure again.





It is up to the endpoint vendors to choose which reservation style (fixed filter or shared filter) and which intserv QoS service (guaranteed QoS or controlled-load) to use. However, any RSVP-enabled H.323 endpoint shall support the controlled-load service as a least common service. This requirement is necessary to avoid interoperability problems that may arise from RSVP-enabled H.323 endpoints which do not support a common intserv QoS service.





� REF _Ref383411750 \* MERGEFORMAT �Figure 33Figure 3� shows the sequence of messages in case of  successful RSVP reservation.
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Figure � SEQ Figure \* ARABIC �33�: Message sequence for  opening a logical channel and reserving resources for a given traffic stream.





Close Logical Channel and Tearing Down Reservations


Before sending out a CloseLogicalChannel message for a given traffic stream, an endpoint should send a PathTear message if it is a sender or ResvTear message if it is a receiver, if an RSVP session has been previously created for that stream. When  an endpoint , whether sender or receiver, receives a CloseLogicalChannel for a given traffic stream, it should also send a PathTear if it is a sender or ResvTear message if it is a receiver, if an RSVP session has been previously created for that stream.


Resource Reservation for Multicast H.323 Logical Channels


The H.245 OpenLogicalChannel procedure is point-to-point even if the traffic stream involved is a multicast stream. However for the receiving endpoint to start receiving  packets of a multicast stream, it has to join the multicast group and get connected to the source’s multicast tree. When a receiver receives an OpenLogicalChannel message it joins the multicast group and the source’s multicast tree using standard IGMP procedures. The IGMP join (using IGMP Report message) takes place before the receiver sends an OpenLogicalChannelAck back to the sender.





In case of  a multicast stream, the sender specifies the receiver port id in the OpenLogicalChannel message instead of receiving the receiver port id  in the OpenLogicalChannelAck message. 





The receiver shall not send any FlowControlCommand messages to the source, because the effect of such messages may be interrupting the media stream to other receivers in the multicast group. The side effect of not allowing the receiver to send FlowControlCommand messages is that the receiver will start receiving packets at best-effort once it joins the multicast tree, even before the RSVP reservations are established, and before sending the OpenLogicalChannelAck.





� REF _Ref383424501 \* MERGEFORMAT �Figure 44Figure 4� shows the sequence of messages required to open a logical channel and to join the multicast tree and to reser
