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Introduction
This document defines how speech and music material must be prepared for the ITU-T Wideband Extension to G.711, and provides details on the software modules and files required. It should be read in conjunction with its associated Optimization/Characterization Test Plan.
Responsibility
Host laboratories are responsible for processing for the whole set of experiments. Each experiment processing will be performed by [two] host laboratories for crosschecking.
Definitions

The following filenames are used in the command line descriptions:

Input8
8 kHz sampled speech file that is the input to a processing module (or sequence of modules)

Output8
8 kHz sampled speech file that is the output from a processing module (or sequence of modules)

Input16
16 kHz sampled speech file that is the input to a processing module (or sequence of modules)

Output16
16 kHz sampled speech file that is the output from a processing module (or sequence of modules)
Noise16
16 kHz sampled background noise file
The format of the above files is headerless PCM with samples stored in 16-bit 2’s complement format. Other command line filenames and variables will be described in the relevant part of the document.

Processing Stages for the Optimization/Characterization Experiments of ITU-T G.711 Wideband Extension
This Section defines, in the form of diagrams, the processing stages required by the ITU-T G.711 Wideband Extension Optimization/Characterization Phase. The ITU-T Software Tool Library (STL2005 and its updates) is used for this processing. A Partial mixing simulator and a G.711 WB truncation tool have also been designed for this standardization.
4.1
File concatenation, separation and module initialisation 

In Experiments 1a to 5b, test material, including speech and music, will be processed in concatenated files comprising a 10-second preamble and a series of sentence pairs (or phrases in music.) Experiments 1a and 1b which include frame erasures comprise 6 talkers of 5 sentence pairs; thus the FER patterns must be 250 second long. The other experiments do not require error patterns to be applied.
Speech files should be concatenated after level adjustment but prior to down-sampling (when applicable).
For all Experiments, processed concatenated files should be divided into separate speech samples and named as specified in the test plan. This must be performed after the up-sampling stage, and a cosine (Hanning) window of duration 100ms must be applied to the start and end of the separated files. The procedure for splitting and windowing concatenated files is described in Section 5.2.2. 

4.2
Processing for wideband experiments (Experiments 1b, 2b, 4 and 5b)
4.2.1
Pre-processing for clean speech (Experiments 1b) and for music (Experiment 2b)

[image: image2]1Figure : Pre-processing for wideband speech files.
4.2.2
Pre-processing for speech with background noise experiment (Experiment 4)

[image: image3]Figure 2: Pre-processing for speech mixed with background noise experiment
4.2.3
Pre-processing for speech in partial mixing experiment (Experiment 5b)

[image: image4]
Figure 3: Pre-processing for speech in partial mixing experiment
Note: The length of silent segment (xx sec.) must be changed case by case so that speech period of talker 1 and that of talker 2 will be overlapped over about 1 sec.
4.2.4
Scaling for all conditions 

[image: image5]Figure 4: Scaling for wideband speech files.
4.2.5
Processing stages

4.2.5.1
MNRU


[image: image6]Figure 5: Processing of speech by wideband MNRU.
Note:  In Experiment 4(a-d), input files must be speech files with same background noise (not clean speech files).
4.2.5.2
MNRU for partial mixing experiment (Experiment 5b)


[image: image7]
Figure 6: Processing of speech by wideband MNRU for partial mixing experiment.
4.2.5.3
Direct conditions


[image: image8]
Figure 7: Processing of speech for the direct condition.
 Note: In Experiment 4(a-d), input files must be speech files with same background noise (not clean speech files).
4.2.5.4
Direct conditions for partial mixing experiment (Experiment 5b)

[image: image9]

 SHAPE  \* MERGEFORMAT 
Figure 8: Processing of speech for the direct condition in partial mixing experiment (Experiment 5b).

4.2.5.5
G.722 with PLC0 for 5ms frame

[image: image10]
Figure 9: Processing of speech by G.722 with PLC0. The EID is bypassed for error-free conditions.

4.2.5.6
G.722 for conventional mixing conditions (Experiment 5b)


[image: image11]
Figure 10: Processing of speech by G.722 for conventional mixing conditions

4.2.5.7
Codec Candidates


[image: image12]
Figure 11: Processing of speech by the Codec Candidates. The EID is bypassed for error-free conditions.
4.2.5.8
Codec Candidates for partial mixing (for Experiment 5b)


[image: image13]
Figure 12: Processing of speech by the Codec Candidates for partial mixing conditions.
4.2.6
Post-processing


[image: image14]Figure 13: Post-processing of speech (all experiments).

4.3
Processing for narrowband experiments (Experiment 1a, 2a, 3 and 5a)
4.3.1
Pre-processing for clean speech (Experiments 1a) and for music (Experiment 2a)
Figure 14: Pre-processing for narrowband files.

[image: image15]

 SHAPE  \* MERGEFORMAT 
4.3.2
Pre-processing for speech mixed with background noise (Experiment 3)

[image: image16]Figure 15: Pre-processing for speech mixed with background noise experiment
4.3.3
Pre-processing for speech in partial mixing experiment (Experiment 5a)

[image: image17]
Figure 16: Pre-processing for speech in partial mixing experiment
Note: The length of silent segment (xx sec.) must be changed case by case so that speech period of talker 1 and that of talker 2 will be overlapped over about 1 sec.
4.3.4
Scaling and filtering for all conditions

[image: image18]Figure 17: Scaling for narrowband speech files.

4.3.5
Filtering for all 8 kHz input conditions except codec candidates conditions with 16 kHz input

[image: image19]
Figure 18: Filtering for narrowband speech files.

4.3.6
Filtering for codec candidates conditions with 16 kHz input


[image: image20]Figure 19: Filtering for codec candidates conditions with 16 kHz input.

4.3.7
Processing stages

4.3.7.1
MNRU


[image: image21]Figure 20: Processing of speech by narrowband MNRU.
Note: In Experiment 3(a-d), input files must be speech files with same background noise (not clean speech files).
4.2.7.2
MNRU for partial mixing experiment (Experiment 5a)


[image: image22]
Figure 21: Processing of speech by narrowband MNRU for partial mixing experiment.
4.3.7.3
Direct conditions


[image: image23]
Figure 22: Processing of speech for the direct condition.

Note: In Experiment 3(a-d), input files must be speech files with same background noise (not clean speech files).

4.3.7.4
Direct conditions for partial mixing experiment (Experiment 5a)
Figure 23: Processing of speech for the direct condition in partial mixing experiment (Experiment 5a).

[image: image24]
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4.3.7.5
G.711 with Appendix I

[image: image25]
Figure 24: Processing of speech by G711 with Appendix I. The g711iplc is bypassed for error-free conditions.
Note: The g711iplc tool includes both the error insertion and the error concealment based on G.711 Appendix I, the module for this processing should be aligned after G.711 decoder since the tool works for the decoded 16-bit linear PCM signal.
4.3.7.6
G.711 for conventional mixing conditions (Experiment 5a)


[image: image26]
Figure 25: Processing of speech by G711 for conventional mixing conditions 
4.3.7.7
G.726 for conventional mixing conditions (Experiment 5a)


[image: image27]
Figure 26: Processing of speech by G726 for conventional mixing conditions 
Note: G.711 encoder must be needed before G.726 encoder and also G.711 decoder after G.726 decoder.
4.3.7.8
Candidate Conditions with 16 kHz Input

[image: image28]
Figure 27: Processing of speech by codec candidates. The EID is bypassed for error-free conditions.
4.3.7.9
Bitstream interoperability condition 1 (R1 bitstream -> G.711 decoder, Experiment 1a and 2a)

[image: image29]
Figure 28: Bitstream interoperability condition 1 (R1 bitstream -> G.711 encoder).

4.3.7.10
Bitstream interoperability condition 2 (G.711 bitstream -> R1 decoder, Experiment 1a and 2a) 

Figure 29: Bitstream interoperability condition 2 (G.711 bitstream -> R1 decoder).
4.3.7.11
Codec Candidates for conventional mixing conditions (Experiment 5a)


[image: image30]
Figure 30: Processing of speech by the Codec Candidates for conventional mixing conditions 
4.3.7.12
Codec Candidates for partial mixing (Experiment 5a)


[image: image31]
Figure 31: Processing of speech by the Codec Candidates for partial mixing conditions.
4.3.8
Post-processing


[image: image32]
Figure 32: Post-processing of speech. 

5
Processing Modules

This section describes the modules that must be used in the pre- and post-processing of speech material.

5.1
Pre-Processing Operations

5.1.1
P341 filtering

To produce a P.341 filtered speech file use:

filter P341 input16 output16 80

5.1.2
DSM filtering for noise file pre-processing
To produce a DSM filtered noise file use: 
filter DSM input16 output16 80
5.1.3
P.56 level adjustment

To normalise the P.56 level of a speech file to -26dBov, use:


sv56demo -lev -26 -sf 16000 input16 output16 80
To normalise the level of a music file to -26dBov (in Experiment 2a and 2b), use:


sv56demo –rms -lev -26 -sf 16000 input16 output16 80

5.1.4
Noise file level adjustment

The background music, interfering talker, office noise and babble noise files should be normalised on the basis of their r.m.s. level (in Experiment 3 and 4).

To normalise the r.m.s. level of a noise file, use:

sv56demo –rms –lev xx –sf 16000 noise16 output16 80 

where xx is the desired level (-41 for the 15dB noise level case, -46 for the 20dB noise level case, and -51 for the 25dB noise level case, and -56 for the 30dB noise level case).
5.1.5
Summation of a speech and noise file

To produce a 16 kHz speech file mixed with noise file called output16 by summing a 16 kHz speech file called input16 and a 16 kHz noise file called noise16, use:


oper –size 0 1 input16 + 1 noise16 0 output16
5.1.6
Summation for mixed speech file (Experiment 5a and 5b)
To produce a mixed speech file called output; i.e. direct, MNRU and conventional mixing in Experiment 5a and 5b, by summing two speech files called input_a and input_b, use:


oper –size 0 1 input_a + 1 input_b 0 output
5.1.7
File concatenation

To concatenate files, the concat command is used:


concat file1 [file2 file3 …] catfile

Where file1, file2, … are the files to be concatenated and catfile is the concatenated file.

5.1.8
FLAT1 filtering for characterization of narrowband input

To produce a FLAT1 filtered speech file, use:


filter FLAT1 input16 output16 80
5.1.9
Rate change from 16 kHz to 8 kHz

To produce an 8 kHz speech file from a 16 kHz speech file, use:


filter –down HQ2 input16 output8 80

5.1.10
Scaling

The gain values to be used in these processing stages are specified in Table 1.

Table 1: Gain values for processing stages.

	Speech level for condition
	Values of x for scaldemo (dB)

	
	Prior to processing stage
	After processing stage

	-16 dBov
	Gi = 10
	Go = -10

	-26 dBov
	Gi = 0
	Go = 0

	-36 dBov
	Gi = -10
	Go = 10


To scale a file by Gx dB, use:

scaldemo –dB –gain Gx –bits 16 –round –nopremask –blk 80 input16 output16

5.2
Post-processing 

5.2.1
Rate change from 8 kHz to 16 kHz

To produce an 8 kHz speech file from a 16 kHz speech file, use:


filter –up HQ2 input8 output16 80
5.2.2
Windowing and segmentation

To extract an m sample long file beginning at sample s from a 16 kHz concatenated file, use:

astrip –sample –smooth –wlen 1600 –start s -n m input16 output16
5.3
Processing

5.3.1
Codecs and Reference Processing

This section describes the speech and channel codecs that must be used in the preparation of speech material.

5.3.1.1
G.711 with Appendix I
To process a speech file through the ITU-T G.711 codec with Appendix I, use:


g711demo [A/u] lilo input8 tmp

g711demo [A/u] loli tmp tmp8


g711iplc g192ep tmp8 ouput8

where g192ep is the error pattern generated by the gen-patt tool. (See in Sec.5.3.2.2.)

Note: The g711iplc tool includes both the error insertion and the error concealment based on G.711 Appendix I, the module for this processing should be aligned after G.711 decoder since the tool works for the decoded PCM signal.
Note: The encoding law (A or u) applied here have to be the same as the law used in the codec candidate to be tested.
5.3.1.2
G.726
To process a speech file through the ITU-T G.726 codec, use:


g711demo [A/u] lilo input8 tmp

g726demo [A/u] load 32 tmp tmpad


g726demo [A/u] adlo 32 tmpad tmp

g711demo [A/u] loli tmp ouput8
Note: g711demo must be needed before g726demo encoding and after g726demo decoding.
Note: The encoding law (A or u) applied here have to be the same as the law used in the codec candidate to be tested.

5.3.1.3
G.722 with PLC0 for 5ms frame
To process a speech file through the ITU-T G.722 codec, use:


encg722 –mode x –fsize 80 input16 tmp


decg722 –plc 0 –fsize 80 tmp output16
where x is 3 for the 48 kbit/s mode, 2 for the 56 kbit/s mode and 1 for the 64 kbit/s mode.
5.3.1.4
Codec Candidates

To encode a speech file through the candidate encoder for R3 (96 kbit/s), use:


encoder [-quiet] [A/u] intput16 bitstream_file
To decode a bitstream_file to output8 for R1 and R2a, use:

decoder [-quiet] [A/u] –mode x bitstream_file output8

where x is 1 for R1 mode (64 kbit/s NB), 2 for R2a mode (80 kbit/s NB) (see also Figure A-3)
To decode a bitstream_file to output16 for R2b and R3, use:


decoder [-quiet] [A/u] –mode x bitstream_file output16

where x is 3 for R2b mode (80 kbit/s WB), 4 for R3 mode (96 kbit/s WB) (see also Figure A-3). 
Note: To create intermediate bitrates, bitstream_file is truncated, prior to decoding. Bitstream Segments #1 and #2 are defined in Annex A4. The candidate codec must work for both A-law and u-law. The encoding law (A or u) applied to the codec candidates will be discussed and decided by Q7/12 before the processing.
5.3.1.5
Modulated Noise Reference Unit (MNRU)

To produce a wideband MNRU processed file called output16 from a speech file called input16 (in Experiment 1b, 2b, 4 and 5b), use:


mnrudemo -Q x input16 output16 80

where x is the desired MNRU.
To produce a narrowband MNRU processed file called output8 from a speech file called input8 (in Experiment 1a, 2a, 3 and 5a), use:


mnrudemo -Q x input8 output8 40

where x is the desired MNRU.
5.3.1.6
Conventional mixing
To produce a conventional mixed file called output16 (before re-encoding) by summing a speech file called input16_a and input16_b, use:


oper –size 0 1 input16_a + 1 input16_b 0 output16
5.3.1.7
Partial mixing simulator
To produce a “partial mixed” bitstream called bitstreamout from two input bitstreams called bitstreamin_a and bitstreamin_b use:


partial_mixer [A/u] bitstreamin_a bitstreamin_b bitstreamout x
where x is the total number of bits per frame for the enhancement layer.

Note: The partial mixing simulator must work for both A-law and u-law. The encoding law (A or u) applied to the simulator have to be the same as the laws which are used in the codec candidates in generating the input bitstreams.
5.3.2
Other tools

5.3.2.1
RXIRS16 filtering for characterization of narrowband listening system
To produce a speech file filtered by the modified-IRS (receive-side) filter, use:

filter RXIRS16 input16 output16 80
5.3.2.2
Error Insertion Device (EID)

For the conditions where random frame erasures are desired, frame erasure patterns are applied to the bitstream using the eid-xor tool (STL2005).


eid-xor –fer g192bsin g192ep g192bsout

where:


g192bsin is the input bit stream


g192bsout is the output bit stream


g192ep is the error pattern

All of these files need to be compliant with the G.192 bitstream format. 
In Experiment 1a (narrowband), the frame erasure conditions will be tested with 10ms/frame for the candidate codecs and references (G.711 with Appendix I). The error patterns should comprise a 10s (1000 frames) preamble with no erasures. The patterns should be 25000 frames long (250s of speech).
The 3% random frame erasure patterns for Experiment 1a will be produced using: 

gen-patt -fer -g192 -gamma 0 -rate 0.03 -n 25000 -start 1001 FER3_1a.g192
The 3% bursty frame erasure patterns for Experiment 1a will be produced using: 

gen-patt -bfer -g192 -gamma 0 -rate 0.03 -n 25000 -start 1001 BFER3_1a.g192
The obtained patterns will be applied to the references. However, since the candidate codecs process speech based on 5ms frames, in order to insure correct error application for the 5ms/frame candidates, the 10ms frame erasure patterns should be interpolated by a factor of 2 as follows: 

eid-int -ep g192 -factor 2 g192ep-10ms g192ep-5ms

where g192ep-10ms is the frame erasure pattern used for the references and g192ep-5ms is the frame-erasure pattern to be used for the candidate codecs in Experiment 1a.
In Experiment 1b (wideband), the error conditions will be tested with 5ms/frame. The error patterns should be 2000 frames of preamble (10s) with no erasures and 48000 frames (250s of speech).
The 1% random frame erasure patterns for Experiment 1b will be produced using: 


gen-patt -fer -g192 -gamma 0 -rate 0.01 -n 50000 -start 2001 FER1_1b.g192
The 1% bursty frame erasure patterns for Experiment 1b will be produced using: 


gen-patt -bfer -g192 -gamma 0 -rate 0.01 -n 50000 -start 2001 BFER1_1b.g192
The 3% random frame erasure patterns for Experiment 1b will be produced using: 


gen-patt -fer -g192 -gamma 0 -rate 0.03 -n 50000 -start 2001 FER3_1b.g192
The 3% bursty frame erasure patterns for Experiment 1b will be produced using: 


gen-patt -bfer -g192 -gamma 0 -rate 0.03 -n 50000 -start 2001 BFER3_1b.g192
Each frame erasure pattern will be common to all processing laboratories.

The 16 kHz output files must be synchronized with the 16 kHz input files. (see details in Annex A).
5.3.2.3
Bit stream truncation

Candidate encoder bit rate is fixed to 96 kbit/s (mode: R3). Intermediate bit rates will be obtained by truncating the bit stream. This will be done using the new truncate tool:
In order to obtain a lower constant bit rate, tool truncate must be used like this: 

truncate_g711EV –q –fl 5 –mode x g192bsin g192bsout
where: 

g192bsin is the input bit stream, 

g192bsout is the output bit stream, 

x is the desired mode;


1 or R1: truncating bits for the Bitstream Segments #1 and #2 (extracting bitstream for R1)


2 or R2a: truncating bits for the Bitstream Segment #2 (extracting bitstream for R2a)



3 or R2b: truncating bits for the Bitstream Segment #1 (extracting bitstream for R2b)


4 or R3: no truncation.
It should be noted that -fl only accepts 5 as an argument.
5.3.2.4
Bit stream conversion between G.192 format and G.711 format for interoperability conditions in Experiment 1a and 2a
To convert the G.192 bitstream format from the core layer (R1) to that for g711demo, use:

spdemo -res 8 -sync sp g192bsin g711bsout 40
where: 

g192bsin is the input G.192 bit stream from the core layer (R1), 

g711bsout is the output bit stream for g711demo.
To convert the G.711 bitstream format from g711demo to that of G.192 for the core layer (R1), use:

spdemo -res 8 -sync ps g711bsin g192bsout 40
where: 


g711bsin is the input G.711 bit stream from g711demo,

g192bsout is the output G.192 bit stream for the core layer (R1).

Annex A: Specification of candidate algorithm interface

This annex specifies the interface the candidate algorithm must comply with in order to facilitate the host-lab session of the [optimization/characterization or selection] test.

A.1
Command line call of the encoder

The command line call of the encoder must comply with the following: The Frame erasure patterns will be common to all candidates.
encoder [-quiet] [A/u] intput16 bitstream_file

where the intput16 contains the speech to be encoded and bitstream_file contains the 96 kbit/s bitstream produced by the encoder. Intermediate bitrates will be obtained by truncating the bitstream according to the layers described in section A4. The Frame erasure patterns will be common to all candidates.
The format of intput16 and bitstream_file is specified in item A.4. The Frame erasure patterns will be common to all candidates.
The -quiet option should disable any frame-by-frame screen output. The candidate identity must not be revealed by the executable; however the executable may print for instance “ITU-T G.711WB candidate executable submitted under NDA. Its use shall be restricted to “Cross checked ITU-T optimization/characterization phase”.
The candidate algorithm must work for both A-law and u-law. The encoding law (A or u) applied to the codec candidates will be discussed and decided by Q7/12 before the processing.
A.2
Command line call of the decoder

The command line call of the decoder must comply with the following: The Frame erasure patterns will be common to all candidates.

decoder [-quiet] [A/u] –mode x bitstream_file output
where x is the desired mode and the bit_stream file contains the bitstream to be decoded and the output contains the speech synthesised by the decoder. The mode and the format of output and bitstream_file are specified in item A.4. 
A.3
Platform for the encoder and decoder executables

The source code of the candidate codec can be bit-exact 16/32 fixed-point modular ANSI-C code using basic operators set provided in the ITU-T Software Tool Library or can be floating-point modular ANSI-C code. The executables of the encoder and decoder must be compiled for the Intel based Win32 platform and be operable with command line on the command prompt window.
A.4
Format of input and output for the encoder and decoder

· The format of the input16 and output16, i.e. input to encoder and output from decoder, must be 16 bit linear PCM in native byte order.

· The format of the bitstream_file, i.e. output from encoder and input to decoder, must comply with G.192 format (see Figure A-1 taken from the ITU-T Software Tool Library User’s Manual). 
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Figure A-1: 
Frame format for ITU-T 96-kbit/s candidate executables. A binary ‘0’ in the payload is indicated by 0x007F; a binary ‘1’ is indicated by 0x0081; the shaded areas represent zeros. For a 5ms frame and a 96 kbit/s codec, N will equal 480 (soft) bits (480 decimal = 0x01E0 hexadecimal).


· Bad frames will be marked by setting the frame synchronisation word to 0x6B20 and the payload bits to 0x0000.

· The output bits (96 kbit/s) of the candidate encoder must be ordered according to the segmentation: the first 320 bits correspond to the 64 kbit/s G.711 core bitstream, the next 80 bits step to the 16 kbit/s Bitstream Segment #1 and the next 80 bits step correspond to the Bitstream Segment #2 (See figure A-2).
	0x6B21

	FrameLen = 0x01E0
	G.711 Core
	Bitstream Segment #1
	Bitstream Segment #2

	\__________/

Sync Header

	320 words

	80 words

	80 words


	\__________________________________________________________________________/

R3: 96kbit/s, 16kHz sampling
		

	Figure A-2: 
Output bitstream format for ITU-T G.711 wideband extension candidate encoder executable


· The input bits of the candidate decoder for each mode must be ordered as described in figure A-3.
	0x6B21

	FrameLen = 0x0140
	G.711 Core
		
	\__________/

Sync Header

	320 words
		
	\___________________________________________/

R1 (G.711 core): 64 kbit/s, 8 kHz sampling 
		
	0x6B21

	FrameLen = 0x0190
	G.711 Core
	Bitstream Segment #1
	
	\__________/

Sync Header

	320 words
	80 words

	
	\___________________________________________________________/

R2a: 80kbit/s, 8 kHz sampling
	
	0x6B21

	FrameLen = 0x0190
	G.711 Core
	Bitstream Segment #2
	
	\__________/

Sync Header

	320 words

	80 words

	
	\___________________________________________________________/

R2b: 80kbit/s, 16 kHz sampling
	
	0x6B21

	FrameLen = 0x01E0
	G.711 Core
	Bitstream Segment #1
	Bitstream Segment #2

	\__________/

Sync Header

	320 words

	80 words

	80 words


	\__________________________________________________________________________/

R3: 96kbit/s, 16kHz sampling
			

	Figure A-3: 
Input bitstream format for ITU-T G.711 wideband extension candidate decoder executable


A.5
Alignment of coding frame

The frame alignment in the encoder must be done in such a way that the first frame to be encoded is aligned with the first frame of the input speech signal. This procedure ensures that the occurrence of frame erasures is aligned identically with the input speech signal for all candidate algorithms. So, the 16 kHz output files must be synchronized with the 16 kHz input files. 
_____________________
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