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FOREWORD

The International Telecommunication Union (ITU) is the United Nations specialized agency in the field of
telecommunications, information and communication technologies (ICTs). The ITU Telecommunication
Standardization Sector (ITU-T) is a permanent organ of ITU. ITU-T is responsible for studying technical,
operating and tariff questions and issuing Recommendations on them with a view to standardizing
telecommunications on a worldwide basis.

The World Telecommunication Standardization Assembly (WTSA), which meets every four years, establishes
the topics for study by the ITU-T study groups which, in turn, produce Recommendations on these topics.

The approval of ITU-T Recommendations is covered by the procedure laid down in WTSA Resolution 1.

In some areas of information technology which fall within ITU-T's purview, the necessary standards are
prepared on a collaborative basis with 1ISO and IEC.

NOTE

In this Recommendation, the expression "Administration” is used for conciseness to indicate both a
telecommunication administration and a recognized operating agency.

Compliance with this Recommendation is voluntary. However, the Recommendation may contain certain
mandatory provisions (to ensure, e.g., interoperability or applicability) and compliance with the
Recommendation is achieved when all of these mandatory provisions are met. The words "shall" or some other
obligatory language such as "must™ and the negative equivalents are used to express requirements. The use of
such words does not suggest that compliance with the Recommendation is required of any party.

INTELLECTUAL PROPERTY RIGHTS

ITU draws attention to the possibility that the practice or implementation of this Recommendation may involve
the use of a claimed Intellectual Property Right. ITU takes no position concerning the evidence, validity or
applicability of claimed Intellectual Property Rights, whether asserted by ITU members or others outside of
the Recommendation development process.

As of the date of approval of this Recommendation, ITU had received notice of intellectual property, protected
by patents, which may be required to implement this Recommendation. However, implementers are cautioned
that this may not represent the latest information and are therefore strongly urged to consult the TSB patent
database at http://www.itu.int/ITU-T/ipr/.
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All rights reserved. No part of this publication may be reproduced, by any means whatsoever, without the prior
written permission of ITU.
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Introduction

Recommendation ITU-T G.9961 specifies the data link layer (DLL) of home networking transceivers
capable of operating over premises wiring including inside telephone wiring, coaxial cable,
power-line wiring, and combinations of these. Transceivers defined by this Recommendation provide
the data rate and quality of service necessary for triple-play residential services as well as
business-type services delivered over XDSL, PON, or other access technologies. The physical layer
for transceivers associated with this Recommendation is specified in Recommendation
ITU-T G.9960. The transceivers use orthogonal frequency division multiplexing (OFDM) type
modulation and are designed to provide electromagnetic compatibility (EMC) and spectral
compatibility between home networking transmission and VDSL2 or other types of digital subscriber
line (DSL) used to access the home.
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Recommendation ITU-T G.9961

Unified high-speed wireline-based home networking
transceivers — Data link layer specification

1 Scope

This Recommendation specifies reference models and functionality for all components of the data
link layer (DLL) of home network transceivers designed for the transmission of data over premises
wiring including inside telephone wiring, coaxial cable, and power-line wiring, and combinations of
these.

This includes support of:
— contention-free TDMA and contention-based CSMA medium access control;
- parameter-based and priority-based QoS;

— security and confidentiality for the home network, including authentication, encryption and
key management procedures;

- hidden nodes and data relaying;
- internal and external management communications;

— unicast and multicast retransmission based on selective acknowledgement and frame-based
acknowledgement protocols;

- power-saving mechanisms;
- bidirectional transmission;
- neighbouring domain interference mitigation;
— network management procedures, such as:
« network initialization procedures,
« admission control,
» node authentication and encryption key assignment,
«  connection management,
» channel estimation,
* bandwidth reservation and flow control,
« topology maintenance and routing mechanisms, and
» recovery procedures after domain master failure.

2 References

The following ITU-T Recommendations and other references contain provisions which, through
reference in this text, constitute provisions of this Recommendation. At the time of publication, the
editions indicated were valid. All Recommendations and other references are subject to revision;
users of this Recommendation are therefore encouraged to investigate the possibility of applying the
most recent edition of the Recommendations and other references listed below. A list of the currently
valid ITU-T Recommendations is regularly published. The reference to a document within this
Recommendation does not give it, as a stand-alone document, the status of a Recommendation.

[ITU-T G.9960] Recommendation ITU-T G.9960 (2015), Unified high-speed wireline-based
home networking transceivers — System architecture and physical layer
specification.
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[ITU-T G.9963] Recommendation ITU-T G.9963 (2015), Unified high-speed wireline-based
home networking transceivers — Multiple input/multiple output specification.

[ITU-T G.9972] Recommendation ITU-T G.9972 (2010), Coexistence mechanism for wireline
home networking transceivers.

[ITU-T X.1035] Recommendation ITU-T X.1035 (2007), Password-authenticated key
exchange (PAK) protocol.

[IEEE 802.1ad] IEEE 802.1ad-2005, IEEE Standard for Local and metropolitan area
networks: Provider Bridges.

[IEEE 802.1D] IEEE 802.1D -2004, IEEE Standard for Local and metropolitan area networks
Media Access Control (MAC) Bridges.
<http://standards.ieee.org>

[IEEE 802.1Q] IEEE 802.1Q-2005, IEEE Standard for Local and Metropolitan Area Networks
—  Virtual Bridged Local Area  Networks —  Revision.
<http://standards.ieee.org>

[IEEE 802.3] IEEE 802.3-2008, IEEE Standard for Information technology-Specific

requirements — Part 3: Carrier Sense Multiple Access with Collision Detection
(CSMA/CD) Access Method and Physical Layer Specifications.
<http://standards.ieee.org>

[NIST FIPS 197] FIPS-PUB-197-2002, Specification for the Advanced Encryption Standard
(AES), National Institute of Standards and Technology, November, 2001.
<http://csrc.nist.gov/publications/>

[NIST 800-38C] Special Publication 800-38C, Recommendation for Block Cipher Modes of
Operation: the CCM Mode for Authentication and Confidentiality, National
Institute of Standards and Technology, May 2004.
<http://csrc.nist.gov/publications/nistpubs/800-38C_updated-July20_2007.pdf>

[NIST FIPS 180-3] FIPS PUB 180-3 (2008), Secure Hash Standard (SHS), National Institute of
Standards and Technology, October, 2008.

<http://csrc.nist.gov/publications/>

3 Definitions

3.1 Terms defined elsewhere
None.

3.2 Terms defined in this Recommendation
This Recommendation defines the following terms:

3.2.1 address association table (AAT): A table that associates MAC addresses of the application
entities with the DEVICE_ID of the nodes through which these application entities can be reached.

3.2.2 automatic traffic classification: A service that enables a node to establish a data flow
automatically. This service is required to support client-based applications that are not capable of
generating and transmitting a TSpec prior to data communication. The TSpec in this case is
preconfigured in the node.

3.2.3 Dbit error ratio: A ratio of the number of data bits received in error to the total number of
received data bits. The bit error ratio can be used for the total stream of data bits and for any of its
tributary bit streams.

3.2.4 Dbroadcast: A type of communication where a node sends the same frame simultaneously to
all other nodes in the home network or in the domain.
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3.25 channel: A transmission path between nodes. One channel is considered to be one
transmission path. Logically, a channel is an instance of a communications medium used for the
purpose of passing data between two or more nodes.

3.2.6 client: An application entity distinguished in the network by its unique address (e.g., MAC
address).

3.2.7 connection: A flow between a node and one or more other nodes uniquely identified by the
following parameters carried in the PHY-frame header:

. Source ID (SID);

. Destination 1D (DID);

. Multicast indication (Ml); and

. Connection identifier (CONNECTION_ID).

and the following parameter carried in the LPH of the associated LPDUSs:
. Management queue flag (MQF).

3.2.8 contention-based time slot (CBTS): A time slot for which contention-based access is
allowed amongst a group of nodes.

3.2.9 contention-based transmission opportunity (CBTXOP): A shared transmission
opportunity for which only contention-based access is defined.

3.2.10 contention-free time slot (CFTS): A time slot within a shared transmission opportunity
assigned to a single node.

3.2.11 contention-free transmission opportunity (CFTXOP): A transmission opportunity
allocated to a single node.

3.2.12 data: Bits or bytes transported over the medium or across a reference point that individually
convey information. Data includes both user (application) data and any other auxiliary information
(overhead, including control, management, etc.). Data does not include bits or bytes that, by
themselves, do not convey any information, such as preamble.

3.2.13 data connection: A connection for delivering data LLC frame blocks.

3.2.14 dataframe: An ordered group of bits or bytes, specific to the application layer (e.g., Ethernet
frame), with start and stop delimiters.

3.2.15 data LPDU: LPDU with MQF set to zero.
3.2.16 data LLC frame: An LLC frame carrying an APDU.

3.2.17 data rate: The average number of bits communicated (transmitted) in a unit of time. The
usual unit of time for data rate is 1 second.

3.2.18 DEVICE_ID: A unique identifier allocated to a node operating in the network by the domain
master during registration.

3.2.19 domain: A part of an ITU-T G.9960/1 home network comprising the domain master and all
those nodes that are registered with the same domain master. In the context of this Recommendation,
use of the term 'domain’ without a qualifier means 'G.9960/1 domain’, and use of the term 'alien
domain means 'non-ITU-T G.9960/1 domain'. Additional qualifiers (e.g., ‘power-line") may be added
to either 'domain’ or 'alien domain'.

3.2.20 domain master: A node that manages (coordinates) all other nodes of the same domain
(i.e., assigns bandwidth resources and manages user priorities). A node with domain master
capabilities has all the capabilities of an endpoint node and may act as a relay node.
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3.2.21 domain name: A 32-byte domain identifier assigned by the user for admission of nodes to
the particular domain.

3.2.22 endpoint node: This term is used in this Recommendation according to the context to
differentiate between the domain master node functionalities and non-domain master node
functionalities.

3.2.23 flow: A unidirectional stream of data between two nodes related to a specific application, or
characterized by a set of QoS requirements, or both.

3.2.24 FLOW_ID: A unique identifier allocated to a service flow by the node originating the flow.
3.2.25 frame: An ordered group of bits or bytes with start and stop delimiters.

3.2.26 hidden node: A node that cannot communicate directly with some other nodes within a
domain.
NOTE - A hidden node may be able to communicate with another node or with a domain master using a relay

node. A node that is hidden from a domain master uses a relay node as a proxy to communicate with the domain
master.

3.2.27 in-band management message: A management message (see Figure 8-54) exchanged
between the application entity (AE) and the data link layer (DLL) management entity via A-interface.
It is represented as a standard application data primitive (ADP) set at the A-interface.

3.2.28 inter-domain bridge: A bridging function above the physical layer to interconnect nodes of
two different domains.

3.2.29 inter-frame gap: The time measured from the last sample of the last symbol of a PHY frame
to the first sample of the first symbol of the preamble of the subsequent PHY frame.

3.2.30 jitter: A measure of the latency variation above and below the mean latency value. The
maximum jitter is defined as the maximum latency variation above and below the mean latency value.

3.2.31 latency: A measure of the delay from the instant when the last bit of a frame has been
transmitted through the assigned reference point of the transmitter protocol stack to the instant when
a whole frame reaches the assigned reference point of receiver protocol stack. Mean and maximum
latency estimations are assumed to be calculated on the 99th percentile of all latency measurements.
If retransmission is enabled for a specific flow, latency also includes retransmission time.

3.2.32 leaf node: A node within a spanning tree that is linked to a single node.

3.2.33 management connection: A connection for delivering management logical link control
(LLC) frame blocks.

3.2.34 management LLC frame: A logical link control (LLC) frame carrying a logical link control
data unit (LCDU).

3.2.35 management LPDU: A logical link control protocol data unit (LPDU) with the management
queue flag (MQF) set to one.

3.2.36  medium: A wireline facility, of a single wire class, allowing physical connection between
nodes. Nodes connected to the same medium may communicate on the physical layer, and may
interfere with each other unless they use orthogonal signals (e.g., different frequency bands, different
time periods).

3.2.37 multicast: A type of communication where a node sends the same frame simultaneously to
one or more other nodes in the home network.

3.2.38 multicast client: The application generating the request to receive a multicast stream above
the A-interface of the receiving node.

4 Rec. ITU-T G.9961 (07/2015)



3.2.39 multicast group: Subset of the receivers of a multicast stream that were assigned by the
transmitter to use the same bit allocation tables (BATs) and assigned Mc-ACK frame slots and
identified by a multicast group ID.

3.2.40 multicast group ID: A combination of the multicast destination ID (DID) assigned at the
time of multicast group creation and the Device ID of the transmitter. It uniquely identifies the
multicast group at the receivers.

3.2.41 multicast source: The application generating the multicast stream above the A-interface of
the transmitting node.

3.2.42 node (network node): Any network device that contains an ITU-T G.9960/1 transceiver. In
the context of this Recommendation, the use of the term 'node’ without a qualifier means
'ITU-T G.9960/1 node’, and use of the term 'alien node' means 'non-1TU-T G.9960/1 node'. Additional
qualifiers (e.g., 'relay’) may be added to either 'node’ or ‘alien node'. See related definitions: domain
master node, endpoint node and relay node.

NOTE — The entities: endpoint node, relay node, and domain master node refer to certain functionalities of a
node according to the context. A certain node may act as more than one entity. For example, a domain master
may act as a relay node or may act as an endpoint node.

3.2.43 non-leaf node: A node within a spanning tree that is linked to more than one node.
3.2.44 primitives: Variables and functions used to define logical interfaces and reference points.

3.2.45 quality of service: A set of quality requirements on the communications in the home
network. Support of quality of service refers to mechanisms that can provide different priority to
different flows, or can guarantee a measurable level of performance to a flow based on a set of quality
of service parameters.

3.2.46 reference point: A location in a signal flow, either logical or physical, that provides a
common point for observation and/or measurement of the signal flow.

3.2.47 registration: The process used by a node to join the domain.

3.2.48 registration contention-based time slot (RCBTS): A type of contention-based time slot
used exclusively for registration.

3.2.49 relay node: A node that acts as a relay unit in the domain to relay link control data units
(LCDUs) and APC protocol data units (APDUSs) between hidden nodes, in addition to its main role
(as domain master node or endpoint node). The domain master node and any endpoint node may act
as a relay node in the domain.

3.2.50 service flow: A flow for which parameterized QoS is used for traffic delivery.

3.2.51 shared transmission opportunity (STXOP): A transmission opportunity allocated to a
group of nodes.

3.2.52 spanning tree: A graph that represents the domain topology in the form of a tree that
connects all nodes in the domain so that no loops (or cycles) are formed.

3.2.53 sub-carrier (OFDM sub-carrier): The centre frequency of each OFDM sub-channel onto
which bits may be modulated for transmission over the sub-channel.

3.2.54 sub-channel (OFDM sub-channel): A fundamental element of OFDM modulation
technology. The OFDM modulator partitions the channel bandwidth into a set of parallel
sub-channels.

3.2.55 symbol (OFDM symbol): A fixed time-unit of an OFDM signal carrying one or more bits
of data. An OFDM symbol consists of multiple sine-wave signals or sub-carriers, each modulated by
a number of data bits and transmitted during the fixed time called symbol period.
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3.2.56 time slot (TS): A time interval within a shared transmission opportunity representing an
opportunity for one or more nodes to start transmitting.

3.2.57 traffic contract: An agreement between a node and the domain master that stipulates a
certain guaranteed amount of bandwidth and QoS parameters, such as latency and jitter. The TSpec
is provided by the node to the domain master to establish the parameters of the traffic contract during
establishment of a data flow. If the contract cannot be established given the parameters contained in
the TSpec, the domain master may refuse to establish the flow. This is called denial of service.

3.2.58 transmission opportunity (TXOP): An interval of time during which a node or a group of
nodes has the right to initiate transmission.

3.2.59 unicast: A type of communication where a node sends a frame to another single node.

3.2.60 user priority: A value, denoted PRI, assigned by the classifier to the specific frame that
determines the relative importance of the frame compared to other frames.

3.2.61 wire class: One of the classes of wire, having the same general characteristics: coaxial cable,
home electrical power wire, phone line wire or Category 5 cable.

4 Abbreviations and acronyms
This Recommendation uses the following abbreviations and acronyms:

AAT Address Association Table

ACE Additional Channel Estimation
ACK ACKnowledgement

ACKI ACKnowledgement Information
ADP Application Data Primitive

AE Application Entity

AES Advanced Encryption Standard
AIFG ACK Interframe Gap

AKM Authentication and Key Management
APC Application Protocol Convergence
APDU APC Protocol Data Unit

ARQ Automatic Repeat Request

BACK Bidirectional ACKnowledgement
BAT Bit Allocation Table

BC Back-off Counter

BEF Burst End Flag

BIFG Burst Inter-Frame Gap

B-LCDU Broadcast Link Control Data Unit
BMSG Bidirectional Message

BRT Broadcast Routing Table

BRURQ Bandwidth Reservation Update Request
BSC Back-off Stage Counter
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BTXEF
BTXGL
CBR
CBTS
CBTXOP
CCM
CCMP
CCMPI
CE
CFTXOP
CFTS
CID
CIR
CMH
CMPL
CRC
CRS
CRTM
CSLT
CSMA
CSMA/CA
CSP
CTMG
CTS
CURRTS
CYCSTART
Ccw

DA

DC

DID
DLL
DM

DNI
DOD
DRTM
DSL
EACK

Bidirectional Transmission End Flag
Bidirectional Transmission Grant Length
Constant Bit Rate

Contention-Based Time Slot
Contention-Based Transmission Opportunity

Counter with Cipher block chaining Message authentication code

CCM Protocol

CCMP header present Indication

Channel Estimation

Contention-Free Transmission Opportunity
Contention-Free Time Slot

Clear to send proxy Identification
Committed information rate

Control Message Header

Control Message Parameter List

Cyclic Redundancy Check

Carrier Sense

Centralized Routing and Topology Management
Current Schedule Life Time

Carrier Sense Multiple Access

Carrier Sense Multiple Access with Collision Avoidance
Cluster Synchronization Point

Control and Management frame

Clear To Send

Current Time Slot

MAC Cycle Start

Contention Window

Destination Address

Defer Counter

Destination 1D

Data Link Layer

Domain Master

Domain Name Identifier

Domain ID

Distributed Routing and Topology Management
Digital Subscriber Line

Extended ACK
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EFD
FACK
FCS
FLEN
FN

FSB
FSLT
FT
HCS
HOIP
IDB
IDCC
IDM
IDPS
IDSW
IFG
IGMP
Imm-ACK
ITS
LAAT
LCDU
LCMP
LFBO
LFH
LLC
LLCFT
LPCS
LPDU
LPH
LPRI
LSB
LSSN
MAC
MAP
MAP-A
MAP-D
Mc-ACK

Enhanced Frame Detection

Frame ACKnowledgement

Frame Check Sequence

Frame Length

Frame Number

Force Sequence Bit

Future Schedule Life Time

Frame Type

Header Check Sequence

Handover In Progress

Inter-Domain Bridge

Inter-Domain Communication Channel
Inter-Domain Message

Inter-Domain Presence Signal

Inter-Domain Signalling Window
Inter-Frame Gap

Internet Group Management Protocol
Immediate ACKnowledgement

Idle Time Slot

Local Address Association Table

Link Control Data Unit

Layer 2 Configuration Management Protocol
Logical link control Frame Boundary Offset
Logical link control Frame Header

Logical Link Control

Logical Link Control Frame Type

Logical link control Protocol data unit Check Sequence
Logical link control Protocol Data Unit
Logical link control Protocol data unit Header
LLC Frame Priority

Least Significant Bit

Lowest Segment Sequence Number
Medium Access Control

Medium Access Plan

Active Medium Access Plan
Default Medium Access Plan

Multi-cast ACKnowledgement
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MCCD
Ml
MIC
MIR
MLD
MMH
MMPL
MPDU
MPR
MQF
MSC
MSG
MSID
NACK
NDID
NDIM
NMK
NSC
NTR
OFDM
OPSF
PAK
PBU
PDU
PFH
PMI
PON
PR
PRI
PRS
PSD
PSM
QoS
RAAT
RCBTS
REGID
RMAP

Medium access control Cycle Countdown
Multicast Indication

Message Integrity Code

Maximum information rate

Multicast Listener Discovery
Management Message Header
Management Message Parameter List
Medium access control Protocol Data Unit
Multipoint Relay

Management Queue Flag

Message Sequence Chart

Message

Multicast Stream Identifier

Negative ACKnowledgement
Neighbouring Domain Identifier
Neighbouring Domain Interference Mitigation
Network Membership Key

Node to Security Controller

Network Time Reference

Orthogonal Frequency Division Multiplexing
Oldest Pending Segment Flag

Password Authentication Key

Partial Bit allocation table Update
Protocol Data Unit

PHY-Frame Header
Physical Medium Independent

Passive Optical Network

Priority Resolution

User Priority

Priority Resolution Slot

Power Spectral Density

Power spectral density Shaping Mask
Quality of Service

Remote Address Association Table
Registration Contention-Based Time Slot
Registration Identifier

Relayed Medium Access Plan
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RMAP-A Relayed Medium Access Plan — Active
RMAP-D Relayed Medium Access Plan — Default

RPRQ Reply Required

RTS Request To Send

SC Security Controller

SID Source ID

SM Sub-carrier Mask

SSN Segment Sequence Number
STXOP Shared Transmission Opportunity
TCP Transmission Control Protocol
TDMA Time Division Multiple Access
TLV Type Length Value

TS Time Slot

TSMP Time Stamp

TSMPI Time Stamp Present Indication
TTL Time To Live

TXOP Transmission Opportunity

VBR Variable Bit Rate

VSF Valid Segment Flag

5 Home network architecture and reference models

See clause 5 of [ITU-T G.9960].

6 Profiles
See clause 6 of [ITU-T G.9960].

7 Physical layer specification
See clause 7 of [ITU-T G.9960].

8 Data link layer specification

8.1 Functional model and frame formats

8.1.1 Functional model of the data link layer (DLL)

The functional model of the DLL is presented in Figure 8-1. The A-interface is the demarcation point
between the application entity (AE) and the data link layer (DLL); the physical medium independent
(PMI) interface is the demarcation point between the DLL and the physical (PHY) layer. Internal
reference points x1 and x2 show logical separation between the APC and LLC and between the LLC
and MAC, respectively.
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Figure 8-1 — Functional model of the DLL

In the transmit direction, application data primitive (ADP) sets enter the DLL from the AE across the
A-interface. Every incoming ADP set meets the format defined by the particular application protocol;
for an Ethernet type AE, the ADP set has one of the standard Ethernet formats, as presented in
Annex A (Ethernet APC). Each incoming ADP set is converted by the APC into APC protocol data
units (APDUSs), which include all parts of the ADP set intended for communication to the destination
node(s). The APC also identifies ADP classification primitives (e.g., priority tags), which can be used
by the LLC to support QoS requirements assigned to the service delivered by the ADP. Further, the
APC is responsible for establishing flows of APDUs between peer APCs and assigning one or more
queues for these flows according to the classification information associated with each APDU. The
number of queues may depend on the profile of the device; for the Ethernet APC, mapping of user
priorities to the same destination into priority queues (traffic classes) shall follow Table I11.1 of
[ITU-T G.9960].

The APDUs are transferred to the LLC across the x1 reference point, which is both application
independent and medium independent. In addition, LLC receives management data primitives from
the DLL management entity intended for LLC control frames, which are mapped into link control
data units (LCDUs). The LLC is responsible for establishing flows of LCDU (control frames)
between peer LLCs.

In the LLC, the incoming APDU and LCDU are converted into LLC frames and may be encrypted
using assigned encryption keys (see clause 9.2). LLC frames are subject to concatenation and
segmentation, as described in clause 8.1.3.2. Segments are transformed into LLC protocol data units
(LPDUs) by adding an LPDU header (LPH) and CRC. LPDUs are then passed to the MAC across
the x2 reference point. The LLC is also responsible for retransmission and relay operations.

The MAC is responsible for concatenating LPDUs into MAC protocol data units (MPDUSs) and then
conveying these MPDUs to the PHY in the order determined by the LLC (scheduling, using number
of transmission queues) and applying medium access rules established in the domain.

In the receive direction, MPDUs from the PHY enter the MAC across the PMI together with
associated PHY frame error information. The MAC disassembles the received MPDU into LPDUs,
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which are passed over the x2 reference point to the LLC. The LLC recovers the original APDUs and
LCDUs from the LPDUs, performs decryption if required, and conveys them to the APC and LLC
management entity, respectively. In the APC, ADPs are generated from the received APDUs and
conveyed to the AE.

The LLC is responsible for the decision regarding errored LPDUs. It decides whether to request

retransmission of errored LPDUs (and generates the ACK response to assist retransmission), or to
discard the errored LPDUs.

The functionality of the APC, LLC, and MAC is the same for all types of medium, although some of
their functions and control parameters may be adjusted for efficient operation of the transceiver over
particular medium. Specific control parameters for APC, LLC, and MAC are described in clause 8.4.

NOTE — No assumptions should be made on partitioning of APC, LLC, and MAC in particular
implementations; x1 and x2 are reference points and serve for convenience of system definition.
8.1.2  Application protocol convergence (APC)

The functional model of the APC is presented in Figure 8-2. It is intended to describe in more detail
the APC functional block presented in Figure 8-1.

DLL
ADP in ADP out management
A
A-interface
\ Local in-hand management
Remote in-band management
.| AAT (local and | AAT data
4 remote) B
o 0S data
>| Classifier |1 Q >
APDU-to-ADP
ADP-to-APDU converter
converter T
v ificati Shaping/ Shaping control
< Classification smoothing [« ping
Destination DEVICE_ID buffer
Flow mapper |« = +
Flow management data
Local in-band management
Remote in-band
management
x1 reference Dispatcher
point
A\ 4
TXAPDU RXAPDU

G.9961(10)_F8-2

Figure 8-2 — Functional model of APC

In the transmit direction, the incoming ADP is converted into an APDU as defined in Annex A. The
flow mapper maps APDUs into flows, depending on their destination DEVICE_ID, class of service,
and QoS support capabilities of the communicating nodes. Flows are established in the APC by DLL
management after receiving relevant data units from the AE, or during admission to the network, or
by high-level management requests coming across the A-interface, or upon request from another node
(by means of flow establishment protocol messages coming across the x1 reference point). After
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mapping, each APDU, tagged with its FLOW _ID or PRI-Q, is sent across the x1 reference point to
the LLC. The order of outgoing APDUs at the x1-reference point associated with a particular DID
and a particular user priority, and within a particular service flow shall be the same as the order of
arrival of the ADPs sourcing these APDUs.

The data units of the in-band management messages arriving across the A-interface and addressed to
the local node are directed to the DLL management entity (“Local in-band management”, at the
bottom of Figure 8-2). The in-band management messages generated by DLL management entity for
the remote AE are converted to APDUs, and sent across the x1 reference point ("Remote in-band
management" at the top of Figure 8-2).

In the receive direction, the incoming APDUs crossing the x1 reference point are converted back into
the ADP data unit primitives of the relevant application protocol. A shaping (smoothing) buffer,
controlled by DLL management entity, may be included for traffic shaping of the outgoing (i.e., in
the direction of the AE) ADP data units.

If addressed to the node, APDUs carrying in-band management messages from the remote AE are
dispatched to the DLL management entity ("Remote in-band management” at the bottom of
Figure 8-2). If addressed to the local AE, APDUs carrying in-band management messages from the
remote AE are converted to a standard ADP and passed to A-interface. The in-band management
messages (e.g., responses) generated by DLL management entity for the local AE are sent to the AE
across the A-interface as standard sets of data unit primitives ("Local in-band management™ at the top
of Figure 8-2).

The classification information embedded in the ADP is extracted from the incoming data units and
may be used to set an appropriate type of traffic (flow) or to assign a user priority, or both, to convey
the corresponding APDU through the network. Classification parameters are presented in Annex A.

The local address association table (LAAT) contains in its first entry the MAC address of the node
itself (i.e., REGID) and, in the rest of the table, the MAC addresses of the clients associated with the
node. This data is collected from the incoming ADP data units; LAAT data is passed to the DLL
management entity for network management purposes (see clause 8.5.3).

The remote address association table (RAAT) stores MAC addresses of other nodes in the domain
and their associated clients that were advertised on the network.

The address association table (AAT) is formed by the aggregation of LAAT and RAAT.

8.1.3 Logical link control (LLC)

The functional model of the LLC is presented in Figure 8-3. It is intended to describe in more detail
the LLC functional block presented in Figure 8-1.
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Figure 8-3 — Functional model of LLC

In the transmit direction, an LLC frame is formed from each incoming APDU crossing the x1
reference point, which may be encrypted using encryption rules defined in clause 9.1. One or more
LLC frames are concatenated and further divided into segments of equal size. Each segment is
pre-pended by an LPDU header and appended with an LPDU CRC, forming an LPDU.

The LLC management data to be conveyed is assembled into an LCDU. The format of LCDU is
universal for all types of media and described in clause 8.1.3.4. The LCDU is further mapped into an
MPDU as described in clause 8.1.4.1.

LPDUs that are subject to ARQ (need to be retransmitted) are extracted from the ARQ buffer and
passed to the MAC to be assembled into the outgoing MPDU. To assist retransmission, the receive
part of the LLC generates ACKs, which are also passed to the MAC (see clause 8.9). The number of
LLC frames to be concatenated, the size of the segment, and other MPDU formatting parameters are
controlled by the LLC. The LPDUs are passed to the MAC across the x2 reference point.

In the receive direction, the incoming MPDU is disassembled into LPDUs in the MAC and passed
over the x2 reference point. The LLC verifies the LPDUSs, requests replacements for any errored ones
if so instructed, and recovers LLC frames from the LPDUs. The recovered LLC frames are decrypted
and passed to APC as APDUSs. Recovered LCDUs are passed to the DLL management entity.

The relay function extracts LLC frames that are subject to relaying and passes them to the transmit
side, which concatenates them into the traffic to the next hop. DLL management controls flow and
priority settings for the relayed LLC frames. Relayed LLC frames shall not be decrypted.

8.1.3.1 LLC frame format

The LLC frame is formed from either an APDU, with format as described in Annex A, or an LCDU,
with format as described in clause 8.1.3.4 and Figure 8-4.
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If encryption is required, the incoming APDU or LCDU shall be encrypted using CCMP, as described
in clause 9.1.2. A CCMP header, and a message integrity code (MIC) are added as described in
Figure 8-4 (case = encrypted); their content shall be as specified in clause 9.1.2 and the LLC frame
header shall indicate the presence of a CCMP header. The length of the PAD used for encryption
(clause 9.1.1.1), which is necessary for decryption of the APDU or LCDU and MIC verification at
the receive side, can be derived from the frame length (FLEN) field communicated in the LFH
(clause 8.1.3.1.1.5). The length of the MIC and other parameters required for decryption are indicated
in CCMP header (see clause 9.1.2).

Case-unencrypted

APDU at x1 APDU or LCDU
reference point or LCDU
\ 4 h 4
LLC frame LFH APDU or LCDU
Case-CCM encrypted
APDU at x1 APDU or LCDU
reference point or LCDU
h 4 A 4
LLC frame LFH APDU or LCDU
h 4 A4
CCMP
Encrypted LLC frame LFH header Encrypted APDU or LCDU | MIC

G.9961(10)_F8-4

Figure 8-4 — LLC frame format (unencrypted and encrypted)

8.1.3.1.1 LLC frame header fields

The LLC frame header (LFH) is composed of the fields described in Table 8-1. The LFH is 6 octets
long if no time stamp is present and 10 octets long if time stamp is present. Octet 0 shall be passed to
the MAC first.

Table 8-1 — LLC header fields format

Field Octet Bits Description Reference
LLCFT 0 [2:0] LLC frame type Clause 8.1.3.1.1.1
TSMPI [3] Time stamp present indication Clause 8.1.3.1.1.2
CCMPI [4] CCMP header present indication Clause 8.1.3.1.1.3
LPRI [7:5] User priority of the LLC frame Clause 8.1.3.1.1.4
FLEN land 2 [13:0] LLC frame body length in bytes Clause 8.1.3.1.1.5
MCSTI [14] Multicast stream indicator Clause 8.1.3.1.1.11
Reserved [15] Reserved by ITU-T (Note)

OriginatingNode 3 [7:0] DEVICE_ID of the node that Clause 8.1.3.1.1.6
created the LLC frame
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Table 8-1 — LLC header fields format

Field Octet Bits Description Reference

DestinationNode 4 [7:0] Destination identifier that indicates | Clause 8.1.3.1.1.10
the node(s) whither the LLC frame
is finally destined.

BRCTI [0] Broadcast indicator Clause 8.1.3.1.1.7
Reserved 5 [1] Reserved by ITU-T (Note)
TTL [7:2] Time to live Clause 8.1.3.1.1.8
TSMP 6t09 [31:0] | Time stamp. This field is included | Clause 8.1.3.1.1.9
in the header only when TSMPI is
set to one

NOTE — Fields or bits reserved by ITU-T shall be set to zero by the transmitter and ignored by the
receiver.

8.13.1.1.1 LLC frame type (LLCFT)

The LLCFT field indicates the type of frame that makes up the LLC frame. It is formatted as a 3-bit
unsigned integer.

Table 8-2 lists the valid LLC frame types:

Table 8-2 — LLC frame types

LLC frame type Value
Padding last segment (see clause 8.1.3.2) 0
Management frame (LCDU) 1
Data frame (APDU) 2
NULL frame 3
Reserved by ITU-T 4t07

8.1.3.1.1.2 Timestamp present indication (TSMPI)

TSMPI is a 1-bit field that is used to indicate whether or not the timestamp (TSMP) field is included
in the LLC frame header. If set to one, the LFH shall include the TSMP field. If set to zero, no TSMP
field shall be present (in this case the LFH length is 6 octets).

8.1.3.1.1.3 CCMP header present indication (CCMPI)

CCMPI is a 1-bit field that is used to indicate whether a CCMP header is present following the LLC
frame header or not. If set to one, the LLC frame shall be encrypted and the CCMP header shall
follow the LFH. If set to zero, the LLC frame shall not be encrypted and shall not include CCMP
header and MIC.

8.13.1.14 LLC frame priority (LPRI)

The LPRI field is a 3-bit unsigned integer field with valid values from 0 to 7. For LLC frames carrying
APDUs, this field shall be set to the user priority assigned by the classifier (see clause 8.1.2) of the
node that originated the LLC frame; otherwise, it shall be set to 0. For LLC frames carrying LCDUs,
this field shall be set to 7 (LCDUSs are always considered to be of the highest user priority).
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User priority O is considered higher than 1 and 2 but lower than the rest of user priorities
(see Table 111.1 of [ITU-T G.9960]). This criterion shall be applied in the rest of this Recommendation
when different user priorities are compared.

The content of this field shall not be changed when an LLC frame is relayed.

8.1.3.1.15 Frame length (FLEN)

The FLEN field indicates the length in bytes of the frame contained within the LLC frame. This is
the actual length of the LLC frame excluding the LFH. In case of encryption, it also excludes the
CCMP header and MIC. It is formatted as a 14-bit unsigned integer.

8.1.3.1.1.6 OriginatingNode

For intra-domain LLC frames, the OriginatingNode field carries the DEVICE_ID of the node that
originated the LLC frame. For inter-domain LLC frames, the OriginatingNode field shall be set to
251. The content of this field shall not be changed when an LLC frame is relayed by another node.

8.1.3.1.1.7 Broadcast indicator (BRCTI)

This bit shall be set to one if the APDU or LCDU contained in the LLC frame is to be broadcast
following the BRT and zero otherwise.

8.1.3.1.1.8 Time to live (TTL)

The TTL field indicates the number of times the LLC frame is allowed to be relayed. It is formatted
as a 6-bit unsigned integer. If a node receives an LLC frame to be relayed with TTL field not zero, it
shall decrement it by one in the relayed LLC frame. If a node receives a frame with TTL field equal
to zero, such LLC frame shall not be relayed.

The initial value of the TTL field is set by the node originating the frame and should be higher than
the number of times that the LLC frame is expected to be relayed before reaching its destination.

8.1.3.1.1.9 Timestamp (TSMP)

The TSMP field indicates the arrival time of each ADP at the A-interface of the transmitting node.
The TSMP shall carry the value of the node's best estimate of the domain master's transmit clock at
the instant the first byte of the ADP crosses the A-interface, represented as a 32-bit unsigned integer
with resolution of 10 ns per unit (see clauses 7.1.2.3.2.1.2 and 7.1.2.3.2.1.3 of [ITU-T G.9960]).

The value of the TSMP for management messages (LCDU and in-band management messages) is for
further study.

NOTE 1 — The TSMP may be used to perform monitoring on the QoS requirements of a flow, on its latency
and on its jitter.

NOTE 2 — The timestamps may be used by a transmitting node in order to restore relative frame arrival timing
at the receiver as it was at the transmitter.

8.1.3.1.1.10 DestinationNode

This field is populated by the originating node of the LLC frame and its contents shall not be changed
when an LLC frame is relayed by another node. This field shall be used by the relay nodes for routing
LLC frames.

The DestinationNode field indicates one or more nodes whither the LLC frame is finally destined. It
shall be set to the DEVICE_ID of the final destination node in case of unicast (BRCTI=0, MCSTI=0).
It shall be set to the multicast stream identifier (MSID) assigned by the multicast source in case of
multicast (BRCTI=0, MCSTI=1). It shall be set to BROADCAST _ID by the originating node in case
of broadcast (BRCTI=1, MCSTI=0). It shall be set to 0 for the LLC frames in which the DA is set to
reserved MAC address 01-19-A7-52-76-96.
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The content of this field shall not be changed when an LLC frame is relayed by another node. This
field shall be used by the relay nodes for routing LLC frames.

8.1.3.1.1.11 MCSTI

The MCSTI field shall be set to one for the DestinationNode field to represent a DLL multicast stream
identifier.

NOTE — The MCSTI field is different from the Ml field of the PFH in that (OriginatingNode, DestinationNode,
MCSTI) tuple defines a DLL multicast stream defined within a domain whereas (SID, DID, M) tuple defines
a PHY-level multicast traffic.

8.1.3.2  Generation of LPDUs
The process of generating LPDUs from LLC frames is presented in Figure 8-5.

LLC frame
LLC frame f | LLC frame f+1 LLC frame g | Pad
LLC 1 : 1 1 1 : 1
frame ' ! ! : : . .
blOCk 1 1 1 1 1 1 1
| Segment h | Segment h+1 | Segment h+2 | Segment i-1 | Segment i |
+
LPDU { | LIFiA Segment h+2 |CRC | G.9961(10)_F8-5

Figure 8-5 — Generation of LPDUs from LLC frames

An LLC frame shall be formed by pre-pending an LLC frame header (LFH) to an APDU or to an
LCDU, and can either be unencrypted or encrypted as described in clause 8.1.3.1. When encrypted,
a CCMP header and MIC are added, in addition to the LFH, as described in Figure 8-4. The format
of LFH is defined in clause 8.1.3.1.1.

Multiple LLC frames carrying APDUs (data LLC frames) associated with the same data connection
can be concatenated to form a data LLC frame block. LLC frames containing LCDUs (management
LLC frames) that belong to the same management connection can be concatenated to form a
management LLC frame block. The LLC frame block may also include LLC frames intended to be
relayed that are associated with the same connection. The number of concatenated LLC frames for
an LLC frame block is determined by DLL management entity and is vendor discretionary. The order
of LLC frames of the same user priority in the LLC frame block (see Figure 8-5) containing APDUs
shall be the same as the order of arrival of the APDUs sourcing these frames. The order of LLC
frames in the LLC frame block containing LCDUSs shall be the same as the order that these LCDUs
are generated by the DLL management entity. The order of bytes in the LLC frame payload shall be
the same as in sourcing APDUs or LCDUs, and in the same relative order, bytes shall be passed to
the MAC as LPDUs that the MAC maps into MPDU. Mixing data LLC frames and management LLC
frames into the same LLC frame block (mixed LLC frame block) is allowed only if the lowest user
priority associated with the corresponding prioritized data connection is equal to or greater than six
and the highest user priority associated with the corresponding prioritized data connection is equal to
seven (i.e., in case three or more priority queues are supported as described in Table I11.1 of
[ITU-T G.9960]). In this case LCDUs shall be mapped to the same prioritized data connection where
APDUs with user priority 7 for the same destination are mapped. Mixed LLC frame blocks are not
allowed for data connections associated with service flows. A mixed LLC frame block shall be treated
as a data LLC frame block (i.e., The MQF flag in the LPH shall be set to zero; see clause 8.1.3.2.1.4).
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NOTE 1 — Mixing data LLC frames and management LLC frames into the same LLC frame block can result
in segments containing fragments of both a data LLC frame and a management LLC frame.

Each LLC frame block shall be segmented as presented in Figure 8-5. The first segment of an LLC
frame block shall start from the first byte of the first LLC frame of that LLC frame block. The size of
the segment shall be equal to the size of the FEC block minus the size of the LPDU header and minus
the size of the LPDU check sequence, as described in clauses 8.1.3.2.1 and 8.1.3.2.2, respectively. If
the last segment is incomplete, padding is required to fill up the last segment and provide an integer
number of segments in the LLC frame block. Padding of the last segment shall be done by insertion
of an all ZERO octet in the place of octet 0 of the LFH (see Table 8-2) followed by vendor
discretionary octets as required to fill the segment.

NOTE 2 — Padding adds overhead and, therefore, should be avoided whenever possible.

For decoding purposes, the FEC block size is specified in the PHY-frame header (PFH)
(see clause 7.1.2.3 of [ITU-T G.9960]).

Each segment shall be pre-pended with a LPDU header (LPH). The LPDU header contains
information necessary to recover LLC frames from the segments at the receiver. The format of the
LPDU header is defined in clause 8.1.3.2.1.

Each segment shall be appended with a CRC for error detection. A segment pre-pended with the
LPDU header and appended with the LPDU CRC is referred to as an LPDU. The CRC shall be
computed as defined in clause 8.1.3.2.2.

The segment size for all LPDUs of a connection shall be the same throughout the lifetime of that
connection.

8.1.3.2.1 LPDU header format
Table 8-3 shows the format of the LPDU header (LPH). Octet 0 shall be passed to the PHY first.

Table 8-3 — LPDU header format

Field Octet Bits Description Reference
SSN Oand 1 [15:0] Segment sequence number Clause 8.1.3.2.1.1
LFBO 2and 3 [9:0] LLC frame boundary offset Clause 8.1.3.2.1.2
VSF [10] Valid segment flag Clause 8.1.3.2.1.3
MQF [11] Management queue flag Clause 8.1.3.2.1.4
OPSF [12] Oldest pending segment flag Clause 8.1.3.2.1.5
Reserved [15:13] Reserved by ITU-T (Note)

NOTE — Bits that are reserved by ITU-T shall be set to zero by the transmitter and ignored by the receiver.

8.1.3.2.1.1 Segment sequence number (SSN)

This field identifies the relative location of the segment within the stream of segments corresponding
to a connection. Segment sequence number (SSN) is a 16-bit field indicating the order of segments
that are associated with a connection. The SSN shall be initialized to START_SSN
(see clause 7.1.2.3.2.2.20 of [ITU-T G.9960]) for the first valid segment that belongs to a new
connection and shall be incremented by 1 for each new valid segment that is associated with this
connection that follows the current segment.

In the case of a PHY frame with payload not belonging to any connection (CNN_MNGMT field of
PHY frame header equal to 11115), the SSN shall be initialized to a vendor discretionary value for
the first valid segment of each MPDU transmitted to a DID and shall be incremented by 1 for each
new valid segment of that MPDU.
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The SSN shall be expressed as a 16-bit unsigned integer and shall wrap around (goes back to
value 000016 after FFFFis).

NOTE — A receiver might receive segments in an "out-of-order” manner when lost segments are retransmitted
or LPDUs from the management LLC frame block are members of the same MPDU.

8.1.3.2.1.2 LLC frame boundary offset (LFBO)

This field indicates the location of the start of the first LLC frame within the segment. This enables
the receiver to recover when one or more segments are lost (e.g., when the transmitter drops a segment
due to timeout). The LFBO is a 10-bit field that carries the offset in octets of the first octet of the first
new LLC frame relative to the start of the segment of the LPDU (in case the LLC frame starts at the
start of the segment, the LFBO = 0). The first new LLC frame may be type 0 (padding) or any other
type (see Table 8-2).

The value of LFBO shall be coded as an unsigned integer as shown in Table 8-4.

Table 8-4 — Format of LFBO

LFBO Value Description
00046 to 21316 The LLC frame boundary offset in bytes
21446 t0 3FEs6 Reserved by ITU-T
3FFis6 No LLC frame boundary exists in the LPDU

8.1.3.2.1.3 Valid segment flag (VSF)

This field indicates whether the LPDU contains a valid or an invalid segment. The VSF shall be set
to one to indicate that the LPDU contains a valid segment. VSF shall be set to zero to indicate that
the LPDU contains an invalid segment. In case the segment is indicated as invalid, the remaining
fields of this LPDU header shall be ignored by the receiver.

The transmitter shall set the VSF = 0 (invalid segments) in LPDUs that pad the MPDU
(see clause 8.1.3.2).

8.1.3.2.14 Management queue flag (MQF)

This field indicates whether a segment belongs to a management LLC frame block or to a data LLC
frame block that is associated with the destination indicated in the PHY -frame header. The MQF shall
be set to one to indicate that the LPDU is carrying a segment belonging to a management LLC frame
block. It shall be set to zero to indicate that the LPDU is carrying a segment belonging to a data LLC
frame block.

8.1.3.2.15 Oldest pending segment flag (OPSF)

For connections with acknowledgements, this field indicates whether the segment is the oldest
pending segment in the transmitter queue associated with the connection. This enables the receiver to
determine that all older segments are dropped, thus enabling it to process the oldest pending segment
and subsequent segments without waiting for older segments. When OPSF is set to one, it indicates
that the segment is the oldest segment present at the transmitters queue. When set to zero, it indicates
that the segment is not the oldest pending segment in the transmitters queue.

For connections without acknowledgements and for payload not belonging to any connection
(CNN_MNGMT field of PHY frame header equal to 11115), this field shall be set to one for the first
segment in the MPDU and shall be set to zero for all other segments in that MPDU.

8.1.3.2.2 LPDU check sequence (LPCYS)

The LPCS field is for LPDU verification. The LPCS is a 32-bit cyclic redundancy check (CRC) and
shall be computed over all the fields of the LPDU in the order they are transmitted, starting with the
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LSB of the SSN field of the LPDU header (clause 8.1.3.2.1) and ending with the MSB of the last
octet of the LPDU segment (clause 8.1.3.2).

The LPCS shall be computed using the following generator polynomial of degree 32:
G(X) = X324xZB4x2T+ X245 4% 23412245204 x19 1y 18414y 184311y w104 94 3By y641
The LPCS shall be constructed as follows:

1) The n bits of the LPDU subject to LPCS are considered to be the coefficients of a polynomial
of degree n—1. In particular, the LSB of the first octet of the LPDU header is the coefficient
of the x™* term, and the MSB of the last octet of the LPDU segment is the coefficient of the
x? term. This polynomial is referred to as N(x).

2) Replace the 32 highest-order coefficients (i.e., the first 32 bits) of N(x) with their one's
complement.

3) Multiply the result of step 2 by x32. This result is referred to as Ni(x).
The LPCS is then the one's complement of the remainder of N1(x) divided by G(x).

The bits of the LPCS shall be transmitted in sequential order, starting from the coefficient of the
highest order term (x31), referred as the MSB, and continuing to the x° term.

8.1.3.3 Generation of LPDUs for retransmission

LPDUs assigned for retransmission (see clause 8.9) shall be assembled into an outgoing MPDU with
no changes in the LLC frame block segment and in all the fields of the LPH excluding the OPSF
field. The OPSF field may change as described in clause 8.9.5.3.1. If the OPSF field changes, the
LPCS shall be recalculated as described in clause 8.1.3.2.2. The location of the retransmitted LPDU
in the MPDU shall be as described in clause 8.1.4.1.

8.1.3.4 LCDU frame format
The LCDU format, including size of the fields, shall be as presented in Figure 8-6.

LSB MSB
6 octets Destination (MAC address)
6 octets Source (MAC address)
2 octets EtherType (22E3,)

LCDU payload
6 to 1500 octets

PAD

4 octets FCS

G.9961(10)_F8-6

Figure 8-6 — LCDU format

The LCDU is identified at the destination node by its source/destination MAC address. The
EtherType field is intended to identify the management message. The content of the EtherType field
shall be 22E316.

The PAD field shall complete the total length of LCDU to its minimum value of 64 bytes. The PAD
field, if present, shall be set to zero.

The FCS shall be computed over all LCDU fields, from the first bit (LSB) of the destination MAC
address field to the last bit (MSB) of the PAD using the standard IEEE 802.3 Ethernet 32-bit FCS
computation algorithm. The FCS field shall not be included when MIC is used in the LLC frame
encapsulating the LCDU.

Bits of LCDU shall be transmitted starting from the first octet of the destination MAC address.
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The encapsulation of encrypted and unencrypted LCDUs into LLC frames is described in Figure 8-7.

LLC frame

LCDU

LLC

B LCDU payload
frame | Destination (MAC address) |¢ >
header | Source (MAC address) (Management message)

EtherType (0x22€3) MMH Parameter list (MMPL)

FCS

LLC frame with unencrypted LCDU

LLC frame
s} LCDU
r—. estination address) | >
header | S Source (MAC address) (Management message) MIC
O
(@)

EtherType (0x22E3) MMH Parameter list (MMPL)

LLC frame with encrypted LCDU
G.9961(10)_F8-7

Figure 8-7 — Encapsulation of an LCDU into an LLC frame

8.1.4 Medium access control (MAC)

The functional model of the MAC is presented in Figure 8-8. It is intended to describe in more detail
the MAC functional block presented in Figure 8-1.

DLL
LPDU in LPDU out management
x2 reference
point
MPDU MPDU
assembler disassembler
Media access control
Ly
Scheduler
PMIL _ _ _ _ _ _ T _________ - _
TX MPDU CRS RX MPDU G.9961(10)_F8-8

Figure 8-8 — Functional model of MAC

In the transmit direction, MPDUs are assembled from LPDUs passed over the x2 reference point.
Then the MPDUs are scheduled for transmission using one of the medium access procedures
described in clauses 8.2 and 8.3. For scheduling, one or more transmission queues can be established.
The carrier sense (CRS) primitive indicates whether the medium is busy or not. After being scheduled
for transmission, the MPDU is passed to the PHY across the PMI. The octet O of the LPH of the
LPDU#1 of the MPDU (see Figure 8-9) shall be passed to the PHY first.

When the MPDU transmission requires usage of RTS/CTS protocol, the DLL management shall
instruct the MAC to schedule an RTS prior to passing the MPDU to the PHY. The scheduled MPDU
will be passed to the PHY only if a correct CTS PHY frame was received (see clause 8.3.3.4.4).

The MAC also schedules transmission of priority resolution (PR) and INUSE signals to support media
access protocols described in clause 8.3 if these signals are required.
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The MAC is also responsible for scheduling an ACK frame transmission by the PHY if ACK is
required.

In the receive direction, the incoming MPDU is disassembled and the resulting LPDUs are passed to
the LLC over the x2 reference point.

8.14.1 Assembling of an MPDU from LPDUs
The process of assembling an MPDU from one or more LPDUSs is presented in Figure 8-9.

To form the MPDU, LPDUs are concatenated by the MAC in the same order as received across
the x2 reference point.

LPDU { | en | Segment h+2 | cre

MPDU { | LPDU #1 | LPDU #2 —I LPDU #n Padding LPDU
G.9961(10)_F8-9

Figure 8-9 — Assembling of an MPDU from LPDUs

In the MAC, LPDUs, which the LLC generated from LLC frame blocks, shall be grouped into one or
more MPDUSs. The relative order of LPDUs in the MPDU shall be the same as in the sourcing LLC
frame block. The MPDU can start with any LPDU of an LLC frame block.

The MPDU may also include LPDUs from other LLC frame blocks, LPDUs intended for
retransmission that are associated with the same data connection, LPDUs belonging to a management
LLC frame block that are associated with the same DID, and dummy LPDUs intended for padding.
Padding LPDUs shall only be added when the number of bits to be loaded on the unused sub-carriers
in the last OFDM symbol of the PHY frame carrying the MPDU before padding is bigger than the
number of bits in the LPDU. Retransmitted LPDUs shall be the same size as the originally transmitted
LPDUs.

LPDUs shall be ordered in groups inside the MPDU. A group of LPDUSs is defined as a set of LPDUs
from the same connection transmitted contiguously in the MPDU. The segment sequence numbers

(SSNs) of the LPDUSs in group i shall follow the condition SSN1i £SSNi2S...SSSN:<i , Where Ki; is the

number of LPDUs in the group and SSNliis the SSN of the first LPDU of the group passed to the

MAC across the x2 reference point (it should be taken into account that SSNs wrap around;
see clause 8.1.3.2.1.1).

An MPDU shall not contain more than one group of data LPDUs and shall not contain more than one
group of management LPDUs. The group of management LPDUs shall appear in the MPDU before
the group of data LPDUSs, if both groups are present.

Padding LPDUs, if present, shall be placed at the end of the MPDU, see Figure 8-9, and shall be
indicated as "Invalid™ in the LPH (see clause 8.1.3.2.1.3). The content of segments of padding LPDUs
is vendor discretionary.

The resulting priority of the MPDU (MPDU priority) shall be calculated as follows:

— If an MPDU contains only management LPDUs, the MPDU priority shall be 7. Otherwise,
the MPDU priority is determined by the data LPDUs in the MPDU.

— If the MPDU contains one or more data LPDUs that are transmitted for the first time, the
MPDU priority shall be the lowest LPRI (see Table 8-1) of the LLC frames (or fragments of
LLC frames) whence those LPDUs are generated. Otherwise (i.e., all the data LPDUs within
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an MPDU are retransmitted LPDUs), the MPDU priority shall be the lowest LPRI of the LLC
frames (or fragments of LLC frames) whence those LPDUSs are generated.

8.2 MAP controlled medium access

Medium access shall be scheduled by MAC cycles continuously following one another, as shown in
Figure 8-10.

Each MAC cycle is divided into two or more time intervals; one or more time intervals of which are
for domain management purposes, while other time intervals are assigned as transmission
opportunities (TXOPs) for different nodes or groups of nodes. At least one of the time intervals
allotted for domain management purposes shall be assigned to the domain master for transmission of
the medium access plan (MAP) (as described in Figure 8-10). The domain management information
transmitted by the domain master in the MAP frame identifies the boundaries of the MAC cycle and
includes the list of assigned TXOPs (content of the cycle) for one or more of the following MAC
cycles (e.g., the MAP transmitted in cycle N can describe the timing boundaries and TXOPs of
cycle N+1).

| MAC Cycle N | MAC Cycle N+1 | MAC Cycle N+2 | time
i
| TXOP1 | TXOP2| MAP | | TXOP, |TXOPn

G.9961(10)_F8-10

Figure 8-10 — Illustration of MAP controlled medium access

8.2.1 The MAC cycle

A MAC cycle shall start at the time published by a previous MAP frame sent by the domain master
and ends at the end of the last TXOP scheduled for this MAC cycle as described in the MAP. The
content of the MAC cycle is determined by the domain master based on the available communication
resources inside the domain and communication resources and parameters required by different nodes
for communications. The domain master may modify the content and the duration of MAC cycle
from one cycle to another in order to accommodate changes in medium characteristics (channel/noise
parameters), in services, or in the number of nodes operating in the domain. The position of the MAP
in the MAC cycle is not fixed; it may change from one MAC cycle to another.

Nodes shall synchronize with the MAC cycle by detecting the presence of a MAP message and shall
access the medium according to the TXOPs described in the MAP. The MAP describes the allocation
of each TXOP by its start-time, duration, and by the assignment of the node or nodes that may transmit
within the TXOPs. Timing references within the MAP shall be specified relative to the start of the
MAC cycle.

Frames transmitted inside a TXOP shall be separated by inter-frame gaps (IFG). During IFG the
medium shall be idle. Each TXOP shall also include an idle time period at its end as described in
Figure 8-11. The duration of this idle period, TipLg, is measured from the end of the last symbol of
the last frame transmitted in the TXOP and shall be greater than or equal to Tirc_min, Where the value
of Tirc_min is medium dependent and is described in clause 8.4. The period of TipLe at the end of the
last TXOP in the first MAC cycle separates two consecutive MAC cycles.

The actual duration of IFG is measured from the last sample of the window of the last transmitted
symbol of a PHY frame (see Figure 7-22 of [ITU-T G.9960]) to the first sample of the window of the
first symbol of the preamble (see Figure 7-23 of [ITU-T G.9960]) of the subsequent PHY frame
transmitted in the same or in the next TXOP.
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The durations of the IFGs between frames of the same frame sequence depend on the type of the
frame sequence. Values of IFGs for specific frame sequences are medium-dependent and are defined
in clause 8.4.

The duration of the IFG between two subsequent frame sequences inside a TXOP shall be greater
than or equal to Tirg_min.

TXOP[0] .|, TXOP[1] .| TXOP[2] TXOP [n] TXOP[0]
TIDLE TIDLE TIDLE TIDLE TIDLE
T—__Startof MAC T—__Startof MAC
Cycle N Cycle N+1

G.9961(10)_F8-11

Figure 8-11 — IFG placement in the MAC cycle

A TXOP can be assigned to a single node or shared between several nodes (shared TXOP). Different
types of TXOPs are described in clause 8.3. Inside a shared TXOP, medium access methods described
in clause 8.3.3 shall be used.

8.2.2 Duration of the MAC cycle

The duration of the MAC cycle shall be in the range between CYCLE_MIN to CYCLE_MAX, as
described in clause 8.4. The actual duration of the MAC cycle may change from one MAC cycle to
another, although typically MAC cycles are of the same duration.

In some environments, the MAC cycle may be synchronized to an external clock source. In such
cases, the duration of the MAC cycle is constrained to an integer number of external clock periods.
Synchronization to an external source is described in clause 8.6.3.

The duration of the MAC cycle is explicitly indicated in the MAP header as described in clause 8.8.3.
The duration of MAC cycle N+1 (published in the MAP transmitted in MAC cycle N) is the time
period from the start time of MAC cycle N+1, indicated by the CYCSTART of that MAC cycle, till
the end time of the MAC cycle N+1, indicated by the CYCSTART marking the start time of MAC
cycle N+2 (This CYCSTART is transmitted in the PHY frame header of MAP transmitted in MAC
cycle N+1).

NOTE — The latest end time of TXOPs, described by the MAPs in the MAC cycle, may be smaller than or
equal to the start time of the next MAC cycle.

8.2.3 TXOP timing

The start time of a TXOP can be specified (or inferred) in the following two ways:

1) Implicitly, using the start time and duration of the previous TXOP, as specified in
clause 8.8.4.1.1.

2) Explicitly, using TXOP absolute timing, as specified in clause 8.8.4.1.2.

By default, the TXOP start-time is implicitly defined as the start time of the TXOP associated with
the previous TXOP descriptor in the MAP plus the duration of that TXOP. The start-time of the
TXOP associated with the first TXOP descriptor in the MAP is implicitly defined as the start of the
MAC cycle.

The explicit specification of the start-time of a particular TXOP is relative to the start time of the
MAC cycle.

The duration of each TXOP shall include the time required for transmission and an idle time at the
end of TXOP (TipLe) needed to separate the last frame sent in a TXOP from the first frame sent in
the following TXOP.
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A node shall not transmit within a TXOP after the time instant computed as:
TXOP LatestTime = TXOPstartTime + TXOPLength - TIFG_MIN

In case of transmission of a frame sequence (e.g., MSG/ACK, RTS/CTS/MSG/ACK), the
transmission of the last entire frame sequence shall complete no later than TXOPatestTime.

The transmission time line in a MAC cycle is divided into time units of duration TIME_UNIT where
the duration of a TIME_UNIT shall be TICK duration (see clause 8.4) times a constant factor defined
in the MAP (see TICK_Factor, clause 8.8.3). All TXOPs shall start on a TIME_UNIT boundary. The
duration of any TXOP shall be equal to an integral number of TIME_UNITs.

The start time of a particular TXOP relative to the start time of the MAC cycle is represented by the
count of TIME_UNITs, where the TIME_UNIT count at the start of the MAC cycle is zero. Nodes
in the domain shall synchronize their transmission timing to the start of a TXOP by counting
TIME_UNITs from the start of the MAC cycle.

8.3 Transmission opportunities (TXOPs) and time slots (TSs)

The MAC cycle includes one or more transmission opportunities (TXOPSs) of different types. The
following types of TXOPs are defined:

. Contention-free TXOP (CFTXOP);
. Shared TXOP (STXOP).

An STXOP is divided into one or more time slots (TSs) where each TS represents an opportunity to
start transmitting for the node or nodes assigned to this TS. A node assigned to the TS may either use
the opportunity to start transmitting during the TS, or pass on the opportunity to transmit.

Transmission rules within a TS depend on the type of the TS. If the node passes on the opportunity,
it shall wait until the next opportunity to transmit in a subsequent TS assigned for this node. The
duration of a TS (TS_DURATION) is medium-dependent and is defined in clause 8.4.

An STXOP can contain the following types of TSs:
. Contention-free TS (CFTS);
. Contention-based TS (CBTS).

An STXOP can be composed of only CFTSs, only CBTSs, or both CFTSs and CBTSs. An STXOP
that is composed of CBTSs only is denoted as CBTXOP.

An example of a MAC cycle composed of TXOPs of different types is illustrated in Figure 8-12.

g MAC cycle »
| CFTXOP | STXOP | MAP | CFTXOP | STXOP | CFTXOP | STXOP | STXOP | MAP |
L] | | CBTX0P
STXOP with CFTSs STXOP with CFTSs STXOP with CBTSs
< > ¢ and CBTSs N ” )

G.9961(10)_F8-12

Figure 8-12 — Example of a MAC cycle structure

At least one MAP shall be sent each MAC cycle in a dedicated CFTXOP assigned by the domain
master. This MAP shall be transmitted via a MAP-A frame (see clause 8.8.1).
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The domain master shall plan medium access during a MAC cycle by dividing the available medium
access time within the MAC cycle time into TXOPs. The domain master shall partition the MAC
cycle into CFTXOPs and STXOPs.

NOTE - The above partitioning should be done in accordance with service requirements of network nodes and
domain scheduling decisions.

Medium access within STXOPs shall be performed using CFTSs and CBTSs. Each STXOP may
contain zero, one or more CFTSs, each assigned to a given node. Similarly, each STXOP may contain
zero, one, or more CBTSs, and each CBTS is assigned to several nodes potentially contending for
this CBTS.

The type, placement and duration of TXOPs within a MAC cycle and the order of the TSs inside a
STXOP is assigned by the domain master according to internal scheduling decisions, which are
beyond the scope of this Recommendation.

The format for describing the TXOPs and TS assignments in the MAP is described in clause 8.8.

8.3.1 Assignment of nodes and connections to TXOPs and TSs

Nodes and connections may be assigned to a particular TXOP or TS by the domain master. The
assignment is performed based on domain master internal scheduling decisions, which are beyond
the scope of this Recommendation. When a node signals an establishment of a new flow, the domain
master may assign the corresponding connection to a TXOP or TS.

A node shall only transmit within a TXOP and TS to which it has been assigned or in which it is
allowed to transmit.

8.3.1.1  Persistent and non-persistent TXOPs

MAP schedule persistence allows the domain master to inform nodes about TXOP allocations valid
for a number of consecutive MAC cycles (see clause 8.8.6).

A TXOP can be assigned as persistent or non-persistent:
. A non-persistent TXOP is only valid for the next MAC cycle;
. A persistent TXOP is valid for the next and a number of subsequent MAC cycles.

All TXOP types described in clause 8.3 can be either persistent or non-persistent (default). The
duration of a persistent TXOP is fixed during the time it is persistent.

The MAP message shall indicate if the allocated TXOP is persistent or not, and for how many MAC
cycles it is persistent. The duration of all MAC cycles during the time of persistency shall be constant.

The MAP message can define a mix of persistent and non-persistent TXOPs over the same MAC
cycle, although the total duration of non-persistent TXOPs in all MAC cycles during the time of
persistency shall be constant.

NOTE — The use of persistent and non-persistent TXOPs is a scheduling decision and is beyond the scope of
this Recommendation.

8.3.1.2  Persistent access

When a node receives a MAP message that carries a persistent schedule, it shall use this information
during the subsequent MAC cycles. The duration of the persistent schedule and the way it can be
changed is described in clause 8.8.6. If a node received no MAP during the period which is longer
than the previously announced period of MAP persistency, it shall halt all transmissions and search
for the MAP to synchronize with the MAC cycle.

When a MAC cycle includes persistent TXOPs, the MAC cycle duration shall not change within the
persistent schedule (all MAC cycles within a persistent schedule have the same MAC cycle duration).
The duration may change when changing the persistent schedule.
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When a MAP is lost, nodes shall maintain synchronization with the MAC cycle by inferring the start
time of the next MAC cycle based on the persistency of the MAC cycle duration and reference to the
start time of the previous MAC cycle. Until a MAP is correctly received again, nodes may transmit
only in the persistent TXOPs allocated for them, in accordance with medium access rules for these
TXOPs (for example, in a CFTXOP allocated for a connection or in an appropriate TS of a persistent
STXOP).

The details of description of a persistent TXOP in the MAP are in clause 8.8.3.

8.3.2 TXOP and TS attributes

The TXOPs and TSs are described in the MAP by TXOP descriptors (see clause 8.8.4). A TXOP
descriptor shall contain at least the duration of the TXOP in TIME_UNITS, the type of the TXOP
(indicating whether the TXOP is a CFTXOP or STXOP or CBTXOP) and an association between the
TXOP and the DEVICE_IDs of the nodes allowed to transmit within the TXOP. The TSs inside a
STXOP are described using descriptors, specified in clause 8.8.4.

8.3.3 Medium access in STXOPs
An STXOP may contain zero, one or more than one TSs of CFTS or CBTS type.

Each TS inside an STXOP is identified by its order within the STXOP. Each CFTS may be
assigned to:

. A single source node and a minimum user priority identified by the tuple (SID, PRI); or

. A data connection that a single source node originates, identified by the tuple (SID,
FLOW_ID); or

. A single source node, a single destination node and a minimum user priority identified by the

tuple (SID, DID, PRI).

A CBTS is assigned to a group of nodes as described in clause 8.8.4.1.5 and a minimum user priority
as described in clause 8.8.4.2. The order in which TSs appear, and how nodes, connections or user
priorities are assigned to them, is based on a scheduling policy used by the domain master. Those
scheduling policies are beyond the scope of this Recommendation.

An STXORP is divided into a grid of TSs providing transmission opportunities to the nodes sharing
the STXOP. The grid starts at the beginning of an STXOP and the grid timing is reset after each
transmission as described in clause 8.3.3.1 below.

Nodes that share an STXOP shall track the passage of TSs on the line using carrier sensing and
transmit only within their assigned TS.

8.3.3.1 TS size and timing

The TS start times shall be calculated relative to a single time base T ,se. The time base T, Shall
initially be set to the start time of the TXOP, which is also the start time of the first TS of the TXOP,
as presented in Figure 8-13. The time base shall be adjusted at the end of each transmitted frame
sequence (P) on the medium. The adjusted time base Tt;aseshall be set to the time Tend + TiFc_miN,
where Tgnq IS the time when the last frame of the transmitted frame sequence is completed, and

Tire_min is the duration of the idle time serving to form an inter-frame gap between two subsequent
frame sequences.
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Figure 8-13 — Time slot timing

The duration of an unused time slot (e.g., TSo in Figure 8-13) is specified by parameter
TS_DURATION, which is medium dependent and defined in clause 8.4.

8.3.3.2 TS assignment rules

The TSs scheduled in the MAP within an STXOP form a grid of transmission opportunity start times
that starts at the beginning of the STXOP as described in clause 8.3.3.1. Each TS in the grid serves
as a placeholder, reserving an opportunity for the nodes associated with this TS to transmit.

Nodes associated with a TS may either utilize the opportunity to transmit or to pass on the TS. If a
TS is utilized, the next TS shall start Tirc_min after the end of the frame sequence transmission in the
TS. Ifa TS is not utilized, the next TS shall start TS_ DURATION after the start of this unutilized TS.
In either case, the nodes associated with the next TS in the grid sequence shall be given the
opportunity to transmit in that TS.

Nodes sharing an STXOP shall follow the grid of TSs according to the TS assignment rules advertised
in the MAP for that STXOP and actual TS usage in order to determine which TS is the next TS on
the line as described in clauses 8.3.3.2.1 and 8.3.3.2.2.

Since operation in STXOPs is based on carrier sensing, the domain master should avoid assigning
mutually hidden nodes to the same STXOP. Identification of mutually hidden nodes is based on the
topology information communicated by nodes to the domain master, as defined in clause 8.6.4.

8.3.3.2.1 Sequential TS assignment rule
The sequential TS assignment rule is the default rule for TSs in an STXOP.

If the current TS is associated with the sequential TS assignment rule, the next TS of that STXOP
shall be the next TS described in the MAP for that STXOP, regardless of whether this TS was used
or not.

If the current TS is the last TS of the STXOP described in the MAP, the next TS of that STXOP shall
be the first TS described in the MAP for that STXOP.

The example in Figure 8-14 describes the grid of TSs within a STXOP. The numbers shown in the
TSs represent DEVICE_IDs. The figure shows eight TSs, seven CFTSs and one CBTS (identified by
DEVICE_ID =0), when the sequential TS assignment rule is used for all the TSs of the STXOP. The
order of the TSs in the STXOP in the MAP starts with a CFTS for node with DEVICE_ID "7" and
ends with the CBTS.
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Figure 8-14 — Sequential TS assignment rule example

In Figure 8-14, each TS is marked with a number that is associated with the node whither an
opportunity to transmit has been assigned. The first opportunity to transmit in Figure 8-14 is reserved
for the node associated with TS marked "7". The node associated with TS "7" passes this opportunity
to transmit, and so do nodes associated with TS "6" and TS "5". The node associated with TS "4"
utilizes the TS for transmission.

The grid of TSs continues sequentially in the order the TSs were described in the MAP regardless if
a TS was used or not. Once the current TS on the line is the last TS that was described for the STXOP
in the MAP (the CBTS in Figure 8-14), the next TS on the line is the first TS of the STXOP as was
described in the MAP (the CFTS of node with DEVICE_ID "7").

Figure 8-14 also shows the time that each node waits before its assigned TS starts.

8.3.3.2.2 Line activity dependent TS assignment rule

Several TSs within the same STXOP can be grouped together (TS grouping and numbering of the
groups is described in clause 8.8.4). Each of these groups can have common attributes via a group
information extension (see clause 8.8.4.1.3). The maximum number of groups within a STXOP is
127 groups due to the limitation on the number of TXOP descriptors in the MAP, describing TSs,
within a single STXOP (see clause 8.8.4). Line activity dependent TS assignment rules are specified
for these groups of TSs to allow passing the media access opportunity from one group of TSs to
another, depending on the usage of those TSs.

A TS that provides an opportunity to access the medium at the current time is referred to as the current
TS, and the group that this TS belongs to is referred to as the current group.

The next TS of a group is the TS that follows the current TS in that group as described in the MAP.
The next TS of that STXOP shall be the next TS of the group of TSs whither control is passed
following the current TS. The group to which control is passed following the current TS is defined
by the sequential and line-activity dependent TS assignment rules.
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When the current group is assigned a line activity dependent assignment rule via the group
information extension as described in clause 8.8.4.1.3, the next TS depends on the actual usage of the
current TS as described below:

- If the current TS was not used, and all the TSs of the current group have provided
opportunities to the nodes assigned to these TSs to access the medium in the current
appearance of the group in the STXOP:

» then the next TS of that STXOP shall be the next TS of the group that control is to be
passed to upon silence (GroupOnSilence);

« otherwise, control shall be passed to the next TS in the current group of that STXOP
according to the sequential TS assignment rule.

— If the current TS was used, the next TS of that STXOP shall be the next TS of the group of
TSs that control is to be passed to upon activity (GroupOnActivity).

Figure 8-15 describes an example of an STXOP that contains two groups. The first group consists of
one CFTS (node 1) and one CBTS (node 0) both with user priority 7. The second group consists of
two CFTSs (nodes 1 and 2), both with user priority 6. The line activity dependent TS assignment was
used to specify that control shall be passed from either group to the first group on activity, and to the
second group on silence.
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Group 2 Groupl  Group 2 Group 1 Group 1 Group 2 Group 2

y Transmission v y Transmission lTransmission v v v
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NOTE —x.y denotes - node x and priority y.

Figure 8-15 — An example of line activity dependent TS assignment rule

In the example in Figure 8-15, whenever any TS of the two groups is used, control is passed to the
first group. Whenever there is no activity in all the TSs of either of the two groups, control is passed
to the second group. The assignment of the TSs of that STXOP within each group remains sequential,
as described in clause 8.3.3.2.1.

8.3.3.3  Transmission in CFTS

A node shall transmit at the beginning of the CFTS, within a time window of TX_ON microseconds
after the start of the CFTS. The values of TX_ON are described in clause 8.4. The start of the CFTS
shall be computed as described in clause 8.3.3.1.

If the CFTS is assigned to a certain data connection identified by the tuple (SID, FLOW_ID), only
traffic of that data connection and management connection corresponding to the same destination
node may be sent using this CFTS.

If the CFTS is assigned to a source node with a certain user priority identified by the tuple (SID, PRI),
only MPDUs with equal or higher MPDU priority may be sent using this CFTS.

If the CFTS is assigned to a source node, a destination node and a certain user priority identified by
the tuple (SID, DID, PRI), only MPDUs with equal or higher MPDU priority addressed to that
destination node may be sent using this CFTS.
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8.3.3.4  Transmission in CBTS

A node assigned to the CBTS may contend for the medium in a CBTS only with MPDUs of equal or
higher MPDU priority than the user priority assigned to the CBTS. Transmission in CBTS is
illustrated in Figure 8-16.
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Figure 8-16 — An example of transmission in a CBTS

In general, a CBTS used for transmission is combined from an INUSE slot, followed by two priority
resolution slots (PRS), followed by a contention time window (CW), which consists of idle time slots
(ITS), and the frame sequence transmission time. The INUSE and priority resolution slots are present
only if transmission of INUSE signal and PR signals, respectively, is required by the MAP; otherwise
these slots shall not be a part of the CBTS, as described in clauses 8.3.3.4.5 and 8.3.3.4.6.

The overall medium access process includes the following three steps:

1) The contending nodes indicate their participation in contention by INUSE signal (if required
by the MAP).

2) The contending nodes perform priority resolution by transmitting and monitoring priority
resolution (PR) signals during the two PRS (if required by the MAP) as defined in
clause 8.3.3.4.1.

3) The nodes that won the priority resolution contend for transmission during the CW, based on
back-off rules defined in clause 8.3.3.4.3.
4) The node that won the contention transmits a frame or a frame sequence.

In case the attribute of a CBTS in the MAP requires using an INUSE signal prior to contending
(see clause 8.8.4), the contending node shall transmit an INUSE signal at the beginning of the CBTS,
within a time window of TX_ON (see clause 8.4) microseconds after the start of the CBTS.

Nodes sharing an STXOP shall consider a CBTS as not used if an INUSE signal is required but was
not detected. In this case nodes shall advance to the next TS according to the TS assignments rules
described in the MAP.

8.3.3.4.1 Priority resolution

Priority resolution between nodes contending in a CBTS shall be done using PR signals that shall be
transmitted in two PRS: PRS0 and PRS1. The PRS shall follow the INUSE signal, if INUSE signal
is used, or start at the beginning of the CBTS, if INUSE signal is not used. The transmission of
PR signal shall occur within a time window of TX ON microseconds after the start of the
corresponding PRS.
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A node contending for the medium within a CBTS shall advertise the medium access priority of its
planned transmission by signalling within the PRS according to the mapping specified in Table 8-5.
A node shall use the medium access priority according to Table 8-6.

Table 8-5 describes mapping of medium access priorities to the PR signal combinations, where
medium access priority 0 (least important) is denoted as MAO and medium access priority 3 (most
important) is denoted as MAS3.

Table 8-5 — Mapping of medium access priorities to PR signals

Medium Access Priority PR signal transmitted in PRS0 PR signal transmitted in PRS1
MA3 Yes Yes
MAZ2 Yes No
MA1l No Yes
MAO No No

If a node participates in priority resolution and detects a PR signal in any PRS slot in which it did not
transmit, the node shall not transmit in the remaining PRS slot and shall not compete during the
contention time, unless it receives an MPDU for transmission with MPDU priority that is the same
or higher than the MA priority that won the priority resolution in the CBTS.

A node that intends to contend for transmission in the CBTS shall listen and signal in both PRS
regardless of whether it has an MPDU ready for transmission prior to PRS0 or not. If no MPDU is
ready for transmission prior to PRS0, this process shall be executed as if it has an MPDU with priority
MAQO (i.e., no PR signal transmission in PRSO0). If the node receives an MPDU of higher MA priority
than the priority signalled in PRS0, it may participate in the priority resolution during PRS1 as if the
MPDU was ready for transmission prior to PRSO.

To compete for transmission of its frame, the node shall use the back-off procedure defined in
clause 8.3.3.4.3.

In case the attribute of the CBTS in the MAP does not require priority resolution (see in clause 8.8.4),
all nodes that are allowed to contend for transmission in a CBTS may compete for medium access
during the CW using a back-off procedure that is defined in clause 8.3.3.4.3. In this case the CW shall
follow the INUSE signal slot, if INUSE signal is required, or start at the beginning of the CBTS, if
INUSE signal is not required.

8.3.3.4.2 Mapping of MPDU priorities to medium access priorities

The medium access priorities MAO-MAS3 shall be associated with the MPDU priority of the MPDU
carried in the PHY frame contending for transmission in a CBTS, as defined in Table 8-6.

If a node supports less than four MA priorities, the mapping shall be as shown in Table 8-4.

Table 8-6 — Mapping of MPDU priorities to medium access priorities

MPDU priority
Number of supported MA priorities | lowest highest
1 2 0 3 4 5 6 7

4 MAO MA1 MA2 MA3

3 MA1 MA2 MA3

2 MA1 MA3

1 (Note) MA1

NOTE — A node supporting only 1 MA priority shall still use MA3 for MAP transmission.
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8.3.3.4.3 CBTS back-off rules

All nodes contending in a CBTS shall use the back-off rules described in this clause in the CW. In
the general case, CW immediately follows the PRS, as shown in Figure 8-16. The size of CW is
expressed in the number of ITS. The valid values for the maximum range of the CW are defined in
Table 8-7, the value of ITS is defined in clause 8.4. If PR signals are not required, the CW shall start
right after the INUSE signal slot, as described in clause 8.3.3.4.6, or at the beginning of the CBTS, if
INUSE is not used.

Each node shall maintain the following back-off parameters for each MA priority of the frame that
node intends to transmit:

. back-off-counter (BC);
. defer counter (DC); and
. back-off stage counter (BSC).

The BC determines the number of ITS the node has to wait before it begins the transmission. The DC
keeps track of the number of consecutive times a node can lose contention before changing the
back-off parameters. The BSC keeps track of the back-off stage to enable the selection of BC and DC
when the back-off stage changes.

Nodes that are allowed to compete in the CW shall use their back-off parameters for that MA priority,
and act according to the following rules before starting a transmission in a CBTS:

1) If the BC is zero, the node shall start transmitting its frame within a time window of TX_ON
microseconds after the start of the first ITS of the CW.

2) If the BC is not zero, the node shall decrement its BC upon completion of each ITS in which
it detects no transmission.

3) If, upon completion of certain ITS, the value of BC is zero, the node shall start transmitting
its frame within a time window of TX_ON microseconds after the end of the ITS.

4) If a node detects a transmission during an ITS, it shall not transmit in this CBTS and shall do
the following:

* The node shall decrement the DC;
« If the DC is greater than zero, the node shall decrement the BC;
+ Ifthe DC is zero:

— and BSC is less than BSCmax, the node shall increment the BSC. It shall then set DC
to DCmax(BSC) and BC to a random value in the range of (0, NCWmax(BSC) — 1);

— and BSC is equal to BSCnmax, the node shall maintain the current BSC. It shall then
set DC to DCmax(BSC) and BC to a random value in the range of
(0, NCWmax(BSC) — 1).

Nodes that have inferred a collision (see clause 8.3.3.4.9) shall increment the BSC if BSC is less than
BSCmax. It then sets DC to DCmax(BSC) and BC to a random value in the range of
(0, NCWmax(BSC) — 1).

After initialization and upon successful transmission, nodes shall initialize BSC to 1, DC to DCmax(1)
and BC to a random value in the range (0, NCWmax(1) — 1).

As a default behaviour, after initialization and upon successful transmission, nodes shall initialize
BSC to 1, DC to DCmax(1) and BC to a random value in the range (0, NCWmax(1) — 1). This behaviour
of the BSC, can be overridden by indicating so by the Gradual BSC decrease indication flag, in
Table 8-85.4. If this flag is set to one, then after initialization and upon successful transmission, nodes
shall decrement BSC by 1, unless BSC is already 1, in which case BSC shall be maintained as 1. In
this situation, the recommended values for the values of DCmax(BSC) are shown in Table 8-6.1, i.e.,
DC parameters are invalid for back-off rules.
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Table 8-6.1 — DCmax(BSC) values

BSC DCrmax(BSC) NCWmax(BSC)
1 1 8
2 1 16
3 1 32
4 1 64

Table 8-7 shows the default values of DCmax(BSC) and NCWmax(BSC). These default values are used
for all MA priorities.

The default values in Table 8-7 can be overridden by using the contention window (CW) information

sub-field of the auxiliary information field in the MAP, as described in clause 8.8.5.11.

Table 8-7 — Default DCmax(BSC) and NCWmax(BSC) values

BSC DCrnax(BSC) NCWiax(BSC)
1 1 8
2 2 16
3 4 32
4 16 64

If a node that is allowed to contend in a CBTS has an MPDU ready to transmit after the start of the
CW, itis still allowed to contend with this MPDU using the back-off procedure defined in this clause
only if the MPDU's MA priority is equal to or higher than the MA priority that won the priority
resolution. The node shall pick the BC random value for the ITS in the CW in the same way as nodes
that had the frame ready to transmit prior to the start of the CW, and shall start decrementing the BC
from the ITS where the frame was ready for transmission. The BC, DC, BSC values that shall be used
are of the frame's MA priority value.

8.3.3.4.4 Use of RTS/CTS signalling

If the attributes of the CBTS defined in the MAP indicate usage of an RTS/CTS protocol
(see clause 8.8.4.1.1), a node that gets a right for transmission in a CBTS shall transmit an RTS frame
prior to the transmission of the MSG frame. The node whose DEVICE_ID is indicated in the DID
field of the PHY -frame header of an RTS frame shall transmit a CTS frame, except in cases described
below, to the node that sourced the RTS frame Trcirc after it receives the RTS frame. The node that
sourced the RTS shall transmit its MSG frame only if it has received the corresponding CTS frame
after the RTS frame it has sent. The MSG frame shall be sent Tccirc after the CTS frame is received.
Transmission of a frame sequence including an MSG frame with Imm-ACK using RTS/CTS
signalling is presented in Figure 8-17.
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Figure 8-17 — Use of RTS/CTS signalling in a CBTS

In case of unicast transmission, the destination address of the RTS frame shall be the same destination
address as in the following MSG frame. In case of multicast (broadcast) transmission the destination
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address of the RTS frame shall be the destination address as in the following MSG frame (which is a
multicast address) and the CTS proxy ID (CID) shall be set to the destination address of one of the
nodes that are members of the multicast group.

A node that received an RTS frame shall not transmit a CTS frame to the source of the RTS frame in
the following cases:

- if the node is not prepared or capable of receiving the following MSG frame;

— if the node detected that the medium is busy or is expected to be busy at the time of the CTS
frame or the expected following MSG frame transmission (i.e., the node detected that another
frame or frame sequence, e.g., another RTS or CTS, is transmitted).

The duration field of the RTS and CTS frames shall indicate the duration of the frame sequence, as
defined in clauses 7.1.2.3.2.4.1 and 7.1.2.3.2.5.1 of [ITU-T G.9960]. All nodes detecting RTS or
CTS, or both RTS and CTS, shall consider the CBTS as already used for transmission and refrain
transmission until the closure of the CBTS, as described in clause 8.3.3.4.5.

Nodes that detected no CTS frame during the time period of Tcrs-max microsecond after the RTS
frame was transmitted shall declare the status of the CTS frame as "not received"”. The value of
Ters-max shall be equal to:

Ters-max = Trts + Treirg + Tets + Tecire

where Trts and Tcrs are the durations (i.e., transmission times) of the RTS and CTS frames,
respectively, and Trcirc and Tccirg are the durations of the RCIFG and CCIFG gaps, respectively
(see clause 8.4).

Figure 8-18 describes an example of a CBTS in which RTS/CTS protocol is used and CTS frame is
not detected.
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Figure 8-18 — Example of CTS not detected when RTS/CTS is used

Use of RTS/CTS signalling is not allowed for STXOP and CBTXOP in which INUSE signal is
required (see clause 8.3.3.4.7).

8.3.3.4.5 Closing of CBTS

8.3.345.1 STXOP containing CBTS and CFTS

Nodes sharing a STXOP shall close a CBTS that was used for transmission according to its closure
mode as defined in the MAP (see clause 8.8.4).

A CBTS closure mode can be one of the following:
1) Duration-based.

2) Timeout-based from frame sequence start.
3) Timeout-based from CBTS start.

8.3.345.11 Duration-based CBTS closure

When the CBTS closure mode is duration-based, all nodes sharing a STXOP shall close a CBTS that
was used for transmitting, IFG_MIN after the transmission sequence ends using the DURATION
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field and other relevant fields (e.g., RPRQ, BEF) of the PHY -frame header of the transmitted frames
in the frame sequence.

Figure 8-19 describes a duration-based CBTS closure. The CBTS closes after the entire frame
sequence duration.
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Figure 8-19 — Example of duration-based CBTS closure

If a node is unable to determine the exact closure point of the CBTS, due to a PHY -frame header
error, inferring a collision or due to misdetection of a frame in the transmitted frame sequence, the
node shall infer loss of synchronization with the TS grid of the STXOP and shall refrain from
transmission in the STXOP until it resynchronizes with the TS grid as described in clause 8.3.3.6.

8.3.3.4.5.1.2

When the CBTS closure mode is timeout-based from frame sequence start, all nodes sharing a
STXOP shall close a CBTS that was used for transmission at the minimum of (Max_TS_Length, the
remaining time until the end of the STXOP) after the start of the frame sequence transmission, where
Max_TS_Length is defined for the CBTS in the maximum transmission limitation extension in the
MAP (see clause 8.8.4.1.4).

When the description of the CBTS in the MAP does not include maximum transmission limitation
extension, DEFAULT_TBFFSS TIMEOUT (see clause8.4) shall be used instead of
Max_TS_Length.

Figure 8-20 describes a timeout-based from frame sequence start CBTS closure.
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Figure 8-20 — Example of timeout-based from frame sequence start CBTS closure

If a node is unable to determine the exact closure point of the CBTS, due to misdetection of the first
frame in the transmitted frame sequence, the node shall infer loss of synchronization with the TS grid
of the STXOP and shall refrain from transmission in the STXOP until it resynchronizes with the TS
grid as described in clause 8.3.3.6.

Rec. ITU-T G.9961 (07/2015) 37



8.3.3.45.1.3 Timeout-based from CBTS start CBTS closure

When the CBTS closure mode is timeout-based from CBTS start, all nodes sharing a STXOP shall
close a CBTS that was used for transmission at the minimum of (Max_TS_Length, the remaining
time until the end of the STXOP) after the start of the CBTS, where Max_TS_Length is defined for
the CBTS in the maximum transmission limitation extension in the MAP (see clause 8.8.4.1.4).

When the description of the CBTS in the MAP does not include maximum transmission limitation
extension, DEFAULT_TBFCS_TIMEOUT (see clause8.4) shall be wused instead of
MAX_TS_Length.

Figure 8-21 describes a timeout-based from CBTS start CBTS closure.
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Figure 8-21 — Example of timeout-based from CBTS start CBTS closure

8.3.3.4.5.2 CBTXOP containing CBTS with different attributes

The rules described in this clause relate to CBTXOPs containing CBTSs whose MAP attributes define
different user priorities, or different set of contending nodes, or different use of PR signals. For this
CBTXOP the same rules as for STXOP containing CBTS and CFTS (see clause 8.3.3.4.5.1) shall be
applied.

8.3.3.4.5.3 CBTXOP containing CBTS with same attributes

A receiving node sharing a CBTXOP where its CBTSs are without INUSE signal shall close a CBTS
using duration-based closure (see clause 8.3.3.4.5.1.1) when a valid PHY -frame header is received.

A transmitting node sharing a CBTXOP where its CBTSs are without INUSE signal shall close a
CBTS using duration-based closure (see clause 8.3.3.4.5.1.1) when it transmits a frame sequence and
did not infer a collision.

When RTS/CTS signalling is used (see clause 8.3.3.4.4) CBTS closure shall be as follows:

1) When the transmitter of the RTS did not receive any CTS (as described in clause 8.3.3.4.4)
it shall close the CBTS Trrscts-Timeout microseconds (see clause 8.4) from the start of the
RTS frame. The value of Trrscts-timeouT shall be equal to:

Trrscts-TiIMeouT = TrTs + Trecirg + Tets + Tecirg + Trreamble-first-section

where Trts and Tcrs are the durations of the RTS and CTS frames, respectively, Trecire and
Tccire are the durations of the RCIFG and CCIFG gaps, respectively (see clause 8.4), and
Tprreamble-first-section 1S the duration of the first section of the preamble.

2) When the transmitter of the RTS receives a CTS intended for another node, it shall consider
the media as busy and shall close the CBTS according to the duration of this CTS, i.e., using
duration-based closure.
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3) When a node receives an RTS frame but did not detect a preamble for Trrscts TIMEOUT
microsecond from the start of the RTS frame, it shall close the CBTS TrrscTs-TiMEOUT
microsecond from the start of the RTS frame.

4) In all other cases the CBTS shall be closed using duration-based closure.

In the following error conditions, the node shall refrain from transmission for the specified timeout
and shall close the CBTS using duration-based closure if a valid PHY -frame header is received during
the timeout or shall close the CBTS when the timeout has expired if no preamble is detected. If a
subsequent PHY-frame header error occurs during the timeout period, the node shall act according to
case 1 below.

Table 8-8 — Timeout setting for error conditions in CBTS without INUSE

Case Error condition Timeout setting
1 PHY -frame header error DEFAULT_TBFFSS_TIMEOUT
(see clause 8.4) from frame start

2 Collision is inferred (see clause 8.3.3.4.9) DEFAULT_ERR_CWOI_TIMEOUT
(see clause 8.4) from expected ACK start

3 PR signal detected, but no frame detection | DEFAULT_ERR_CWOI_TIMEOUT from
occurred CBTS start

When there is no PR signal and no frame is detected, the node shall infer that the medium is idle and
shall not close the CBTS until one of the following occurs:

1) A frame is detected — the node shall close the CBTS according to the rules specified above.

2) The node starts transmitting a frame — the node shall close the CBTS according to the rules
specified above.

3) The CBTXOP has ended — the node shall close the CBTS.
In the case that a node closes a CBTS due to a timeout (TRrTscTs-TIMEOUT,
DEFAULT_TBFFSS_TIMEOUT, or DEFAULT_ERR_CWOI_TIMEOUT), the node shall not

transmit Priority Resolution signals during the priority resolution period in the following CBTS and
shall assume MAO priority won the priority resolution.

8.3.3.4.6 Use of CBTS with no PR signals

If PR signals are not required by the MAP, the CW shall start right after the INUSE slot, if INUSE
signal is required, as described in Figure 8-22, or at the beginning of the CBTS if INUSE signal is
not required.

When PR signals are not required, all nodes that are allowed to contend in the CBTS may compete
for transmission in the CW.
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Figure 8-22 — Example of transmission in a CBTS with no PR signals
(INUSE signal is used, RTS/CTS is not used)
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If INUSE signal is not required and RTS/CTS protocol is used, the node shall follow the rules
described in clause 8.3.3.4.4. The CBTS shall be closed using the rules defined in clause 8.3.3.4.5.

8.3.3.4.7 Use of INUSE signal in CBTS

The domain master shall assign INUSE signal for all CBTS in a STXOP that contains one or more
CFTS and for all CBTS in a CBTXOP that contains CBTS assigned in the MAP with different user
priorities, or with different set of contending nodes, or with different use of PR signals.

The domain master shall not assign INUSE signal for CBTS of a CBTXOP containing only CBTS
with same attributes describing user priorities, set of contending nodes, and use of PR signals.

8.3.3.4.8 Use of CBTS for node registration

An RCBTS, which is a type of CBTS that is identified using the special TXOP descriptor in the MAP
as defined in clause 8.8.4.2, shall be used for registration purposes only.

Any CBTS can be used for registration if it is allowed by the domain master, as specified in the MAP
(see clause 8.8.4.1.5). The registering node shall send its registration messages (see clause 8.6.1.1.4)
using MA priority MA1.

NOTE - In a domain where hidden nodes are expected, the domain master should allocate CFTXOPs or

CBTXOPs for registration of new nodes. Usage of RCBTS, or usage of CBTS in a STXOP that contains one
or more CFTSs or contains CBTSs with different attributes, for registration of new nodes, is not recommended.

8.3.3.4.9 Collision inference

A node that has transmitted a frame sequence in a CBTS shall infer a collision if it has indicated that
acknowledgement is required for the transmitted frame and any of the following cases occurs:

1) None of the expected acknowledgement frames (ACK or Mc-ACK) were received.

2) All of the expected acknowledgement frames (ACK or Mc-ACK) were received but they all
indicate that all segments in all frames of the frame sequence were received in error (indicated
by the BAD_BURST field in clause 7.1.2.3.2.3.7 of [ITU-T G.9960]).

3) Only some of the acknowledgement frames (Mc-ACK) were received, but they all indicate
that all segments in all frames of the frame sequence were received in error.

8.3.3.5 Enhanced frame detection (EFD) STXOP

An STXOP may be assigned by the domain master as an EFD STXOP only if this STXOP requires
tracking of the grid of TS (i.e., contains CFTSs, a mixture of CFTSs and CBTSs or a mixture of
CBTSs of different attributes — see clause 8.3.3). The size of a TS within an EFD STXOP shall be
2xXTS_DURATION (see clause 8.4).

A node that intends to transmit in a CFTS within an EFD STXOP shall transmit an INUSE signal
within a time window of TX_ON from the beginning of the TS before any other transmission in
the TS. The frame following the INUSE signal shall be transmitted within a time window of TX_ON
starting TS_DURATION microseconds from the beginning of the TS.

A node that intends to contend for transmission in a CBTS within an EFD STXOP shall transmit an
additional INUSE signal within a time window of TX_ON from the beginning of the TS, before any
other transmission in the TS, which already starts with an INUSE signal (i.e., two INUSE signals are
transmitted). The node shall transmit the second INUSE signal within a time window of TX_ON
starting TS_DURATION microseconds after the start of the TS.

Nodes sharing an EFD STXOP shall consider a CFTS as used when either the INUSE signal or a
frame transmission (frame preamble) is detected.

Nodes sharing an EFD STXOP shall consider a CBTS as used when at least one of the two INUSE
signals at the beginning of the TS is detected. It shall then follow the rules in clause 8.3.3.4.5 to close
the CBTS.
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A node that had detected an INUSE signal in a CFTS within an EFD STXOP but has not detected the
frame transmission after, shall infer that it has lost synchronization with the TS grid and shall act as
described in clause 8.3.3.6.

8.3.3.6 TS grid synchronization loss and recovery

8.3.3.6.1 TS grid synchronization loss detection
A node shall infer it has lost synchronization with the TS grid of a STXOP in the following cases:

Table 8-9 — Error conditions used to infer TS grid synchronization loss

Error condition Applicable TS
Invalid PHY -frame header CFTSs and duration-based CBTSs
Inferring a collision (see clause 8.3.3.4.9) Duration-based CBTSs
No frame detection after INUSE was detected 1) Duration-Based CBTS with INUSE

2) Timeout-Based CBTS with INUSE
counted from frame sequence start

3) CFTS in an enhanced frame detection
(EFD) STXOP
No frame detection after PRS was detected Duration-based CBTS without INUSE

CURRTS (see clause 7.1.2.3.2.2 of [ITU-T G.9960]) in All types of TSs
the received PHY -frame header differs from the node's
view of the current TS identity

A node that has inferred loss of synchronization with the TS grid within a CBTXOP that does not
require INUSE signal shall follow the CBTS closure rules described in clause 8.3.3.4.5.3. In all other
cases, a node that has inferred loss of synchronization with the TS grid shall refrain from transmission
until it resynchronizes with the TS grid as described in clause 8.3.3.6.2 if resynchronization with the
TS grid is required or until the end of the STXOP. The domain master shall indicate whether to
attempt resynchronization with the TS grid via the TXOP attributes extension data
(see clause 8.8.4.1.1).

8.3.3.6.2 TS grid synchronization recovery

Upon reception of a valid PHY-frame header a node shall first resynchronize with the TS grid timing
by setting Thase as described in clause 8.3.3.1 and then:

. if a sequential TS assignment rule is used, the node shall resynchronize with the TS grid
identity using the CURRTS field of the received PHY-frame header;
. If a line activity dependent TS assignment rule is used, the node should try to resynchronize

with the TS grid identity using the CURRTS field of the received PHY-frame header. If
synchronization cannot be recovered, the node shall refrain from transmission for the
remainder of the STXOP.

8.3.3.7 Silent TXOPor TS

A TXOP or TS of this type prohibits transmission by all nodes within the domain. A silent TXOP or
TS shall be identified in the MAP message as described in clause 8.8.4.2.

NOTE — Example uses of this type of TXOP or TS might be coexistence with legacy devices, coordination
with neighbouring networks, and interference or noise measurement.

8.3.4 Medium access in CFTXOPs

Each CFTXOP may be assigned to:
. A single source node and a minimum user priority identified by the tuple (SID, PRI); or
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. a data connection that a single source node originates, identified by the tuple (SID,
FLOW_ID); or

. a single source node, a single destination node and a minimum user priority identified by the
tuple (SID, DID, PRI).

If the CFTXOP is assigned to a certain data connection identified by the tuple (SID, FLOW_ID) only
traffic of that data connection and management connection corresponding to the same destination
node may be sent using this CFTXOP.

If the CFTXOP is assigned to a source node with a certain user priority identified by the tuple (SID,
PRI), only MPDUs with equal or higher MPDU priority may be sent by that node using this CFTXOP.

If the CFTXOP is assigned to a source node, a destination node and a certain user priority identified
by the tuple (SID, DID, PRI), only MPDUs with equal or higher MPDU priority addressed to that
destination node may be sent using this CFTXOP.

Only the assigned node may start a frame sequence within that CFTXOP. Other nodes may transmit
within the same CFTXOP if their transmission is part of the same frame sequence (e.g., bidirectional
transmission). When Imm-ACK or Mc-ACK is requested, each receiver that is requested to
acknowledge shall send its acknowledgement within that CFTXOP.

A node associated with a CFTXOP may transmit one or more frame sequences in its assigned
CFTXOP. A frame sequence transmission may start at any time within the CFTXOP, but shall be
complete, including Imm-ACK or Mc-ACK, if requested, before the end of that CFTXOP.

NOTE - Receivers should use carrier sensing to detect the start of the transmitted frames within a CFTXOP.

8.3.5 Transmission using PHY frame bursting

The PHY frame bursting is a type of transmission when several PHY frames that are part of the same
burst are transmitted in succession without relinquishing the medium. A single ACK frame shall
acknowledge the status of the LPDUs in all the frames of the burst, if required. Each of the PHY
frames in the burst shall be separated from each other by a gap called the burst inter-frame gap
(BIFG). The ACK frame shall be separated from the burst by a gap called the ACK inter-frame gap
(AIFG). The duration of AIFG (Tairc) and BIFG (Tgirs) are defined in clause 8.4.

If the transmitter has no knowledge of the 'receiver specific' AIFG (see clauses 8.6.1.1.4.1
and 8.6.4.3.1) or if the last frame of the PHY frame burst includes less than MIN_SYM_VAR_AIFG
symbols, the gap between the frame and the following Imm-ACK shall be Tairc-p (see clause 8.4),
otherwise the gap shall be Tairc. The parameter MIN_SYM_VAR_AIFG is defined in clause 8.4, for
each media. The transmitter indicates usage of either Tairc or Tarc-p by using the AIFG_IND bit in
the PHY -frame header (see clause 7.1.2.3.2.2.16 of [ITU-T G.9960]).

The source node shall include at least MIN_SYM_VAR_AIFG symbols in each PHY frame within a
PHY frame burst except for the last frame in the burst. In case the source node does not have enough
symbols to fulfil this condition, it shall terminate the burst by setting the BEF field to one.

Figure 8-23 shows an example of PHY frame bursting with three PHY frames in a burst.

BRSTCnt=0 BRSTCnt =1 BRSTCnt =2
BEF=0 BEF =0 BEF=1
MSG MSG MSG
HDR Payload HDR Payload HDR Payload ACK
BIFG BIFG AIFG

G.9961(10)_F8-23

Figure 8-23 — Example of PHY frame transmission with bursting and Imm-ACK
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The BRSTCnt is set to zero on the first PHY frame in the burst and is incremented by one on each
subsequent PHY frame in the burst. The third PHY frame in the burst has the burst end flag (BEF)
field of the PHY-frame header set to one to indicate that it is the last PHY frame in the burst. The
ACK frame contains acknowledgement information for all three PHY frames.

Rules for setting BEF and BRSTCnt are described in clauses 7.1.2.3.2.2.15 and 7.1.2.3.2.2.14 of
[ITU-T G.9960], respectively.

PHY frame bursting shall be limited to four PHY frames in a burst.

When using PHY frame bursting mechanism, the PHY frame burst shall be considered as a single
PHY frame for the purpose of filling the RPRQ field of the PHY frames composing the burst
(see Table 7-15). The RPRQ field of all the individual PHY frames of the burst shall be set to the
same value.

When the destination node receives a PHY frame with BEF set to zero, it shall not transmit an ACK
and shall store the corresponding ACK information. This process continues until a PHY frame with
BEF = 1 is received, which is the last frame of the burst. Upon receiving the last PHY frame in the
burst, the receiver shall transmit an ACK frame, acknowledging all PHY frames belonging to that
burst.

The PHY frame bursting can be used both in CFTXOP and STXOP. When PHY frame bursting is
used ina STXOP, all nodes that are sharing the STXOP shall determine the end of the frame sequence,
including frames of the burst and the ACK, and further track the TS grid in the same way as in the
case of a non-bursted PHY frame transmission. The maximum duration of the PHY frame burst shall
not exceed the maximum PHY frame duration allowed for a transmission of a non-bursted frame
sequence ina TXOP or TS, determined by the parameter MAX_TS_Length and indicated in the MAP.
The TS used for burst transmission shall be closed using the same rules as for non-bursted
transmission, using the duration of the whole burst (from the start of the first frame to the end of the
last frame) as if it were a duration of a single MSG frame in non-bursted transmission. The end of the
last frame in the burst is indicated in the header of the last frame (with BEF=1).

If the node misses a PHY frame in the burst, it shall wait for the last frame in the burst (with BEF=1).
If the last frame is not detected prior to the expiration of the maximum allowed PHY frame duration
of a non-bursted transmission, the node shall consider the duration of the burst unknown and the
receiving node shall not transmit the ACK frame. If the last frame (BEF=1) is detected prior to the
expiration of the maximum allowed PHY frame duration of a non-bursted transmission, the receiving
node shall send the ACK frame. In both cases the TS shall be closed as described above. The loss of
TS grid synchronization, if detected, shall be recovered as defined in clause 8.3.3.6.

NOTE 1 — The transmitter of a PHY frame burst needs to ensure that the total number of LPDUs transmitted
in all PHY frames of the burst is consistent with the flow control information provided by the receiver
(see clause 8.12.4).

All PHY frames in a burst shall only contain LPDUs belonging to a single data connection and a
single management connection.

NOTE 2 — PHY frame bursting improves the medium access efficiency by combining multiple PHY frame
transmissions into a single PHY frame sequence with smaller inter-frame gaps and a single acknowledgment.
For example, a transmitter can send up to four frames in a single PHY frame burst, with each frame sent in a
different BAT region as shown in Figure 7-11.1, instead of sending separate PHY frames with larger
inter-frame gap.

8.3.6  Scheduled inactivity

A node is said to be in inactive state if it is not ready to receive any PHY frames, and is not engaged
in serving traffic. Otherwise, a node is said to be in active state. The continuoustime that a node
remains in active state is denoted as active period. The continuoustime that a node remains in inactive
state is denoted as inactive period.

Rec. ITU-T G.9961 (07/2015) 43


http://handle.itu.int/11.1002/1000/12400

A node in inactive state does not serve any traffic; hence the domain master should not assign any
dedicated resource (for example, CFTSs or CFTXOPs) to this node. However, a node in inactive state
may still transmit in a TXOP or TS in which it is allowed to transmit as specified in the MAP
(see clause 8.8.4). If a node in inactive state transmits requesting acknowledgement, it shall be ready
to receive possible ACK frames from the destination node. The destination node is allowed to
acknowledge transmissions from a node in inactive state. Other than this case nodes shall not transmit
to a node in inactive state. A node that has traffic to send to an inactive node may request the DM the
activation of that node if the inactive node is in L3 mode (see clause 8.21.4).

Using scheduled inactivity, the domain master can schedule for any node one or more inactive
periods. Active and inactive periods for all nodes are ultimately determined by the domain master
and broadcast to all nodes of the domain via the MAP. A node can use this feature to implement
power saving strategies.

8.3.6.1  Scheduled inactivity over multiple MAC cycles

Using this mechanism, a node can stay in inactive state over multiple MAC cycles. Each inactive
period starts at the beginning of the MAC cycle, and stops at the end of the same or one of the
subsequent MAC cycles. During an inactive period, a node is not required to receive MAP frames
and decode MAPs. This feature may be used for low-power mode (L2 — see clause 8.21.3), or standby
mode (L3 — see clause 8.21.4).

8.3.6.1.1 Long inactivity scheduling

A node may request the domain master for inactivity scheduling for multiple MAC cycles by sending
an IAS_Longlnactivity.req message. The node may request two types of long inactivity scheduling:
If the node wants this schedule to be effective only once, it indicates the requested duration of the
inactive period. If the node wants this schedule to be effective more than once, it indicates the
requested duration of the inactive period and the requested duration of the active period that follows
the inactive period. The sum of both periods is called a sleep cycle. In this case the specified inactive
period followed by the active period will repeat until it is cancelled or changed by the domain master.

A default sleep cycle and an indication of the beginning of the next default sleep cycle shall be
published by the DM through the power saving update auxiliary information field of the MAP. Nodes
sending a Long Inactivity request should align their requests to this default sleep cycle.

The domain master, if the request is accepted, shall announce the inactivity schedule as proposed by
the receiver. The start time and duration of the inactive period and the duration of the following active
period (if applicable) for a long inactivity schedule shall be transmitted in the auxiliary information
field of the MAP message. The domain master may use the validity counter-based update
(AUX_VALID = 3-7 and MadificationFlag = 1) or the immediate update (ModificationFlag = 0) for
long inactivity scheduling announcement (see clause 8.8.5).

All nodes shall track the inactivity scheduling using the domain master transmit clock which is
distributed via the MAP message.

A node that is scheduled to enter inactive state shall be able to receive frames transmitted 100 us
before the beginning of the inactive state and shall finish the current frame sequence exchange before
entering inactive state.

The node that requested an inactivity schedule may transition into the inactive state as instructed in
the MAP. If the MAP does not include the inactivity schedule within 100 ms after the request was
sent, the node may repeat the request 200 ms after it transmitted the last request.

During the inactive period, a node is not required to decode the MAP. After the inactive period ends,
the node shall transition back into the active state. The duration of any inactive period shall be larger
than or equal to a MAC cycle and shall not exceed the re-registration period except for the case of
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standby mode (L3), where the inactive period is unlimited. After the current schedule expires, a node
may request another inactivity schedule.

The domain master, if the request is rejected, shall indicate why the request for inactivity is denied
with a reason by sending the IAS_Longlnactivity.cnf message. The node that received an inactivity
denial shall act based on the ReasonCode.

A node can request to change the current inactivity schedule by sending another inactivity schedule,
or cancel the current inactivity schedule by sending IAS_Longlnactivity.req with LIS_TYPE =2
while it is in active period. The domain master may terminate or change the current inactivity
scheduling any time by sending different inactivity schedules.

The format of the MMPL of the IAS_Longlnactivity.req and IAS_Longlnactivity.cnf messages shall
be as shown in Table 8-10 and Table 8-11, respectively.

Table 8-10 — Format of the MMPL of the IAS_Longlnactivity.req message

Field Octet Bits Description

LIS_TYPE 0 [2:0] Proposed type of long inactivity scheduling

0: inactivity schedule is valid only once. In this
case LIS ACT_DUR shall be set to zero.

1: inactivity schedule repeats itself. In this case
the inactivity schedule is valid until it is
cancelled or changed.

2: inactivity schedule is cancelled by the node.
In this case LIST_INACT_DUR and
LIST_ACT_DUR shall be set to zero.

Other values are reserved by ITU-T.
Reserved [7:3] Reserved by ITU-T (Note)

LIS _INACT_DUR land 2 [15:0] Requested duration of the inactive period,
expressed in units of 1/16™ of the MAC CYCLE
duration, represented as a 16-bit unsigned
integer. This value shall be larger than or equal
to the length of one MAC cycle or set to zero.
The reserved value FFFF is used to indicate an
unlimited inactive period. (L3 mode).

LIS ACT DUR 3and 4 [15:0] Requested duration of the active period that
immediately follows the inactivity period
specified by LIS_INACT_DUR, expressed in
units of 1/16"™ of the MAC CYCLE duration,
represented as a 16-bit unsigned integer. This
value shall be larger than or equal to the length
of one MAC cycle or set to zero.

NOTE — Bits that are reserved by ITU-T shall be set to zero by the transmitter and ignored by the receiver.
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Table 8-11 — Format of the MMPL of the IAS_Longlnactivity.cnf message

Field Octet Bits Description

ReasonCode 0 [3:0] Reason why inactivity is denied (Note 1)
0000 = no reason specified

0001 = proposed inactivity period is too long
0010 = proposed inactivity period is too short

0011 = proposed inactivity rejected due to unsolvable
scheduling issues

0100 = proposed inactivity rejected due to scheduling
issues being solved. Retry is allowed

0101 = proposed inactivity rejected due to unsolvable
topology issues

0110 = proposed inactivity rejected due to topology
issues being solved. Retry is allowed.

Reserved [7:4] Reserved by ITU-T (Note 2)

NOTE 1 — Definition of other ReasonCodes is for further study.

NOTE 2 — Bits that are reserved by ITU-T shall be set to zero by the transmitter and ignored by the
receiver.

A node that needs to transmit to another node of the domain that is in standby mode L3 (Long
Inactivity Scheduling) may request the DM to instruct the node in L3 to leave L3 state. For this, the
requesting node shall send the message LP_RequestWakeUp.req to the DM (see clause 8.21.4).

The format of the MMPL of the LP_RequestWakeUp.req message shall be as shown in Table 8-11.1.

Table 8-11.1 — Format of the MMPL of the LP_RequestWakeUp.req message

Field Octet Bits Description
NumNodesWakeUp 0 [7:0] Indicates the number of nodes (k) that are being
requested to leave L3 power saving mode
WakeUpRequest[0] 1 [7:0] DevicelD of the first node that is requested to leave

L3 power saving mode.

WakeUpRequest[k-1] k [7:0] DevicelD of the last node that is requested to leave
L3 power saving mode.

8.3.6.2  Scheduled inactivity in a single MAC cycle

Using this mechanism, a node may switch between active and inactive states during periods of time
shorter than a MAC cycle. Regardless of the start and stop times of the inactivity periods, a node shall
listen to the MAP message. This feature may be used for reduced-power mode (L1).

8.3.6.2.1 Short inactivity scheduling

A node may request the domain master for an inactivity scheduling for a fraction of a MAC cycle by
sending an IAS_Shortlnactivity.req message. This message defines the inactive periods within a
MAC cycle. The node may request two types of short inactivity scheduling: valid once or valid until
cancelled or changed.

The domain master, if the request is accepted, shall announce the inactivity scheduling as proposed
by the receiver. The inactive and active portions of the MAC cycle for a short inactivity schedule
shall be transmitted in the auxiliary information field of the MAP message (see clause 8.8.5.4). The
domain master may use the validity counter-based update (AUX VALID = 3-7 and
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ModificationFlag = 1) or the immediate update (ModificationFlag = 0) for short inactivity scheduling
announcement (see clause 8.8.5).

The node that requested inactivity may transition into the inactive state as instructed in the MAP. If
the MAP does not include the inactivity schedule within 100 ms after the request was sent, the node
may repeat the request 200 ms after it transmitted the last request.

The domain master, if the request is rejected, shall indicate why the request for inactivity is denied
with a reason by sending the IAS_ShortInactivity.cnf message. The node that received an inactivity
denial shall act based on the ReasonCode.

Nodes in short inactivity scheduling shall be able to decode the MAP at every MAC cycle. The DM
shall schedule MAP transmission(s) and inactivity schedules in a way that ensures that each node can
receive MAP(s) during its active portion of the MAC cycle.

A node can change the current inactivity schedule by sending another IAS_ShortInactivity.req while
it is in active state. The domain master can terminate or change the current inactivity scheduling any
time by sending different inactivity schedules.

The format of the MMPL of the IAS_ShortInactivity.req and IAS_ShortInactivity.cnf messages shall
be as shown in Table 8-12 and Table 8-13, respectively.

Table 8-12 — Format of the MMPL of the IAS_Shortlnactivity.req message

Field Octet Bits Description

SIS_TYPE 0 [2:0] Proposed type of short inactivity scheduling

0: inactivity schedule is valid only once.

1: inactivity schedule repeats itself. In this case the inactivity
schedule is valid until it is cancelled or changed.

2: inactivity schedule is cancelled by the node. In this case
SIS_IND shall be set to zero.

Other values are reserved by ITU-T.

Reserved [7:3] Reserved by ITU-T (Note)

SIS_IND land?2 [15:0] Requested indication of one or more inactive periods within
a MAC cycle represented, as a 16-bit unsigned integer. 16-bit
map is used to represent inactive periods. The bit0 (LSB) and
bitl5 (MSB) correspond to the first and last 1/16-th portions
of a MAC cycle, respectively. A bit corresponding to each
portion shall be set to one if the node is active during that
time, and set to zero otherwise.

NOTE — Bits that are reserved by ITU-T shall be set to zero by the transmitter and ignored by the receiver.
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Table 8-13 — Format of the MMPL of the IAS_Shortlnactivity.cnf message

Field Octet Bits Description

ReasonCode 0 [3:0] Reason why inactivity is denied (Note 1)
0000 = no reason specified

0001 = proposed inactivity period is too long
0010 = proposed inactivity period is too short

0011 = proposed inactivity rejected due to unsolvable
scheduling issues

0100 = proposed inactivity rejected due to scheduling issues
being solved. Retry is allowed.
Reserved [7:4] Reserved by ITU-T (Note 2)

NOTE 1 — Definition of other ReasonCodes is for further study.

NOTE 2 — Bits that are reserved by ITU-T shall be set to zero by the transmitter and ignored by the
receiver.

8.3.7 Bidirectional transmissions

Bidirectional transmissions between two nodes may be used to improve throughput and minimize
latency of a traffic that is bidirectional in nature, such as TCP traffic with acknowledgements. The
defined bidirectional mechanism is only applicable to nodes communicating directly (i.e., not via a
relay node).

In case of bidirectional transmission, a node originating (sourcing) the bidirectional traffic and the
destination node exchange special frames: a bidirectional message (BMSG) frame and a bidirectional
acknowledgement (BACK) frame. Both BMSG and BACK carry data, and in the case of
acknowledged transmissions, also an acknowledgement on the recently received frame.

If using acknowledged bidirectional transmission, the BMSG PHY frames shall use the format
described in Tables 7-47 and 7-53 of [ITU-T G.9960], and the BACK PHY frames shall use the
format described in Tables 7-48 and 7-54 of [ITU-T G.9960], in which the PHY frame header contains
2xPHYH information bits (EHI bit, in the PHY frame header, is set to one, see clause 7.1.2.3.1.7 of
[ITU-T G.9960]). If using unacknowledged bidirectional transmission, the BMSG and BACK PHY
frames shall use the format described in Tables 7-43 and 7-45 of [ITU-T G.9960], respectively, in
which the PHY frame header contains PHYw information bits (EHI bit in the PHY frame header is
set to zero).

An exchange of BMSG and BACK frames forms a bidirectional frame sequence that shall last strictly
inside the boundaries of the particular TXOP or TS assigned in the MAP for the node sourcing the
bidirectional transmission, see Figure 8-24. With an acknowledged bidirectional transmission, a
destination node may request for delayed acknowledgement (RPRQ field set to 10) when answering
with a BACK frame to a BMSG frame indicating the closure of the bidirectional transmission
(i.e., case 4-b below). In all other cases, only immediate acknowledgement is allowed (the valid
values of RPRQ field are 00 and 01 only).

NOTE — Using delayed acknowledgement for the last BACK frame allows termination of the bi-directional
transmission with a BACK frame, improving TCP efficiency.

A bidirectional transmission may be initiated by either a source node or a destination node using one
of the following methods:

. A destination node, in case of acknowledged transmission, transmits to the source node, in
response to a MSG frame requesting immediate acknowledgement, an ACK frame with the
BTXRAQ bit set to one;

. A destination node, in case of un-acknowledged transmission, transmits to the source node a
MSG frame with BTXRQ bit set to one;
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. A source node transmits to the destination node a BMSG frame with the BTXGL field set to
a non-zero value.

If a source node requested by a destination node to initiate bidirectional transmission accepts the
request, it shall indicate that the request is granted and shall initiate bidirectional transmission by
transmitting a BMSG frame with the BTXGL field set to a non-zero value. A source node requested
to initiate bidirectional transmission may decline the request. In this case it indicates that the
bidirectional transmission request is declined by continuing to send MSG frames to the requesting
node, instead of BMSG frames.

A source node may initiate bidirectional transmission autonomously, without a request from the
destination node by transmitting a BMSG frame with the BTXGL field set to a non-zero value.

The acknowledgement information in a BMSG frame that initiates a bidirectional transmission shall
be conveyed according to the following rules:

. If the recent MSG frames including the last MSG frame received from the destination node
were already acknowledged, the acknowledgement information of the BMSG frame may
either repeat the last acknowledgement information sent for this connection or disable the
acknowledgement information by setting the CONNECTION_ID to 255 and MNMTP to 0
in the ACKDATA_BM as described in clause 7.1.2.3.2.3.9.1.4 of [ITU-T G.9960];

. If the last MSG frame for the connection received from the destination node was not
acknowledged and an acknowledgement is required for the connection, the BMSG frame
shall include acknowledgement information on the recent MSG frames including the last
MSG frame received from the destination node.

A source node may at any time terminate bidirectional transmission and re-start it again. The
destination node may indicate to the source node when the bidirectional transmission may be stopped,
while the decision is up to the source node.

Once bidirectional transmission is initiated by the sourcing node, the following procedure shall be
used for bidirectional transmission:

1) A destination node responds to the BMSG frame that initiates bidirectional transmission by
transmitting a BACK frame that contains data in the payload intended for the source node. If
the source node requested acknowledgement the BACK frame additionally contains
acknowledgement information for data previously transmitted by the source node. In the
BTXRL field of the frame header the destination node indicates the requested duration of the
next BACK frame it expects to transmit.

2) The source node, in response to the received BACK frame, transmits a BMSG frame
indicating the granted maximum duration of the next BACK frame in the BTXGL field of
the PHY-frame header.

3) The destination node, in response to the BMSG frame, transmits a BACK frame, continuing
the exchange between the communicating nodes. The duration (see clause 7.1.2.3.2.10.1 of
[ITU-T G.9960]) of the BACK frame shall not exceed the granted duration.

4) The source node may terminate the bidirectional transmission by one of the following
methods:

a) By setting BTXGL =0 in any of the BMSG frames. In case BTXGL = 0 in the received
BMSG frame and the RPRQ field indicates request for immediate acknowledgement, the
destination node shall respond by an Imm-ACK frame.

b) By setting BTXEF = 1 and BTXGL # 0 in any of the BMSG frames. In this case, as
BTXGL # 0, the destination node may send a BACK frame prior to the termination of
bidirectional transmission.
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c) By sending an Imm-ACK frame, in case of acknowledged transmission, instead
of BMSG frame. Previous BMSG frames in the frame sequence shall all carry
BTXEF =0.

5) The destination node may indicate that bidirectional transmission is not further needed
(advice for termination of bidirectional transmission) by setting the BTXRL =0 in the BACK
frame. In response, the source node may terminate bidirectional transmission using any of
three methods described above.

Request to Request to

Start of start stop

bidirectional bidirectional bidirectional
transmission transmission transmission

I I

' Q Q Q Q '

nodeA ! BrxeL>0 = S 3 S I
I - = = _ |

(source) | ACK =0 @ m BTXGL>0 2 m BTXGL=0 (o |

N L

1| BMSG = < [Bmse 2 < | BMSG 2 |

nodeB | BACK BACK Imm-ACK| |

(destination) | BTXRL >0 BTXRL=0 |

| |
| |
Response Response End of
suggesting to suggesting to bidirectional
continue stop transmission
bidirectional bidirectional

transmission

transmission

G.9961(10)_F8-24

Figure 8-24 — Example of bidirectional transmission (invited by the originating node)

NOTE — Figure 8-24 presents a case when the destination node suggests to terminate bidirectional transmission
and the source node requests that termination shall be done by the destination node (the destination node sends
Imm-ACK). The source node may also terminate the bidirectional transmission itself by sending Imm-ACK
instead on the last BMSG frame with the BTXGL field set to zero.

The maximum duration of a BACK frame is determined by the source node in the BTXGL field of
the PHY-frame header. The destination node only indicates the desired duration of BACK frame in
the BTXRL field of the PHY-frame header of the previous BACK frame, but the final decision on
the BACK frame duration limit (including the following IFG) is done by the source node. If a
destination node indicates in the RPRQ field that Imm-ACK is requested, the source node shall set
the maximum granted length for BACK transmission so that there is sufficient time for the source
node to transmit an Imm-ACK frame at the end of the transmission sequence (in response to the last
BACK frame).

A responding BACK frame shall be transmitted Temzsairc after the BMSG frame, and the responding
BMSG frame shall be transmitted Teazemirc after the BACK frame. The Imm-ACK frame shall be
transmitted Tairc after the BMSG frame or after the BACK frame, respectively. In all of the following
frame sequences:

. BMSG followed by a BACK;
. BACK followed by a BMSG;
. BMSG followed by an Imm-ACK;
. BACK followed by an Imm-ACK.

If the transmitter of the first frame has no knowledge of the 'receiver specific' AIFG
(see clause 8.6.1.1.4.1 and clause 8.6.4.3.1) or if the first frame in any of the above frame sequences
includes less than MIN_SYM_VAR_AIFG symbols, the gap between this frame and the following
frame shall be Tairep (see clause 8.4), otherwise the gap shall be Tarc. The parameter
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MIN_SYM_VAR_AIFG is defined in clause 8.4, for each media. The transmitter indicates usage of
either Tairg or Taire-p by using the AIFG_IND bit in the PHY-frame header (see clause 7.1.2.3.2.2.16
of [ITU-T G.9960]).

Bidirectional transmission can be used in CFTXOP, STXOP, and CBTXOP. The source node shall
ensure that the total duration of the bidirectional frame sequence does not violate the boundaries of
the TXOP or the maximum allowed duration of the TS. Particularly:

— if bidirectional transmission is established in a CFTXOP, the last frame in the sequence shall
end at least Tirc_min before the end of the CFTXOP;

— if bidirectional transmission is established in a CFTS or in a CBTS, the last frame in the
sequence shall end at least Tirc_ min before the end of the Max_TS_Length assigned in the
MAP for the TS and at least Tirc_min before the end of the TXOP where this TS is defined.

Both the BMSG frame and the BACK frame may be sent as bursts of frames. The format of burst
transmission and associated rules shall be as defined in clause 8.3.5 (all frames in a burst shall be of
BMSG type or of BACK type). In case of acknowledged transmission, the acknowledgement
information in the BACK and BMSG frame header shall use the format described in clause 8.3.5. All
BMSG (or BACK) frames of the same burst shall carry the same acknowledgement information.

Both BMSG and BACK frames indicate their duration in the Duration field of the PHY-frame header
as defined in clause 7.1.2.1 of [ITU-T G.9960]. For virtual carrier sense, the end of the bidirectional
transmission frame sequence shall be calculated based on the duration of the last BMSG frame sent
by the source node and the values of BTXEF, BTXGL and RPRQ depending on how the bidirectional
transmission is terminated. When the bidirectional transmission is terminated with a BMSG frame
with BTXEF =1 and BTXGL # 0, the total duration of the frame sequence shall include this BTXGL
value, regardless of the actual duration of the last BACK frame.

Nodes detecting a bidirectional transmission shall stay silent until the end of the bidirectional
transmission sequence or until the expiration of the Max_TS_ Length of the corresponding TS,
whichever comes first.

Bidirectional transmission is not allowed when RTS/CTS is used.

8.3.8 Extended acknowledgements

Extended acknowledgements between two nodes may be used to improve throughput and reduce
unnecessary retransmissions due to the lack of sufficient number of bits in the regular
acknowledgement frame.

The BMSG frame is used by a source node to indicate to the destination node that it supports reception
of an extended acknowledgement. The destination node that supports an extended acknowledgement
can choose one of the following options on a per frame basis depending on its specific requirement:

1) It can send a regular acknowledgement.
2) It can send an extended acknowledgement.
3) In case of bidirectional transmissions, it can send a BACK frame, if it has additional data to

transmit and does not need to send an extended acknowledgement.

A source node can offer a destination node this choice by sending a BMSG frame with the BTXEF
set to one, EXTACKGR bit set to one and BTXGL set to a non-zero value in any of the BMSG
frames. In this case, as BTXGL # 0, the destination node may send a BACK frame, a regular ACK
frame or an extended ACK frame that fits within the granted time duration by the source node. The
BTXGL shall at least include time for the destination node to send an extended ACK. Specifically,
the destination node's response to the BMSG shall be as shown in Table 8-13.1:
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Table 8-13.1 — Extended acknowledgement settings

BTXEF BTXGL Frame transmitted by the destination
node
2 symbols for destination node ACK or EACK
>2 symbols for destination node ACK or EACK or BACK (Note 1)

NOTE 1 — This row applies to bidirectional transmissions.

The BMSG PHY frames shall use the format described in Tables 7-47 and 7-53 of [ITU-T G.9960],
and the BACK PHY frames shall use the format described in Tables 7-48 and 7-54 of
[ITU-T G.9960], in which the PHY frame header contains 2xPHYw information bits (EHI bit, in the
PHY frame header, is set to one, see clause 7.1.2.3.1.7 of [ITU-T G.9960]).

The extended ACK frames shall use the format described in Table 7-54.1 of [ITU-T G.9960], in
which the PHY frame header contains 2xPHY w information bits (EHI bit, in the PHY frame header,
IS set to one, see clause 7.1.2.3.1.7 of [ITU-T G.9960]).

An exchange of BMSG and BACK/ACK/extended ACK frames forms a bidirectional frame sequence
that shall last strictly inside the boundaries of the particular TXOP or TS assigned in the MAP for the
node sourcing the bidirectional transmission. When using an extended acknowledgement, only
immediate acknowledgement is allowed (the valid values of RPRQ field are 00 and 01 only).

An extended acknowledgement may be initiated by either a source node or a destination node using
one of the following methods:

. A destination node transmits to the source node, in response to a MSG frame requesting
immediate acknowledgement, an ACK frame with the EXTACKRQ bit set to one;
. A source node transmits to the destination node a BMSG frame with the BTXGL field set to

a non-zero value, BTXEF bit set to one and EXTACKGR bit set to one.

If a source node requested by a destination node to initiate extended acknowledgements accepts the
request, it shall indicate that the request is granted and shall initiate bidirectional transmission by
transmitting a BMSG frame that initiates extended acknowledgements. Alternatively, the source node
requested to initiate extended acknowledgement may decline the request. In this case it indicates that
the extended acknowledgement request is declined by continuing to send BMSG frames with the
EXTACKGR set to zero, instead of the BMSG frame that initiates extended acknowledgements.

A source node may initiate extended acknowledgements autonomously, without a request from the
destination node. A source node may terminate extended acknowledgements at any time and re-start
them again. The destination node may indicate to the source node when the extended
acknowledgements may be stopped by setting the EXTACKRQ to zero, while the decision is up to
the source node.

A destination node responds to the BMSG frame that initiates extended acknowledgements by one of
the following ways:

. transmitting a BACK frame that contains data in the payload intended for the source node.
The BACK frame additionally contains acknowledgement information for data previously
transmitted by the source node. In the BTXRL field of the frame header the destination node
indicates the requested duration of the next BACK frame it expects to transmit;

. transmitting an ACK frame;

. transmitting an extended ACK frame.
The destination node may indicate that extended acknowledgement is not needed any further (advice
for termination of extended acknowledgement) by setting the BTXRL = 0 in the BACK frame or

EXTACKRQ = 0 in the ACK frame. In response, the source node may terminate extended
acknowledgement.
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The maximum duration of a BACK frame is determined by the source node in the BTXGL field of
the PHY-frame header. The destination node only indicates the desired duration of BACK frame in
the BTXRL field of the PHY-frame header of the previous BACK frame, but the final decision on
the BACK frame duration limit (including the following IFG) is done by the source node.

A responding BACK frame shall be transmitted Tewmzgairc after the BMSG frame. The Imm-ACK
frame shall be transmitted Tairc after the BMSG frame. In all of the following frame sequences:

. BMSG followed by a BACK;
. BMSG followed by an Imm-ACK.

if the transmitter of the first frame has no knowledge of the 'receiver specific' AIFG
(see clause 8.6.1.1.4.1 and clause 8.6.4.3.1) or if the first frame in any of the above frame sequences
includes less than MIN_SYM_VAR_AIFG symbols, the gap between this frame and the following
frame shall be Tarc-p (See clause 8.4), otherwise the gap shall be Tairs. The parameter
MIN_SYM_VAR_AIFG is defined in clause 8.4, for each media. The transmitter indicates usage of
either Tairg or Taire-p by using the AIFG_IND bit in the PHY -frame header (see clause 7.1.2.3.2.2.16
of [ITU-T G.9960]).

Extended acknowledgement can be used in CFTXOP, STXOP, and CBTXOP. The source node shall
ensure that the total duration of the bidirectional frame sequence does not violate the boundaries of
the TXOP or the maximum allowed duration of the TS. Particularly:

- if extended acknowledgement is used in a CFTXOP, the last frame in the sequence shall end
at least Tirc_min before the end of the CFTXOP;

— if extended acknowledgement is used ina CFTS or in a CBTS, the last frame in the sequence
shall end at least Tirc_min before the end of the Max_TS_Length assigned in the MAP for the
TS and at least Tirc_min before the end of the TXOP where this TS is defined.

When the bidirectional transmission is terminated with a BMSG frame with BTXEF = 1 and
BTXGL # 0, the total duration of the frame sequence shall include this BTXGL value, regardless of
the actual duration of the last BACK frame, acknowledgement frame or extended acknowledgement
frame.

Nodes detecting a bidirectional transmission shall stay silent until the end of the bidirectional
transmission sequence or until the expiration of the Max_TS_Length of the corresponding TS,
whichever comes first.

Extended acknowledgement is not allowed when RTS/CTS is used.

8.4 Control parameters for APC, LLC, and MAC

Table 8-14 — Parameters for APC, LLC and MAC

Medium
Parameter Description Power-line
baseband CBOSX CFgla:‘X Phoneline
(Note 2)
Tirc_miN Duration of inter frame 90 ps 29 s 29 us 55 ps
gap
CYCLE_MIN Minimum duration of | 2 AC cycles | 5ms 5ms 5ms
MAC cycle (Note 1)
CYCLE_MAX Maximum duration of | 2 AC cycles | 100 ms | 100 ms | 100 ms
MAC cycle (Note 1)
TX_ON A time window after 1ps 1ps 1ps 1ps
the start of TS during
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Table 8-14 — Parameters for APC, LLC and MAC

Parameter

Description

Medium

Power-line
baseband
(Note 2)

Coax
BB

Coax
RF

Phoneline

which a transmission
can start

TS_DURATION

Duration of time slot

35.84 s

16.64
us

16.64 us

23.04 ps

Tits

Duration of idle time
slot (ITS) composing
the contention window
(CW) in CBTS

35.84 s

16.64
us

16.64 us

23.04 ps

TaiFc-D

Default value of inter
frame gap before
Imm-ACK

122.88 s

39.68
Hs

39.68 s

74.24 ps

Taire

Range of values for
inter frame gap before
immediate
acknowledgment
(Note 4)

20.48 0
122.88 s

5.12to
39.68

us

5.12t0
39.68 s

20.48 to
74.24 ps

MIN_SYM_VAR_AIFG

The minimum number
of symbols following
the header required in a
frame to use receiver
specific Tairs, instead
of Tairc-p, as the AIFG
gap, between the frame
and the following
immediate
acknowledgment.

TreiFs

Inter frame gap
between RTS and CTS

110 us

29 ps

29 s

74 ps

Tceire

Inter frame gap
between CTS and MSG
frame

110 us

29 ps

29 us

74 ps

Tem2BAIFG

Inter frame gap
between BMSG and
BACK frame

Taire

Taire

Taire

Taire

Tea2BmIFG

Inter frame gap
between BACK and
BMSG frame

Taire

Taire

Taire

Taire

Teire

Inter frame gap
between MSG frames
in PHY frame bursting

20.48 pis

Note 3

Note 3

20.48 pis

Tmcalre

Inter frame gap
between multicast
ACK frames

20.48 pis

5.12 s

5.12 s

20.48 pis

54
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Table 8-14 — Parameters for APC, LLC and MAC

Parameter

Description

Medium

Power-line
baseband
(Note 2)

Coax
BB

Coax
RF

Phoneline

TICK

The basic MAC
resolution (at TXOP
level)

10 ns

10 ns

10 ns

10 ns

MAP_TX_SETUP_TIME

The minimum time
between the MAP and
the MAC cycle it
describes

2 ms

2ms

2ms

2ms

MAX_ARQ SLOTS

Maximum number of
Mc-ACK slots in
multicast
acknowledgment

DEFAULT_TBFFSS_TIMEOUT

Default timeout used
for closing the CBTS
in "Timeout-based
from frame sequence
start” mode

2.5 ms

2.5 ms

2.5 ms

2.5 ms

DEFAULT_TBFCS_TIMEOUT

Default timeout used
for closing the CBTS
in "Timeout-based
from CBTS start”
mode

3.5ms

2.5 ms

2.5 ms

2.5 ms

DEFAULT_ERR_CWOI_TIMEO
uT

Default timeout for
error conditions in
"CBTS without
INUSE” (see clause
8.3.3.4.5.3)

49 ms

3.61
ms

3.61 ms

4.04 ms

REG_RESP_TIME

The maximum time
within which the
domain master shall
respond to registration
request (see clause
8.6.1.1.1)

200 ms

200 ms

200 ms

200 ms

REG_RETRY_TIMEOUT

Timeout for node to
retry registration (see
clause 8.6.1.1.1)

ls

ls

1s

1s

MAX_REG_ATTEMPTS

Max registration
attempts

RES_TIMEOUT

Timeout for resigning
node to wait for
response from the
domain master (see
clause 8.6.1.1.3.1)

200 ms

200 ms

200 ms

200 ms

MAX_RES_ATTEMPTS

Max number of
resignation attempts
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Table 8-14 — Parameters for APC, LLC and MAC

Parameter

Description

Medium

Power-line
baseband
(Note 2)

Coax Coax
BB RF

Phoneline

CNM_TIMEOUT

Timeout associated
with release of
connections

200 ms

200 ms | 200 ms

200 ms

Tmest

the maximum time the
transmitter waits for
MC_GrpInfoUpdate.cn
f from the multicast
group receivers, before
it may re-transmit the
MC_GrplInfoUpdate.in
d message

100 ms

100 ms | 100 ms

100 ms

Nwmcst

Maximum number of
retransmissions of the
MC_GrpinfoUpdate.in
d message

TDM_UPDATE

The domain master
broadcasts the updated
topology information,
within this time
duration, after
receiving topology
updates.

100 ms

100 ms | 100 ms

100 ms

TN_RsP

A node replies to the
request for topology
information from the
domain master within
this time duration, after
receiving the request.

100 ms

100 ms | 100 ms

100 ms

TUPDATE_MIN

The minimum time a
node waits after
receiving message
TM_DomainRoutingC
hange.ind from the
domain master, before
it can send a
TM_ReturnDomainTo
pology.req message to
the domain master.

100 ms

100 ms | 100 ms

100 ms

INTER_MAP_RMAP_GAP

The minimum gap
between the end of a
MAP or RMAP frame
and the beginning of a
subsequent relay of this
MAP or RMAP frame.

1ms

1ms 1ms

1ms

JOIN_INTERVAL_T,

The time interval after
a node's initialization,

10s

10s 10s

10s

56 Rec. ITU-T G.9961 (07/2015)




Table 8-14 — Parameters for APC, LLC and MAC

Parameter

Description

Medium

Power-line
baseband
(Note 2)

Coax
BB

Coax
RF

Phoneline

during which the node
refrains from
transmitting and tries to
detect MAP frames or
RMAP frames
associated with the
domain that the node
intends to join.

JOIN_INTERVAL_T,

The time interval after
a node becomes DM,
during which the node
refrains from
registering new nodes
while sending MAP-Ds
to signal its presence to
other possible nodes.

400 ms

400 ms

400 ms

400 ms

SYM_BOOST_TYPE

Valid types of symbol
boost

00, 01>

N/A

N/A

00, 01>

SYM_BOOST_AMOUNT

Valid amounts of
symbol boost

0.0dB,
0.8dB

N/A

N/A

0.0 dB,
0.8dB

MAX_RESP_TIME

The maximum time
within which a node
shall respond to the
received management
message.

100 ms

100 ms

100 ms

100 ms

MAX_WAIT_TIME

The time that a node
shall wait for an
expected response after
transmitting a
management message
before inferring the
loss of the transmitted
message or the
response from the
responding node or
both.

200 ms

200 ms

200 ms

200 ms

(see clause 8.6.1.1.4.1).

NOTE 1 — For power lines, the duration of the MAC cycle is 2 AC cycles (see clause 8.6.3.1)
NOTE 2 — Specification of power-line passhband is for further study.
NOTE 3 — Use of PHY frame bursting for coax is for further study.
NOTE 4 — A receiving node shall choose a value in this range at the time of registration

8.4.1 General parameters for management message timeout

There are two general timeout-related parameters, MAX_RESP_TIME and MAX_WAIT_TIME,
associated with the exchange of management messages. A node is referred to as the initiating node
when it transmits a management message such as ".req" message. A node is referred to as the
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responding node when it is expected to respond back to the initiating node with a management
message such as ".cnf" message. The parameter MAX_RESP_TIME specifies the maximum time
available to the responding node until it responds to the initiating node. The parameter
MAX_WAIT_TIME specifies the time that the initiating node waits after transmitting a management
message, before inferring the loss of either the transmitted message or the response from the
responding node or both. The relationship between management messages exchanged in a protocol
with these parameters is illustrated in Figure 8-24.1. The values for these parameters are defined in
Table 8-14, and shall apply to all management protocols defined in this Recommendation except the
management protocols that specify values different from these parameters (e.g., registration protocol
in clause 8.6.1).

Initiating node Responding node
Management message (e.g., request)

>

Management message (e.g., confirmation) } MAX_RESP_TIME

MAX_WAIT_TIME

Management message (e.g., request retry)

»
Ll

G.9961(10)-Cor.1(11)_F8-24.1
Figure 8-24.1 — General parameters for management message timeout

8.5 Functions of the endpoint node
The following paragraphs list the functions of an endpoint node.

8.5.1 MAC cycle synchronization and synchronized transmissions

An endpoint node is not allowed to transmit until it detects the domain master of the domain in which
it is intended to operate and synchronizes with the MAC cycle indicated by the domain master in the
MAP or RMAP. Selection of the domain master shall follow the procedures described in clause 8.6.6.

After synchronization with the MAC cycle (see clause 7.1.6.2 of [ITU-T G.9960]), the endpoint node
may register with the domain master using the admission procedure described in clause 8.6.1.1.

After registration, the endpoint node shall operate according to the medium access rules described in
clause 8.2 and clause 8.3, and shall strictly follow the TXOP and TS assignments in each MAC cycle
advertised by the domain master via the MAP message.

The endpoint node indicates its capabilities and topology information as described in clause 8.6.4.
Resignation of the endpoint node from the domain shall be as defined in clause 8.6.1.1.3.

8.5.2 Bandwidth reservation

In order to support bandwidth reservation for flows and to manage flows that require QoS, endpoint
nodes shall support the flow signalling protocol described in clause 8.6.2. The flow signalling
protocol is used to establish flows with particular QoS parameters, modify them, or terminate them.

The endpoint node shall inform the domain master using the FL_ModifyFlowParameters.ind message
(see clause 8.6.2.3.15) and the bandwidth reservation request field (BRURQ) in its PHY-frame header
(see clause 7.1.2.3.2.2.19 of [ITU-T G.9960]) on changes in the service flow data rate and in the line
transmission data rate for flows that have bandwidth reservations. The domain master should extend
or shrink the resource allocation reserved for the flow accordingly.

8.5.3 Routing of ADPs

Each node shall inform the domain master about the nodes of its domain it has detected as defined in
clause 8.6.4.3.

58 Rec. ITU-T G.9961 (07/2015)


http://handle.itu.int/11.1002/1000/12400
http://handle.itu.int/11.1002/1000/12400

Each node can have one or more applications associated with its AE (above its A-interface). Each
application is identified by a unique 6-octet MAC address. Each node shall maintain the full list of
MAC addresses associated with applications above its A-interface as well as its own MAC address.
This list is referred to as a local address association table (LAAT).

NOTE — The list of MAC addresses associated with applications above its A-interface for a node can be
populated by learning, or directly programmed by the DLL management entity.

Each node shall also maintain the list of MAC addresses associated with the AEs of other nodes in
the domain and the MAC addresses of those nodes. This list is referred to as a remote address
association table (RAAT). Each node provides its local AAT to the domain master and other nodes
of the domain using topology management messages as described in clause 8.6.4.3.

The address association table (AAT) is formed by the aggregation of the LAAT and the RAAT.

Whenever a node receives an ADP from the A-interface, it uses its AAT to determine if the ADP is
intended for the node itself (local in-band management message, see Annex A), for a different node
(remote in-band management message), or for an AE associated with another node.

. If the ADP is a remote in-band management message addressed to a different node (included
in case B of Table 8-14.1), send the corresponding ADP directly or via relay nodes to this
node. This destination DEVICE_ID is provided to the Flow Mapper (see Figure 8-2);

. If the ADP is intended for an AE associated with another node (included in case B of Table
8-14.1), the node shall determine the destination DEVICE_ID of the node in its domain
through which the remote AE can be reached and send the corresponding ADP directly or
via relay nodes to this node. This destination DEVICE_ID is provided to the Flow Mapper
(see Figure 8-2);

. If the ADP is intended for a group MAC address belonging to the AEs of different nodes of
the domain (case D of Table 8-14.1), the node shall associate this ADP with a destination
MSID and it shall send the APDU using DLL multicast transmission. The node may send the
APDU to the appropriate nodes using unicast transmissions until the DLL multicast paths
toward the appropriate nodes are established. The node may send the APDU using a
combination of DLL multicast and DLL unicast transmissions until the relevant DLL
multicast path is established.

NOTE 1 - The association between the group of MAC addresses and addressed nodes is provided by the DLL

management entity. The mechanism of this association is vendor discretionary and may be based on various
multicast protocols, such as IGMP.

. If the destination address of the ADP is a standard broadcast address (FFFFFFFFFFFF16)
(case E of Table 8-14.1), then the BRCTI bit in the LFH of the LLC frame carrying the
corresponding APDU shall be set to one, so that the APDU will be broadcast to all nodes in
the domain using the procedure described in clause 8.5.4. If the EtherType of the ADP equals
22E316, the corresponding APDU shall also be forwarded to the local DLL management
entity;

NOTE 2 — For ADP with EtherType different from 22E3;6 and the standard broadcast address as the DA of

that ADP, sending the corresponding APDU to the local DLL management entity is vendor discretionary.

. If the destination address of a received ADP is found in the local AAT and it is not the MAC
address of the node (case A of Table 8-14.1), the ADP shall be dropped without notification;

. If the destination address of a received ADP is the MAC address of the node (case C of
Table 8-14.1), the node shall pass the corresponding APDU to its DLL management entity;

. If the destination address of a received ADP is the reserved MAC address 01-19-A7-52-76-96

(case F of Table 8-14.1), the node shall pass the corresponding APDU to its DLL
management entity;
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. If the destination MAC address corresponds to a unicast MAC address and the destination
node cannot be inferred from previous rules (not covered in cases A, B, C and F), then the
BRCTI bit in the LFH of the LLC frame carrying the corresponding APDU shall be set to
one, so that the APDU will be broadcast to all nodes in the domain using the procedure
described in clause 8.5.4 (case G of Table 8-14.1);

. If the destination MAC address corresponds to a group MAC address for which the
destination nodes cannot be inferred or a group MAC address intended to reach all the nodes
of the domain (case H of Table 8-14.1), then the BRCTI bit in the LFH of the LLC frame
carrying the corresponding APDU shall be set to one, so that the APDU will be broadcast to

all nodes in the domain using the procedure described in clause 8.5.4.

Table 8-14.1 — Routing of ADPs

Case Destination Destination Routin Example
address type address g P
A Unicast frame In LAAT, Drop the message Any kind of traffic
except node's
MAC address
B Unicast frame In RAAT Look for the Normal routing of frames
DestinationNode defined for coming through the A
this DA interface (can be normal
Ethernet or remote in-
band messages)
C Unicast frame Node's MAC Send to DLL management Local in-band message
address
D Multicast Multicast address | The node has the choice to IGMP/MLD Ethernet
frame mapped to known | treat this multicast frames
destination transmission as several DLL
device(s) unicast transmissions or
using a DLL multicast
stream
E Broadcast Broadcast address | If EtherType = 22E3:6 send
frame to DLL management
treat this broadcast
transmission using BRT
(BRCTI=1; Normal broadcast
DestinationNode =
BROADCAST_ID) and
route following the BRT
rules
F Unicast frame | Reserved address | Send to DLL management
G Unicast Frame Treat this case as a broadcast
Destination MAC transmlsElgn using BRT
address not (BRCTI=L;
covered by cases DestinationNode = Any kind of traffic
B o aﬁ]’ e BROADCAST _ID) and
T route following the BRT
rules
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Table 8-14.1 — Routing of ADPs

Case Destination Destination Routing Example
address type address
H Multicast Destination Treat this case as a broadcast Multicast protocol
Frame device(s) cannot | transmission using BRT (IGMP/MLD) control

be inferred from (BRCTI=1; frames

the DA or DestinationNode =

Frame intended | BROADCAST_ID) and

for all devices route following the BRT

rules

8.5.4 Broadcast of LLC frames

To facilitate broadcast of an LLC frame, every node shall obtain the broadcast routing table (BRT),
as defined in clause 8.6.4.1.1.2. The BRT of a particular node contains a list of destination nodes (list
of DEVICE_IDs) for each root node, to which this particular node shall relay a broadcast APDU or
LCDU that was received from the medium from the specified root node. This list depends on the
source whence the broadcast APDU or LCDU was received (see clause 8.6.4.1.1.2). It is up to the
node to create PHY multicast groups (see clause 8.16) or use PHY unicast transmissions or PHY
broadcast transmissions to reach the destination nodes indicated in the BRT (the DID of the PHY
frame could be a DEVICE_ID, or a MULTICAST _ID, or a BROADCAST _ID (FFie)).

To broadcast an LLC frame, the node that originates the broadcast shall set the BRCT] bit in the LFH
of the transmitted APDU or LCDU to one, and set the DestinationNode of the LFH field to FF16. The
DA of the broadcast frame may be any address, including the standard broadcast address
(FFFFFFFFFFFF16).

A node that receives a broadcast LLC frame (APDU or LCDU, BRCTI = 1) from the medium, shall
first perform the filtering procedure according to the BRT as described in clause 8.5.4.1. If the node
does not drop the LLC frame as a result of that filtering procedure, the node shall perform the actions
described in the rest of this clause.

A node that receives a broadcast LLC frame from the medium (APDU or LCDU, BRCTI = 1) shall
forward this frame to the nodes indicated in the BRT (as indicated in some of the cases specified in
Table 8-14.2 and Table 8-14.3) without modifying the value of BRCTI, unless it is specifically
addressed to the node receiving the broadcast LLC frame (DestinationNode = DevicelDnode, See case
3in Table 8-14.2 and cases 18 and 19 in Table 8-14.3).

NOTE — Nodes that are leaf nodes of the tree will have an empty branch path in its BRT (see clause 8.6.4.1.1.2),

while non-leaf nodes of the tree will have one or more destination entries in its branch path. Non-leaf nodes
are supposed to have relay capabilities in this description.

If a node received from the medium a broadcast LLC frame that contains an LCDU with
DestinationNode different from BROADCAST _ID and different from its own DEVICE_ID, it shall
relay the LLC frame as indicated by the BRT (cases 1 and 2 of Table 8-14.2).

If a node received from the medium a broadcast LLC frame that contains an LCDU with
DestinationNode equal to the node's DEVICE_ID (case 3 of Table 8-14.2), it shall recover this LCDU
and treat it as an unicast frame for relaying purposes (see clause 8.5.7). The node shall not relay the
broadcast LLC frame.

If a node received from the medium a broadcast LLC frame that contains an LCDU with
DestinationNode equal to BROADCAST _ID:

. If the node is a leaf node:

o |If the DA of that LCDU is the MAC address of the node, or the standard broadcast
address, or the reserved MAC address 01-19-A7-52-76-96 (cases 6, 7 and 8 of

Rec. ITU-T G.9961 (07/2015) 61



Table 8-14.2), the node shall recover this LCDU and pass it to the DLL management. In
addition, the node shall stop the broadcast of the LLC frame;

o Inall other cases (cases 4, 5 and 9 of Table 8-14.2), the LLC frame shall be dropped and
not relayed.

. If the node is a non-leaf node:

o If the DA of that LCDU is the standard broadcast address or the reserved MAC address
01-19-A7-52-76-96, the node shall recover this LCDU and pass it to the DLL
management (cases 13 and 14 of Table 8-14.2). In addition, the node shall relay that LLC
frame as indicated by the BRT;

o If the DA of that LCDU is the MAC address of the node (case 12 of Table 8-14.2), the
node shall recover this LCDU and pass it to the DLL management. In addition, the node
may relay the LLC frame as indicated by the BRT;

o In all other cases (cases 10, 11 and 15 of Table 8-14.2), the LLC frame shall be relayed

as indicated by the BRT.

If a node received from the medium a broadcast LLC frame that contains an APDU with
DestinationNode different from BROADCAST _ID and different from its own DEVICE_ID, it shall
relay the LLC frame as indicated by the BRT (cases 16 and 17 of Table 8-14.3).

If a node received from the medium a broadcast LLC frame that contains an APDU with
DestinationNode equal to the node’s DEVICE_ID (cases 18 and 19 of Table 8-14.3), it shall recover
this APDU and treat it as an unicast frame for relaying purposes (see clause 8.5.7). The node shall
not relay the broadcast frame.

If a node received from the medium a broadcast LLC frame that contains an APDU with
DestinationNode equal to BROADCAST _ID, it shall:

. If the node is a leaf node

O

If the DA of that APDU is the address of the node or the reserved MAC address
01-19-A7-52-76-96 (cases 22 and 24 of Table 8-14.3), the node shall recover this APDU
and shall pass it to the DLL management. In addition, the node shall stop the broadcast
of the LLC frame;

If the DA of that APDU is the standard broadcast address (case 23 of Table 8-14.3), the
node shall recover this APDU and shall pass it to the DLL management and to the
A-interface. In addition, the node shall stop the broadcast of the LLC frame;

If the DA of that APDU is in the LAAT (case 20 of Table 8-14.3), the node shall recover
this APDU and shall pass it to the A-interface. In addition, the node shall stop the
broadcast of the LLC frame;

If the DA of that APDU is in the RAAT (case 21 of Table 8-14.3), the node may recover
this APDU and pass it to the A-interface. In addition, the node shall stop the broadcast
of the LLC frame;

In the cases not covered by the previous four bullets (i.e., case 25 of Table 8-14.3), the
LLC frame shall be passed to the A-interface and not relayed.

. If the node is a non-leaf node

O
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If the DA of that APDU is the address of the node (case 28 of Table 8-14.3), the node
shall recover this APDU and shall pass it to the DLL management. In addition, the node
may stop relaying the LLC frame;

If the DA of that APDU is the reserved MAC address 01-19-A7-52-76-96 (case 30 of
Table 8-14.3), the node shall recover this APDU and shall pass it to the DLL
management. In addition, the node shall relay the LLC frame as indicated in the BRT;
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o If the DA of that APDU is the standard broadcast address (case 29 of Table 8-14.3), the
node shall recover this APDU and shall pass it to the DLL management and to the

A-interface. In addition, the node shall relay the LLC frame;

o Ifthe DA of that APDU is in the LAAT (case 26 of Table 8-14.3), the node shall recover
this APDU and shall pass it to the A-interface. In addition, the node may relay the LLC
frame as indicated in the BRT.;

o If the DA of that APDU is in the RAAT the node shall relay the LLC frame as indicated
in the BRT (case 27 of Table 8-14.3). In addition, the node may recover this APDU and
pass it to the A-interface;

o In the cases not covered by the previous five bullets (i.e., case 31 of Table 8-14.3), the
LLC frame shall be passed to the A interface and also relayed following the BRT.

Table 8-14.2 — Handling of broadcast LLC frames (LCDU case)

Type of

Leaf/

Case broadcast Non-leaf LCDU DA | Broadcasting actions Example
1 Broadcast frame Leaf — Drop the frame Unicast frame not found by
intended for (Note 2) a previous relay node in its
another node in the internal unicast routing
network tables and relayed in
(BRCTI=1; broadcast
2 MCSTI =0; Non- - Follow BRT rules | Unicast frame not found by
DestinationNode = | | eaf a previous relay node in its
DevicelDothernode) internal unicast routing
tables and relayed in
broadcast
3 Broadcast frame Leaf/ - Consider frame as | Endpoint of a unicast frame
intended for this | Non leaf non-broadcast not found by a previous
node (unicast) and follow relay node in its internal
(BRCTI=1; the corresponding unicast routing tables and
MCSTI =0; rules (cases 1-6 of relayed in broadcast
DestinationNode = Table 8-14.4). Stop
DevicelDnode) the broadcast
4 Broadcast frame Leaf In LAAT Drop the frame Not applicable
intended for all the except
nodes node's MAC
(BRCTI=1; address
MCSTI =0; In RAAT Drop the frame
DestinationNode = X
BroadcastID) Node's Pass the frame to
MAC DLL management.
address Stop the broadcast
through BRT
7 Broadcast Pass the frame to
address DLL management.
Stop the broadcast
through BRT
8 Reserved Pass the frame to Management message
address DLL management intended to all nodes

Stop the broadcast
through BRT
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Table 8-14.2 — Handling of broadcast LLC frames (LCDU case)

Type of Leaf/ . .
Case broadcast Non-leaf LCDU DA | Broadcasting actions Example
9 Destination Drop the frame
MAC
address not
covered by
cases 4-8
10 Non- In LAAT | Forward through BRT Not applicable
Leaf except (Note 1)
node's MAC
address
11 In RAAT | Forward through BRT
(Note 3)
12 node's MAC Pass the frame to
address DLL management;
Optional: forward
through BRT
13 Broadcast Pass the frame to
address DLL management and
forward through BRT
14 Reserved Pass the frame to Management message
address DLL management and intended to all nodes
forward through BRT
15 Destination | Forward through BRT
MAC
address not
covered by
cases 10-14

NOTE 1 — LAAT does not need to be consulted.
NOTE 2 — Following BRT rules leads to a drop.
NOTE 3 — RAAT does not need to be consulted.

NOTE 4 — Although this table addresses how to handle the reception of any broadcast LLC frames,
not all of these cases are currently allowed in the specification. For example, the DestinationNode is
set to 0 by the transmitter for LLC frames in which the DA is set to the reserved MAC address
01-19-A7-52-76-96 (see clause 8.1.3.1.1.10).

Table 8-14.3 — Handling of broadcast LLC frames (APDU case)

Type of Leaf/ . .
Case broadcast Non-leaf APDU DA | Broadcasting actions Example
16 Broadcast frame Leaf - Drop the frame Unicast frame not found by
intended for a previous relay node in its
another node in the internal unicast routing
network tables and relayed in
broadcast
17 (BRCTI =1, Non- - Follow BRT rules. | Unicast frame not found by
MCSTI =0; Leaf a previous relay node in its
internal unicast routing
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Table 8-14.3 — Handling of broadcast LLC frames (APDU case)

Case b-rrgggcgfst N(%r?filfe/af APDU DA | Broadcasting actions Example
DestinationNode = tables and relayed in
DevicelDothernode) broadcast
18 Broadcast frame Leaf — Consider the frame as | Endpoint of a unicast frame
intended for this non-broadcast not found by a previous
node (unicast) and follow relay node in its internal
the corresponding unicast routing tables and
rules (cases 1-6 of relayed in broadcast
—1- Table 8-14.5). Stop
(I'\ichg_'ll_' II _ é ;’ the broadcasting
19 | DestinationNode = | Non- Consider the frame as | Endpoint of a unicast frame
DevicelDnode) Leaf non-broadcast not found by a previous
(unicast) and follow relay node in its internal
the corresponding unicast routing tables and
rules (cases 1-6 of relayed in broadcast
Table 8-14.5). Stop
the broadcast
20 Broadcast frame Leaf In LAAT Pass to A interface;
intended to all the except Do not relay (Note 1)
nodes node's MAC
address
21 (BRCTI =1, In RAAT | Do not relay (Note 2)
MCSTI =0; Optional: Pass to A
DestinationNode = interface.
22 BroadcastiD) Node's Pass to DLL
MAC management. Stop the
address broadcast through
BRT
23 Broadcast Pass to A interface; Standard broadcast
address Pass to DLL
management. Stop the
broadcast through
BRT
24 Reserved Pass to DLL
address management. Stop the
broadcast through
BRT
25 Destination | Pass to A-interface. Unknown Destination
MAC Do not relay frames broadcast
address not
covered by
cases 20-24
26 Non- In LAAT Pass to A interface
Leaf except Optional: relay
node's MAC following BRT
address
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Table 8-14.3 — Handling of broadcast LLC frames (APDU case)

Type of Leaf/ . .
Case broadcast Non-leaf APDU DA | Broadcasting actions Example
27 In RAAT | Relay following BRT
Optional: Pass to
A-interface
28 Node's Pass to DLL
MAC management
address Optional: relay
following BRT
29 Broadcast Pass to A interface;
address Pass to DLL
management; Relay
through BRT
30 Reserved Pass to DLL
address Management. Relay
through BRT
31 Destination | Pass to A interface. Unknown Destination
MAC Relay through BRT frames broadcast
address not
covered by
cases 26-30
NOTE 1 - LAAT is not consulted.
NOTE 2 — RAAT is not consulted.
NOTE 3 — Although this table addresses how to handle the reception of any broadcast LLC frames, not all
of these cases are currently allowed in the specification.

The nodes relaying a broadcast message shall associate this message with the same priority as
assigned by the sourcing node (communicated in the LPRI field of LFH).

8.5.4.1 Filtering of broadcast LLC frames

If a node receives a broadcast LLC frame (APDU or LCDU, BRCTI = 1) from the medium, it shall
perform the following filtering operation:

If the SID of the PHY-frame containing this broadcast LLC frame is not in the root path from the
OriginatingNode of that frame (see clause 8.6.4.1.1.2), the LLC frame shall be discarded without
relaying it and without passing it to either the A-interface or DLL management entity.

8.5.5

Each node shall send information to the domain master about all detected neighbouring domains using
the NDIM_InterferenceReport.ind message, as defined in clause 8.14.9.12.

Reporting of detected neighbouring domains

A node shall send an NDIM _ InterferenceReport.ind message with updated interference information
whenever a change in the interfering conditions occurs. The criteria for determining whether the
interfering conditions have changed are vendor discretionary.

8.5.6

In some media types there is a chance that a node may not receive transmissions from the domain
master (i.e., is hidden from the domain master). In order for such a node to be able to synchronize

MAP relaying
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with the MAC cycle, another endpoint node shall relay the MAP upon the domain master
(see Table 8-70) request, i.e., generate and transmit a relayed MAP (RMAP) frame.

All endpoint nodes indicate their capability to relay the MAP in ADM_NodeRegistrRequest.req and
in TM_NodeTopologyChange.ind message (see clause 8.6.1.1.4.1).

A relayed MAP frame contains the time stamp of its transmission start time, which is an estimate of
the domain master's NTR (see clause 7.1.2.3.2.1.2 of [ITU-T G.9960]), and a time stamp marking the
start time of the next MAC cycle (CYCSTART), so that each node that receives and decodes an
RMAP will be able to determine the exact location of the next MAC cycle and the TXOPs and TSs
described in that RMAP. All relayed MAP frames shall contain the same MAC cycle duration and
MAP sequence number of the MAP frame that is relayed.

The relayed RMAP frame shall indicate the number of hops the RMAP relay node is from the domain
master (see NUM_HOPS in clause 7.1.2.3.2.1.12 of [ITU-T G.9960]).

8.5.6.1  MAP relaying for registration of hidden nodes

A node that intends to join the domain may not detect the MAP-D frames (see clause 8.8.1)
transmitted by the domain master (i.e., the node is hidden from the domain master). In order for such
a node to register with the domain master, another endpoint node (that is not hidden from the
registering node) shall transmit MAP-D frames at the domain master's request. The domain master
shall specify in the transmitted MAP message a TXOP descriptor to schedule the transmission of the
RMAP-D and to specify the relay node (see Table 8-70).

A node that is assigned via the MAP to transmit an RMAP-D frame shall generate an RMAP-D frame
according to the most updated information it currently has which is needed to build an RMAP-D
frame. The RMAP-D shall contain all the auxiliary information that is needed by a registering node
to synchronize with the MAC cycle and to transmit the registration request message frame
(see clause 8.8.1).

8.5.6.2 MAP relaying for operation of registered hidden nodes

The domain master shall ensure that every node admitted to the domain can receive either a MAP-A
frame or an RMAP-A frame in every MAC cycle.

When the domain master learns that at least one of the nodes in the domain is hidden from the domain
master, it shall designate one or more nodes to relay the MAP-A frame in every MAC cycle. A node
is designated if the domain master allocates a TXOP or TS to it to transmit an RMAP-A frame
(see clause 8.8.4.2). The set of relays shall be selected using the topology information collected as
described in clause 8.6.4.

NOTE — Selection of MAP relays (used for relaying MAP-A or MAP-D frames) can be done according to the
following procedure:

. Step I: Build a topological representation of the domain using topology information described
in clause 8.6.4;

. Step I1: Build a logical spanning tree that includes all nodes in the domain and has the domain
master as the root;

. Step I11: Designate all non-DM non-leaf nodes as MAP relays.

In addition to the nodes selected with the procedure above, the domain master may designate other
nodes to relay the MAP-A and MAP-D.

It is assumed that implementers choose a "shortest-path tree” when choosing a spanning tree, in order
to minimize the number of MAP relays between the domain master and any given node.
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8.5.7 Relaying messages

In some media types some of the nodes are hidden from others, and may be hidden from the domain
master. In order to allow communication between hidden nodes, other nodes act as relays. The
determination of the relays to be used to deliver a given LLC frame to its destination is explained in
clause 8.6.4.

8.5.7.1 Relaying of LCDU

Any LLC frame received from the medium that contains an LCDU shall be relayed according to the
following rules:

If the frame has been received with BRCTI = 0, MCSTI = 0 and the DestinationNode is the
DEVICE_ID of the receiving node, the node shall extract the LCDU and pass it to the DLL
management (cases 1,2,3,4,5 and 6 of Table 8-14.4).

If the frame has been received with BRCTI = 0, MCSTI = 0 and the DestinationNode is zero, the
node shall:

a) If the DA is the same as the address of the node of the node or the standard broadcast address
or the reserved MAC address 01-19-A7-52-76-96 (cases 9, 10 and 11 of Table 8-14.4), it
shall extract the LCDU and pass it to the DLL management. The action taken by the DLL
management entity depends on the contents of the LCDU and the role of the node in the
domain;

b) In all other cases (cases 7, 8 and 12 of Table 8-14.4), the node shall drop the LLC frame.

If the frame has been received with BRCTI = 0, MCSTI = 0 and the DestinationNode is present in
the unicast routing tables (case 13 of Table 8-14.4), the node shall relay it to the appropriate node or
nodes as indicated in the routing table.

If the frame has been received with BRCTI =0, MCSTI = 0 and the DestinationNode is not present
in the unicast routing tables:

. If the receiving node is a leaf node (case 14 of Table 8-14.4), the frame is dropped,;

. If the receiving node is a non-leaf node (case 15 of Table 8-14.4), the node shall set the
BRCTI to 1 and broadcast the received LLC frame to the nodes that are specified in the BRT
while keeping the DestinationNode and OriginatingNode fields.

If the frame has been received with BRCTI =0, MCSTI =1 and with a known MSID (cases 16 and 18
of Table 8-14.4), the frame shall be relayed as specified in clause 8.17. In addition, if the node is a
member of the specified MSID DLL multicast group (case 18 of Table 8-14.4), the node shall extract
the LCDU and pass it to the DLL management. If the frame has been received with an unknown
MSID (case 17 of Table 8-14.4), the frame shall be dropped and the transmitter shall be informed as
specified in clause 8.17.

If the frame has been received with BRCTI = 1, the frame is processed as specified in clause 8.5.4.

Table 8-14.4 — Relaying of LLC frames (LCDU case)

Case Type_ of Leaf/ LCDU DA Relaying actions Example
relaying Non-leaf
. In LAAT
Unicast frame excent
intended to the P
1 inten node's Send to DLL management
node Leaf/ Non MAC
(BRCTI=0; leaf address
MCSTI =0; M
2 Destination In RAAT | Send to DLL management anagement message

with proxy
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Table 8-14.4 — Relaying of LLC frames (LCDU case)

Case Type_ of Leaf/ LCDU DA Relaying actions Example
relaying Non-leaf
Node = (ADM_NodeRegisterReq
DevicelDnoge) uest.req)
Node's Management message (or
3 MAC Send to DLL management ge 9
remote in-band message)
address
4 Broadcast Send to DLL management
address
5 Reserved Send to DLL management
address
Destination
MAC
6 address not | Send to DLL management
covered by
cases 1-5
In LAAT
except
7 node's Drop the frame Not applicable
MAC
address
8 Unicast frame In RAAT Drop the frame Not applicable
with node's ADM_DMRegistrRespo
9 Destination MAC Send to DLL management | nse.cnf (with/without
Node =0 Leaf/Non address proxy)
(BRCTI=0; leaf Broadcast :
10 MCSTI = 0: address Send to DLL management Not applicable
Destination
- Reserved .
11 Node = 0) address Send to DLL management Not applicable
Destination
MAC
12 address not Drop the frame Not applicable
covered by
cases 7-11
Unicast frame
not intended to
the node but
with known
Destination
13 Node — — Use unicast routing tables Normal "relaying"
(BRCTI =0;
MCSTI =0;
Destination
Node =
DeVI ce I DOtherNode)
Unicast frame B Drop the frame : : :
14 not intended to Leaf (Note 1) During transient periods
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Table 8-14.4 — Relaying of LLC frames (LCDU case)

Case

Type of
relaying

Leaf/
Non-leaf

LCDU DA

Relaying actions

Example

15

the node but
with an
unknown
Destination
Node (BRCTI
=0; MCSTI =
0; Destination
Node =
Unknown)

Non-Leaf

Broadcast the unicast
frame (Note 2)

During transient periods

16

Multicast
frame where
the relay node
does not
belong to the
group
(BRCTI =0;
MCSTI =1;
Destination
Node = MSID)

DevicelDy. &
MSID group

Follow multicast rules to
forward the frame through
the DLL multicast tree

17

Multicast
frame where
the relay node
does not know
the MSID
(BRCTI =0;
MCSTI=1
Destination
Node = MSID)
Unknown
MSID

Drop the frame
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Table 8-14.4 — Relaying of LLC frames (LCDU case)

Case Type of Leaf/ LCDU DA Relaying actions Example
relaying Non-leaf
Multicast
frame where
the relay node Apply same rules as for
belongs to the unicast frame intended for
group the node (cases 1-6 of
18 (BRCTI =0; - - Table 8-14.4) and follow
MCSTI=1 the multicast rules to
Destination forward the frame through
Node = MSID) the multicast tree
DevicelDywe €
MSID group

NOTE 1 — Follow the BRT rules, leading to a drop.

NOTE 2 — Keep DestinationNode and OriginatingNode; set BRCTI to 1 and route using the BRT.
NOTE 3 — Although this table addresses how to handle the relaying of any LLC frames, not all of these
cases are currently allowed in the specification. For example, the DestinationNode is set to 0 by the
transmitter for LLC frames in which the DA is set to the reserved MAC address 01-19-A7-52-76-96 (see
clause 8.1.3.1.1.10).

8.5.7.2 Relaying of APDU

Any LLC frame received from the medium that contains an APDU shall be relayed according to the
following rules:

If the frame has been received with BRCTI = 0, MCSTI = 0 and the DestinationNode is the
DEVICE_ID of the receiving node, the node shall extract the APDU and:

a) If the DA is the same as the MAC address of the node or the standard broadcast address or
the reserved MAC address 01-19-A7-52-76-96 (i.e., cases 3, 4 and 5 of Table 8-14.5), the
node shall pass it to the DLL management;

b) If the DA is found in the LAAT of the node (i.e., cases 1 of Table 8-14.5), the node shall pass
it to the A-interface;

c) If the DA is found in the RAAT of the node (i.e., cases 2 of Table 8-14.5), the node may pass
it to the A-interface;

d) If the DA does not correspond to any of the cases a), b) or c) (i.e., case 6 of Table 8-14.5),

the node shall send it through the A-interface.

If the frame has been received with BRCTI = 0, MCSTI = 0 and the DestinationNode is not the
DEVICE_ID of the receiving node and it is found in the unicast routing tables (case 7 of
Table 8-14.5), the node shall relay it to the appropriate node or nodes as indicated in the routing table.

If the frame has been received with BRCTI = 0, MCSTI = 0 and the DestinationNode is not the
DEVICE_ID of the receiving node and it is not found in the unicast routing tables:

. If the receiving node is a leaf node (cases 8 and 10 of Table 8-14.5) the node shall drop the
frame;
. If the receiving node is a non-leaf node (cases 9 and 11 of Table 8-14.5), the node shall set

the BRCTI to 1 and broadcast the received LLC frame to the nodes that are specified in the
BRT while keeping the DestinationNode and OriginatingNode.

If the frame has been received with BRCTI =0, MCSTI =1 and with a known MSID (cases 12 and 14
of Table 8-14.5), the frame shall be relayed as specified in clause 8.17. In addition, if the node is a
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member of the DLL multicast stream (case 14 of Table 8-14.5), the node shall extract the APDU and
follow the same rules as the case where the frame has been received with BRCTI = 0, MCSTI =0
and the DestinationNode is the DEVICE_ID of the receiving node. If the frame has been received
with an unknown MSID (case 13 of Table 8-14.5), the frame shall be dropped and the transmitter
shall be informed as specified in clause 8.17.

If the frame has been received with BRCTI = 1, the frame is processed as specified in clause 8.5.4.

Table 8-14.5 — Relaying of LLC frames (APDU case)

Case Type_ of Leat/ APDU DA Relaying action Example
relaying Non-leaf
In LAAT
except .
1 node's MAC Send through A interface Normal data frame
address
Optional to send frame Handover of equipment
2 Unicast frame In RAAT through A interface betweénggggererét ITU-T
intended to the : Noaes
node Node's firmware upgrade, pin
3 MAC Send to DLL management pgrade, ping,
Leaf/ address etc.
(BRCTI=0; | non Jeaf
MCSTI =0; Broadcast
4 Destination address Send to DLL management
Node =
3 Reserved
5 DevicelDyu) address | Send to DLL management
Destination Can happen in a corner
MAC case (e.g., ageing), or for
6 address not | Send through A interface Multicast frames
covered by transmitted using DLL
cases 1-5 unicast
Unicast frame
not intended to
the node but
with known
Destination
7 Node - - Use unicast routing tables Normal “relaying"
(BRCTI = 0;
MCSTI = 0;
Destination
Node =
DeVI ce I DOtherNode)
8 Unicast frame Leaf - Drop the frame During transient periods
with
Destination
Node =0 )
9 (BRCTI=0; Ton% - Broadcast It\r:etunllcast frame During transient periods
MCSTI = 0; ea (Note 1)
Destination
Node = 0)
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Table 8-14.5 — Relaying of LLC frames (APDU case)

Case

Type of
relaying

Leaf/
Non-leaf

APDU DA

Relaying action

Example

10

11

Unicast frame
not intended to
the node but
with unknown
Destination
Node
(BRCTI =0;
MCSTI =0;
Destination
Node =
Unknown)

Leaf

Drop the frame

During transient periods

Non-
Leaf

Broadcast the unicast frame
(Note 1)

During transient periods

12

Multicast
frame where
the relay node
does not
belong to the
group
(BRCTI =0;
MCSTI =1;
Destination
Node = MSID)

DevicelDyo.
MSID group

Follow multicast rules to
forward the frame through
the multicast tree

13

Multicast
frame where
the relay node
does not know
the group
(BRCTI =0;
MCSTI = 1;
Destination
Node = MSID)
Unknown
MSID

Drop the frame

14

Multicast
frame where
the relay node
belongs to the
group
(BRCTI =0;
MCSTI =1;
Destination
Node = MSID)

DevicelDyw. €
MSID group

Send to A interface and if it
a relay node for this MSID
then forward it to the
proper nodes
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Table 8-14.5 — Relaying of LLC frames (APDU case)

Type of Leaf/
relaying Non-leaf

NOTE 1 — Keep DestinationNode and OriginatingNode; set BRCTI to 1 and route using the BRT.

NOTE 2 — Although this table addresses how to handle the relaying of any LLC frames, not all of these
cases are currently allowed in the specification. For example, setting the APDU DA to the reserved MAC
address and DestinationNode to the DevicelD of a specific node by a transmitter is currently not allowed
(see case 5).

Case APDU DA Relaying action Example

8.5.8 Retransmissions and acknowledgement

Every node shall be able to acknowledge transmissions as specified in the retransmission and
acknowledgement protocol (see clause 8.9).

8.5.9 Bidirectional flows

Some transmission sessions, like TCP traffic, are actually bidirectional in nature, that is, both the
transmitter and the receiver send data that is part of the same transmission session. Bidirectional
transmission sessions can be served by using bidirectional service flows as defined in clause 8.5.9.1
or by bidirectional prioritized data connections as defined in clause 8.5.9.2.

8.5.9.1 Bidirectional service flows

In order to use bidirectional transmission in the context of service flows, the originator node shall
establish a bidirectional service flow using the FL_OriginateFlow.req message (clause 8.6.2.3.6) with
the bidirectional indication set to one in order to establish two service flows. It shall also include the
TSpec and classifiers for the flow in the reverse direction. The bidirectional service flow has two
FLOW _IDs: one from the originating node to the endpoint node (i.e., forward flow) assigned by the
originating node and another in the reverse direction, from the endpoint node to the originating node,
assigned by the endpoint node (i.e., reverse flow). In addition to its established service flow, the
originating node shall inform the domain master about the identity of the endpoint node FLOW _ID
as well as the bandwidth requirements specified by the TSpec of that flow. As a response to a
bidirectional service flow establishment, the domain master shall allocate bandwidth for the
aggregated bandwidth requests of the forward flow and the reverse flow (see clause 8.3.7 for
bidirectional transmission, and clause 8.6.2.3.8 for flow admission request). The DM may allocate
the aggregated bandwidth in the same TXOP, or it may assign separate TXOPs for the forward flow
and the reverse flow.

8.5.9.2  Bidirectional prioritized data connections

Bidirectional transmission can also be used in the context of prioritized data connections. In this case,
the MPDU priority of the BACK frame shall be greater than or equal to the minimum allowed user
priority in the TXOP/TS where the bidirectional transmission takes place.

8.6 Domain master node functional capabilities

A domain master-capable node is a node that, in addition to supporting all of the required capabilities
of an endpoint node, is also able to assume the role of a domain master.

A domain master-capable node shall support all of the functions specified in the following clauses.

At any given time, only one node is allowed to act as a domain master for a domain. All other nodes
within the domain are managed (coordinated) by this domain master. If a domain master fails, another
node of the same domain, capable of operating as a domain master, should pick up the function of the
domain master.
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The domain master shall perform medium access using the same medium access rules as for endpoint
(non-domain master) nodes and using the same MAP distributed to the endpoint nodes.

NOTE — It is not a requirement that every node be domain master capable.

The DM is responsible for communicating the latest node information via NodelnformationTLVs
(see Table 8-16.1) supported by the nodes of the domain to all the nodes of the domain. The details of how
this is done are described in clause 8.19.

8.6.1 Network admission

To join the network, all nodes shall first "register" with the domain master using the network
admission protocol described in clause 8.6.1.1.

Normally, non registered nodes are able to receive successfully the MAP frames only if the MAP is
transmitted in the default MAP format (MAP-D). Therefore, the domain master shall periodically
transmit MAP-D messages in addition to MAP-A transmission to enable registration.

If a node does not have direct communication with the domain master (i.e., is hidden from the domain
master), this node can still register and become part of the network using relayed admission as
described in clause 8.6.1.2.

For registration, a unique registration identifier (REGID) is assigned to every node prior to its
installation. REGID is intended exclusively for registration and may be communicated unencrypted.
The value of the REGID shall be equal to the MAC address of the node.

The registering node shall identify the domain it wishes to join by comparing the domain name
information in the received MAP-D frames as described in clause 8.8.3, with the target domain
name(s) provided to the node by the user (to distinguish his/her network from neighbouring networks)
or obtained during the first registration, if a device has no user interface.

The registering node shall first search for a MAP frame bearing a DNI field whose value coincides
with the value of a target DNI in its information database. When a MAP frame meeting the target
DNI is detected, the node shall verify the full value of the domain name in the domain information
sub-field of the MAP (see clause 8.8.5.2) and use the DOD value of this MAP frame as the DOD for
its registration messages described in clause 8.6.1.1.4 to indicate the particular domain it intends
to join.

If the domain operates in non-secure mode, a node which successfully registered with the domain
master can communicate with other nodes in the domain. If the domain operates in a secure mode, a
registered node shall also authenticate itself, as described in clause 9.2. After authentication, the node
becomes a member of the secure network and is in a position to establish communication with any
other node in the domain/network.

In case a node has no interface for configuring a target domain(s), the manufacturer shall provide the
node with a 6-byte registration code, which is also supplied explicitly to the user for configuring the
domain master. If so configured, the domain master shall include this registration code in the auxiliary
information field of MAP-Ds to allow the node to join the domain. Such a node provided with a
registration code shall search for a MAP bearing this registration code in the auxiliary information
field (see clause 8.8.5.9). After registration, the node shall memorize (optimally to a non-volatile
memory) the domain name communicated in the MAP and the value of DNI, and use it as a target
DNI for future registrations, and the domain master may remove the registration code from the
auxiliary information field of MAP-Ds.

In case a node has an interface for configuring a target domain(s), it shall be configured with the
target domain(s). The list may include more than one entry. If a node fails to register to one domain
on the list, it shall try to register to another one on the list.
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If no MAP frame meeting the target DNI is found, a node that is not capable of acting as a domain
master may continue searching for the target DNI. A node that is capable of acting as a domain master
shall establish a new domain, as described in clause 8.6.6.

The DEVICE_ID (and OriginatingNode) of the registering node shall be set to zero. After registration
(for an unsecure domain) or authentication (for a secure domain) is complete, the DEVICE_ID shall
be set to the value assigned by the domain master, as described in clause 8.7.1.1. A node shall not
establish connections until it has been assigned a DEVICE_ID. From the first transmitted frame, the
node shall comply with the transmission schedule posted in the MAP and shall meet all spectral
compatibility requirements described in the PSD-related domain info field of the MAP (SM, PSD
mask, Transmission power limit, etc. — See clause 8.8.5.5).

8.6.1.1  Network admission protocol

8.6.1.1.1 Registration into the domain
The protocol diagram of node registration into the domain is presented in Figure 8-25.

Domain
Node master
< MAP
Synchronizing
with the MAC cycle,
location of TXOP/TS
where registration is allowed ADM_NodeRegistrRequest req
1 second ADM_DmRegistrResponse.cnf }REG_RESP_TlME
REG_RETRY_TIMEOUT Retry (ADM_NodeRegistrRequest.req) |
ADM_DmRegistrResponse.cnf }REG_RESP_TlME

G.9961(10)-Cor.A(11)_F8-25

Figure 8-25 — Protocol diagram describing node registration

Prior to registration, the node shall synchronize with the network so that it can identify the MAC
cycle, detect the MAP of the domain it intends to register, and locate the registration TS (for RCBTS
see clause 8.3, for CBTS that permits registration, see clauses 8.8.4.1.5 and 8.8.4.2).

To start the registration, the node shall send a registration request (ADM_NodeRegistrRequest.req)
message to the domain master, which includes the REGID (the source MAC address of the LCDU
header, see Figure 8-6) and other registration related parameters as described in clause 8.6.1.1.4.1.
The registering node is allowed to send ADM_NodeRegistrRequest.req during the RCBTS or during
any other CBTS for which registration is allowed, using medium access rules for CBTS described in
clause 8.3.3.4 with the MA priority associated with MPDU priority = 7.

The domain master shall process the registration request and shall reply within REG_RESP_TIME
to the node with a registration response (ADM_DmRegistrResponse.cnf) message, which includes a
registration flag that indicates whether the domain master admitted the node to the domain or not. If
the node is admitted, the ADM_DmRegistrResponse.cnf message shall contain a non-zero
DEVICE_ID for the registering node assigned by the domain master and relevant configuration data.
If the node is admitted and the domain is a secure domain, the DM shall also send a
ADM_NewNodeRegistered.ind message (see clause 8.6.1.1.4.9) to the SC. If the domain master
rejects the admission, the ADM_DmRegistrResponse.cnf message shall contain a rejection code,
describing the reason of rejection (see Table 8-15) and assigned DEVICE_ID = 0. The details of the
ADM_DmRegistrResponse.cnf message are described in clause 8.6.1.1.4.2. The DID in the header
of the PHY frame containing the ADM_DmRegistrResponse.cnf message shall be set to zero. The
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DestinationNode of the LLC frame containing the ADM_DmRegistrResponse.cnf message shall be
set to zero.

Registering nodes shall identify the ADM_DmRegistrResponse.cnf message based on the contents
of its RegID field. The ADM_DmRegistrResponse.cnf message may be sent during the dedicated TSs
or TXOPs, if assigned by the domain master, or during any CBTS, using medium access rules for
CBTS described in clause 8.3.3.4 with the MA priority associated with MPDU priority = 7. If the
registering node does not receive an ADM_DmRegistrResponse.cnf message from the domain master
within one second, the node shall retry registration within REG_RETRY_TIMEOUT. If the
registering node does not receive a response after MAX_REG_ATTEMPTS registration attempts, the
node shall not continue registration attempts. If the registering node was rejected by the domain
master, depending on the rejection code, the node may be allowed to retry registration during
REG_RETRY_TIMEOUT, be required to retry registration at least once during
REG_RETRY_TIMEOQOUT, or shall stop registration attempts. Valid admission rejection codes and
associated retry behaviour are presented in Table 8-15 and Table 8-15.1.

Table 8-15 — Admission rejection codes

Rejection code Reason Retry allowed | At least 1 retry
required

000 Unspecified Yes Yes

001 Insufficient bandwidth resources Yes Yes

010 Invalid set of registration parameters No No

011 Invalid REGID No No

100 Admission limit expired Note 1 Note 1

101 DM not authenticated Yes No

110 Node's reported bandplan is outside the Yes No
range indicated by the minimum and
maximum bandplans allowed in the
domain

111 Rejection code is specified in Extended | see Table 8-15.1 | see Table 8-15.1
rejection Code field (see table 8-15.1)

NOTE 1 — Retry procedure in case of admission limit expired is for further study.

Table 8-15.1 — Extended Admission rejection codes

Rejection code Reason Retry allowed | Retry required
(Note 1)
001 DM in t, time interval (see clause Yes No
8.6.6.1.1)
010 Domain re-configuration in progress Yes (Note 2) No

complete.

NOTE 1 — Other values reserved by ITU-T for future amendments.

NOTE 2 — Domain re-configuration includes the handover of DM (see clause 8.6.5.3.2 and clause 8.6.6.4)
and DOD change (see clause 8.6.8.1). The registering node may monitor the progress based on the
MAP/RMAP frames, and may retry the registration after the configuration change of the domain is

Rejection codes associated with "Retry not allowed" requires re-configuration of the node, which
includes modification of at least one of registration related parameters. After re-configuration, the
node can attempt a new registration.
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The domain master shall decide on the admission of the registering node based on the information
supplied in ADM_NodeRegistrRequest.req message and the current status of the domain, evaluated
by the domain master. The evaluation rules are vendor discretionary. The domain master may then
assign resources to the registered node.

8.6.1.1.2 Periodic re-registrations

A node that is not in standby power saving mode (L3) or idle power saving mode (L4) shall re-register
with the domain master within the time period indicated in the MAP message (see Table 8-82) after
registration (receiving the last ADM_DmRegistrResponse.cnf message) or re-registration (receiving
the last ADM_DmReRegistrResponse.cnf message). Re-registration shall use the
ADM_NodeReRegistrRequest.req and ADM_DmReRegistrResponse.cnf message format as
described in clauses 8.6.1.1.4.6 and 8.6.1.1.4.7, respectively.

For re-registration, the node shall transmit ADM_NodeReRegistrRequest.req message, with format
as described in clause 8.6.1.1.4.6, during any of its available TXOP or TS, but not during RCBTS.
The domain master recognises a re-registering node by its REGID. The domain master shall reply to
the node by sending an ADM_DmReRegistrResponse.cnf message with the MA priority associated
with MPDU priority = 7. Unlike registration messages, re-registration messages shall be transmitted
using the connection (either a management connection or a prioritized data connection) for delivering
LCDUs.

The domain master may force resignation from the domain of all nodes that failed periodic
re-registration for two consecutive times using the procedure described in clause 8.6.1.1.3.2. The
domain master may take into account the visibility information for the node from all nodes in the
domain in its decision whether to force resignation of the node. The domain master shall cancel all
bandwidth resources associated with the resigned nodes.

A resigned node that wishes to register or a node that gets reset that wishes to register again shall use
the standard registration procedure, not the re-registration procedure.

If the domain master receives a registration request instead of a re-registration request from its node
(e.g., the node gets reset during re-registration period), the domain master shall request the node to
initiate re-registration immediately by sending ADM_DmReRegistrinitiate.ind.

NOTE - This is to ensure that it is a legitimate registration request.

If the node does not respond with ADM_NodeReRegistration.req within 200 msec, the domain master
shall send ADM_DmReRegistrinitiate.ind one more time. If the node does not respond with
ADM_NodeReRegistration.req within 200 msec, the domain master shall consider the node is no
longer present and follow the node removal process specified in clause 8.6.1.1.3.2, and then respond
to the new registration request from the registering node.

A node that is in standby power saving mode (L3) shall re-register with the domain master within 1
hour after registration (receiving the last ADM_DmRegistrResponse.cnf message) or re-registration
(receiving the last ADM_DmReRegistrResponse.cnf message) following the same procedure
expressed above.

A node that is in idle power saving mode (L4) shall not re-register. The node shall register again with
the domain as soon as it leaves the idle power saving mode (L4).

8.6.1.1.3 Resignation from the domain

8.6.1.1.3.1 Self-resignation

A node may resign itself from the domain (e.g., if there is no foreseen activity from the clients
associated with the node). Self-resignation shall be performed using the protocol presented in
Figure 8-26.
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Figure 8-26 — Protocol diagram describing node resignation

To resign, the node shall send to the domain master a resignation request
(ADM_NodeResignRequest.req) message with the format defined in clause 8.6.1.1.4.3. The
ADM_NodeResignRequest.req may be sent in any of the TXOP/TS available for the node.

The domain master shall process the resignation request and shall transmit the resignation
confirmation (ADM_DmResign.cnf) message, as described in clause 8.6.1.1.4.4, which confirms the
resignation request. If the request corresponds to a node that is entering into idle mode (L4), DM may
reject the request because the node is needed in the domain to maintain the topology.

If the request is accepted, the domain master shall also cancel all bandwidth resources associated with
the resigned nodes. After receiving an ADM_DmResign.cnf message, the resigning node shall halt
transmission until it decides to register back. If the resigning node does not receive a
ADM_DmResign.cnf within RES_TIMEOUT, it shall re-send the ADM_NodeResignRequest.req
message at the first opportunity. Not more than MAX_RES_ATTEMPTS attempts are allowed. After
the last attempt the node shall considered itself as resigned. If no resend of
ADM_NodeResignRequest.req message is detected within 450 ms after transmission of
ADM_DmResign.cnf, the domain master shall consider the node as resigned.

If the request is denied, the node shall continue to operate within the domain.

A node that is resigning from the domain because it is entering idle mode (L4) shall indicate it in the
message ADM_NodeResignRequest.req.

NOTE 1 — If the domain master failed to receive any of ADM_NodeResignRequest.req messages, it will
anyway resign the node at some point because of failed re-registration.

The DEVICE_ID of the resigned node shall be released at the first opportunity after the node
resignation; domain master may assign released DEVICE_ID to new registered nodes.

NOTE 2 — If the domain master detects more than one node with the same DEVICE_ID, it can force all of
them out, to register back later with different DEVICE_ID.

8.6.1.1.3.2 Forced resignation

Any node may be forced by the domain master to resign from the domain. To force resignation, the
domain master shall send to the node a forced resignation request (ADM_DmForcedResign.req)
message  with the format presented in clause 8.6.1.1.4.5. Upon reception of

Rec. ITU-T G.9961 (07/2015) 79



ADM_DmForcedResign.req, the node shall reply with an ADM_NodeResignRequest.req message
initiating a self-resignation procedure described in clause 8.6.1.1.3.1.

If the domain master does not receive the reply within 200 ms, it shall repeat the request and wait for
the ADM_NodeResignRequest.req message again. If the reply is again not received within 200 ms,
the domain master shall transmit the updated TM_DomainRoutingChange.ind message with an
update that reflects that the node has been forced to resign and cut off all available bandwidth
assignment for the node. The nodes in the domain shall delete the entries associated with the resigned
node from their lists (RAAT etc.).

8.6.1.1.4 Registration and resignation messages

8.6.1.1.4.1 Registration request message (ADM_NodeRegistrRequest.req)

The ADM_NodeRegistrRequest.req message is a unicast management message sent by a registering
node to the domain master (directly or via a proxy), and is intended to be used for registration requests
only. The format of the MMPL of the ADM_NodeRegistrRequest.req message shall be as shown in
Table 8-16.

Table 8-16 — Format of the MMPL of the ADM_NodeRegistrRequest.req message

Field Octet Bits Description

Attempt 0 [1:0] 00, for initial attempt, 01, 102, 11, for the
second, third and fourth attempts

ProxyReg [2] Proxy registration flag; shall be set to one for
registration through proxy (see clause 8.6.1.2)
and zero otherwise.

Reserved [7:3] Reserved by ITU-T (Note 1)
ProxyDevID 1 [7:0] Device ID of the Registration proxy (Note 2).
[0] Set to one if node is capable of operating as a
domain master, zero otherwise
[1] Set to one if relaying is supported, zero
otherwise
[4:2] Indicates the bandplan that the node shall use
Parameters 2 after registration represented as described in

clause 7.1.2.3.2.2 of [ITU-T G.9960]
(BNDPL/GRP_ID field).

[5] Set to one if the device is registering using
registration code, zero otherwise.

[7:6] Reserved by ITU-T (Note 1)

T_AIFG 3 [7:0] The value of Tairs supported by the node,
represented as n x 1.28 ps; the value of n is an
unsigned integer in the range between 4 and 96.
Valid values for each medium are specified in
Table 8-14.

NumNodelnformationTLVs 4 [7:0] Number of NodelnformationTLVs (N) included
in this message.
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Field Octet Bits Description

Parameters 5 [0] Set to one if node is capable of calculating

routing tables, zero otherwise.
[7:1] Reserved by ITU-T (Note 1)

Node|nf0rmationTLVS[O] Variab'e Variable Information related to the featureS |mp|emented
and capabilities of the registering node. It shall
be coded as described in Table 8-16.1

NodelInformationTLVs[N-1] | Variable | Variable | Information related to the features implemented
and capabilities of the registering node. It shall
be coded as described in Table 8-16.1

NOTE 1 — Bits that are reserved by ITU-T shall be set to zero by the transmitter and ignored by the

receiver.

NOTE 2 — This field shall be set to zero by the transmitter and ignored by the receiver when the ProxyReg

field is set to zero.

Table 8-16.1 — Format of NodelnformationTLVs[i] and DmInformationTLVs[i]

Field Octet Bits Description
InformationType Variable [7:0] Type of information field
0 — ITU-T information (see Table 8-16.2).
1 — Reserved for HGF information
All other values of this field are reserved by ITU-T.
InformationLength Variable [7:0] Length in bytes of information value field.
InformationValue Variable Var Value of information field.

Table 8-16.2 — Format of the InformationValue field when the InformationType field
is set to ITU-T information in Table 8-16.1

Field

Octet

Bits

Description

ITUFieldsContents

0

[7:0]

Bits [7:0] represent the information related to the
presence of the different components of the ITU-T
information field.

Bit 0: This bit shall be set to ZERO.

Bit 1: If set to one, Capabilities field is present. If
set to zero, Capabilities field is not present.

Other bits are reserved by ITU-T and shall be set
to 0 (Note)

Capabilities

Variable

See
Table 8-16.4

If present, this field contains the information on
specific capabilities that the node implements. The
format of this field is described in Table 8-16.4

NOTE — Bits that are reserved by ITU-T shall be set to zero by the transmitter and ignored by the receiver.
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Table 8-16.3 — Placeholder table
(This table has been intentionally left blank.)

Table 8-16.4 — Format of the Capabilities field

Field Octet Bits Description

NumCapabilities 0 [7:0] Number of Capabilities (M) indicated in
Capabilities field

CapabilityType[0] 1 [7:0] Capability Type. The format of this field is
described in Table 8-16.5

CapabilityLength[0] 2 [7:0] Length of the capability type indicated, represented
as an 8-bit unsigned integer (see Table 8-16.5).

CapabilityValue[0] Variable Variable | Value of the capability type indicated.

CapabilityType[M-1] Variable [7:0] Capability Type. The format of this field is
described in Table 8-16.5

CapabilityLength[M-1] Variable [7:0] Length of the capability type indicated, represented
as an 8-bit unsigned integer (see Table 8-16.5).

CapabilityValue[M-1] Variable Variable | Value of the capability type indicated.

Table 8-16.5 — List of Capabilities

Capability Capability name
Type

Capability Capability Value field

Length value

0016 Bandplan Info

4

See Table 8-16.6

0116 DMDefinedSeed

1

If set to 0116, it indicates the capability of
the node to use a DM-generated value as a
domain specific seed (see clause 7.2.2.2.3 of
[ITU-T G.9960]), 0016 otherwise.

All other values are Reserved by ITU-T

0216 DM-generated initial
seed for unloaded
sub-carriers LFSR

It indicates that the node has the capability of
handling a DM-generated initial seed
different from the default value for the LFSR
generator used when loading the unloaded
supported sub-carriers.

016 indicates no support for this capability
116 indicates support for this capability

All other values are reserved by ITU-T

0316-FF16 | Reserved by ITU-T

Reserved by ITU-T
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Table 8-16.6 — Bandplan Info Capability Value field

Field Octet Bits Description
Bandplan ID 0 [2:0] Indicates the maximum bandplan that the node
supports (Note 2), represented as described in
clause 7.1.2.3.2.2 of [ITU-T G.9960]
Reserved [7:3] Reserved by ITU-T (Note 1)

StartSubCarrier 1t03 [11:0] Index of the lowest frequency sub-carrier that the
node can support on the transmit side coded as an
unsigned integer.

StopSubCarrier [23:12] Index of the highest frequency sub-carrier that the

node can support on the transmit side coded as an
unsigned integer

NOTE 1 — Bits that are reserved by ITU-T shall be set to zero by the transmitter and ignored by the

receiver

NOTE 2 — The Bandplan ID field needs to be equal to the same field in the old message structure (if it

exists)

8.6.1.1.4.2 Registration response message (ADM_DmRegistrResponse.cnf)

The ADM_DmRegistrResponse.cnf message is a unicast management message sent by the domain
master to the registering node (directly or via a proxy), and is intended to be used for registration
response only. The format of the MMPL of the ADM_DmRegistrResponse.cnf message shall be as

shown in Table 8-17.

Table 8-17 — Format of the MMPL of the ADM_DmRegistrResponse.cnf message

Field Octet Bits Description

REGID 0to5 [47:0] REGID of the node that requested the
admission in standard format of a MAC
address

DEVICE_ID 6 [7:0] An ID assigned to the node by the domain
master; shall be set to 0016 in case
registration is denied

Registration flag [0] Set to one for successful registration, set to
zero for registration denied

Bandplan [3:1] Bandplan used by new registering node
represented as described in clause 7.1.2.3.2.2

7 of [ITU-T G.9960] (BNDPL/GRP_ID field)

Rejection code [6:4] As described in Table 8-15

Security mode [7] Set to zero for an unsecure domain, set to one
for a secure domain

Attempt [1:0] 00, for response on the initial attempt, 01>,
10,, 11, for the response on the second, third
and fourth attempts, respectively

Extended rejection code g [4:2] As described in Table 8-15.1

SC configuration [5] Set to one if SC is assigned to a specific node
and can only be changed by user/operator
control, zero otherwise

Reserved [7:6] Reserved by ITU-T (Note)
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Table 8-17 — Format of the MMPL of the ADM_DmRegistrResponse.cnf message

Field Octet Bits Description

Security 9to 15 [55:0] If Security mode is set to zero, this field shall
be set to zero.

If Security mode is set to one, the eight LSBs
of this field represent the DEVICE_ID of the
security controller, and the 48 MSBs
represent the REGID of the security

controller
NumTLVs 16 [7:0] Number of TLVs (n)
TLV[N] Variable [7:0] A list of n TLVs. Each TLV shall be

formatted as described in Table 8-17.1
NOTE — Bits that are reserved by ITU-T shall be set to zero by the transmitter and ignored by the receiver.

Table 8-17.1 — Format of the TLV field

Field Octet Bits Description
TLV type 0 [7:0] Indicates the TLV type (See Table 8-17.2)
TLV length 1 [7:0] Indicates the length of the following TLV value field in
octets (L). The valid range is from 0 to 255
TLV value 2to L+1 [7:0] This field shall be formatted as indicated in Table 8-17.2,
for the TLV type. This field exists if and only if L > 0

Table 8-17.2 — TLV Type assignments

TLV Type Value Description Clause TLV value format
1 Non-default CW parameters 8.8.5.11 Table 8-85.3
2 Backup SC information 8.6.1.1.4.2 Table 8-17.3

0 and 3-255 Reserved by ITU-T for future
assignments

Table 8-17.3 — Backup SC information

Field Octet Bits Description

BackupSC_DevicelD 1 [7:0] The 8-bit DEVICE_ID of a node that is assigned as
the backup SC. If the backup SC node has not
registered to the domain, this field shall be set to 0.

BackupSC_ReglID 2to7 [47:0] The 48-bit REGID of a node that is assigned as the
backup SC. If the backup SC node has not
registered to the domain, this field shall be set to 0.

8.6.1.1.4.3 Resignation request message (ADM_NodeResignRequest.req)

The ADM_NodeResignRequest.req message is a unicast management message sent by a node to the
domain master, and is intended to be used for resignation request only. The format of the MMPL of
the ADM_NodeResignRequest.req message shall be as shown in Table 8-18.
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Table 8-18 — Format of the MMPL of the ADM_NodeResignRequest.req message

Field Octet Bits Description

Attempt 0 [1:0] 00; for initial attempt, 01,, 10, 11, for the
second, third and fourth attempts

PowerModeResignation [2] One if the node is requesting to resign because
it enters into idle power saving mode (L4);
zero otherwise.

Reserved [7:3] Reserved by ITU-T (Note)

NOTE - Bits that are reserved by ITU-T shall be set to zero by the transmitter and ignored by the receiver.

8.6.1.1.4.4

The ADM_DmResign.cnf message is a unicast management message sent by the domain master to a
node that requested resignation, and is intended to confirm or reject the node's resignation request.

Resignation confirmation message (ADM_DmResign.cnf)

The format of the MMPL of the ADM_DmResign.cnf message shall be as shown in Table 8-19.

Table 8-19 — Format of the MMPL of the ADM_DmResign.cnf message

Field Octet Bits Description
Node ID 0 [7:0] DEVICE_ID of the resigned node
RegID 1to6 [47:0] MAC address of the resigned node
Reason 7 [1:0] 00; if the request was accepted
01; if the request was rejected due to topology issues
102, 11, — Reserved by ITU-T
Reserved [7:2] Reserved by ITU-T (Note)

NOTE — Bits that are reserved by ITU-T shall be set to zero by the transmitter and ignored by the receiver.

8.6.1.1.4.5

The ADM_DmForcedResign.req message is a unicast management message sent by the domain
master to a node, and is intended to force the node to resign from the domain. The format of the
MMPL of the ADM_DmForcedResign.req message shall be as shown in Table 8-20.

Forced resignation request message (ADM_DmForcedResign.req)

Table 8-20 — Format of the MMPL of the ADM_DmForcedResign.req message

Field Octet Bits Description
ReasonCode 0 [1:0] Reason why the node was resigned
* 00,=Reserved
* 01, = SC in the domain has failed
* 10,-11,=Reserved
Reserved [7:2] Reserved by ITU-T (Note)

NOTE — Bits that are reserved by ITU-T shall be set to zero by the transmitter and ignored by the receiver.

8.6.1.1.4.6

The ADM_NodeReRegistrRequest.req message is a unicast management message sent by a node to
the domain master, and is intended to be used for periodic re-registration requests.

Re-registration request message (ADM_NodeReRegistrRequest.req)

The MMPL of the ADM_NodeReRegistrRequest.req message shall be empty.
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8.6.1.1.4.7 Re-registration response message (ADM_DmReRegistrResponse.cnf)

The ADM_DmReRegistrResponse.cnf message is a unicast management message sent by the domain
master to the node, and is intended to be used for periodic re-registration response. The MMPL of the
ADM_DmReRegistrResponse.cnf message shall be empty.

8.6.1.1.4.8 Re-registration initiation message (ADM_DmReRegistrinitiate.ind)

The ADM_DmReRegistrinitiate.ind message is a unicast management message sent by the domain
master to a node, and is intended to force the node to initiate re-registration process immediately. The
format of the MMPL of the ADM_DmReRegistrinitiate.ind message shall be as shown in
Table 8-20.1.

Table 8-20.1 — Format of the MMPL of the ADM_DmReRegistrinitiate.ind message

Field Octet Bits Description

Attempt 0 [1:0] 00, for the initial attempt
01, for the second attempt
10,, 11, — Reserved by ITU-T

Reserved [7:2] Reserved by ITU-T (Note)
NOTE — Bits that are reserved by ITU-T shall be set to zero by the transmitter and ignored by the receiver.

8.6.1.1.4.9 New node registered indication to SC (ADM_NewNodeRegistered.ind)

The ADM_NewNodeRegistered.ind message is a unicast management message sent by the DM to
the SC, and is intended to convey the identity of the new node that has been registered by the DM.
The format of the MMPL of the ADM_NewNodeRegistered.ind message shall be as shown in
Table 8-20.2.

Table 8-20.2 — Format of the MMPL of the ADM_NewNodeRegistered.ind message

Field Octet Bits Description
Device ID 0 [7:0] DEVICE_ID of the newly registered node

8.6.1.2  Admission via proxy

Provided that proxy nodes are available, nodes that are hidden from the domain master shall register
into the domain via one of the proxy nodes using the procedure described in this clause.

The protocol diagram of node registration into the domain via a proxy node is presented in
Figure 8-27.
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Figure 8-27 — Protocol diagram describing node registration via proxy

Prior to registration, the node shall detect the RMAP-D of the domain it intends to register to. If it
also detects RMAP-A, it should use the information from RMAP-D to decode RMAP-A, and use the
node that transmits the RMAP-A as the registration proxy. The relayed RMAP frame shall indicate
the number of hops the RMAP relay node is from the domain master (see NUM_HOPS in
clause 7.1.2.3.2.1.12 of [ITU-T G.9960]). If RMAP-A is not detected, the node shall use the node
transmitting RMAP-D as the registration proxy. The registering node shall synchronize with the MAC
cycle, and locate the registration TS (RCBTS or CBTS that permits registration, see clauses 3
and 8.8.4.1.5, respectively) described in the MAP. To start the registration via proxy, the node shall
send a registration request message (ADM_NodeRegistrRequest.req, see clause 8.6.1.1.4.1) to the
domain master via the registration proxy.

After receiving the ADM_NodeRegistrRequest.req from the node, the proxy shall relay it towards
the domain master. To facilitate relaying of ADM_NodeRegistrRequest.req, the registering node shall
use the addressing scheme shown in Table 8-20.3.

Table 8-20.3 — Addressing fields of the ADM_NodeRegistrRequest.req
from registering node to proxy node

Field Value
DA of the LCDU carrying the message REGID of the domain master
SA of the LCDU carrying the message REGID of the registering node

OriginatingNode of the LLC frame carrying the LCDU | 0
DestinationNode of the LLC frame carrying the LCDU DEVICE_ID of the proxy node
SID of the PHY frame carrying the message 0

DID of the PHY frame carrying the message DEVICE_ID of the proxy node

In addition, the ProxyReg flag in ADM_NodeRegistrRequest.req shall be set to one, and the field
ProxyDevID shall contain the DEVICE_ID of the proxy node, obtained from the SID field of the
PFH for the PHY frame carrying the RMAP. The registering node obtains the REGID of the domain
master from the LCDU that conveys the RMAP message, as described in clause 8.8.
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The proxy shall relay the received ADM_NodeRegistrRequest.req message by recreating a new
ADM_NodeRegistrRequest.req with the same contents as the received one and shall send it to the
DM using the addressing scheme shown in the Table 8-20.4.

Table 8-20.4 — Addressing fields of the ADM_NodeRegistrRequest.req
from proxy to the DM

Field Value
DA of the LCDU carrying the message REGID of the domain master
SA of the LCDU carrying the message REGID of the registering node

OriginatingNode of the LLC frame carrying the LCDU 0
DestinationNode of the LLC frame carrying the LCDU DEVICE_ID of the DM

SID of the PHY frame carrying the message DEVICE_ID of the proxy node
DEVICE_ID of the DM or the next relay node
DID of the PHY frame carrying the message towards the DM in case where the proxy has

not a direct link with the DM

The registering hidden node shall send ADM_NodeRegistrRequest.req only during the CBTS for
which registration is allowed, using medium access rules for registration described in clause 8.3.3.4.8.
The domain master shall process the ADM_NodeRegistrRequest.req message and reply to the
registration proxy with a registration response message (ADM_DmRegistrResponse.cnf,
see clause 8.6.1.1.4.2) using the addressing scheme shown in Table 8-20.5. If the node is admitted
and the domain is a secure domain, the DM shall also send a ADM_NewNodeRegistered.ind message
(see clause 8.6.1.1.4.9) to the SC.

Table 8-20.5 — Addressing fields of the ADM_DmRegistrResponse.cnf
from DM to the proxy node

Field Value
DA of the LCDU carrying the message REGID of the proxy node
SA of the LCDU carrying the message REGID of the DM

OriginatingNode of the LLC frame carrying the LCDU DEVICE_ID of the DM
DestinationNode of the LLC frame carrying the LCDU DEVICE_ID of the proxy node

SID of the PHY frame carrying the message DEVICE_ID of the DM
DEVICE_ID of the proxy node or the next
DID of the PHY frame carrying the message relay node towards the proxy in case where the

DM has not direct link with the proxy

The registration proxy node shall then unicast the received ADM_DmRegistrResponse.cnf message
to the new node using the addressing scheme shown in Table 8-20.6.
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Table 8-20.6 — Addressing fields of the ADM_DmRegistrResponse.cnf
from the proxy node to the registering node

Field Value
DA of the LCDU carrying the message REGID of the registering node
SA of the LCDU carrying the message REGID of the proxy node

OriginatingNode of the LLC frame carrying the LCDU DEVICE_ID of the proxy node
DestinationNode of the LLC frame carrying the LCDU 0
SID of the PHY frame carrying the message DEVICE_ID of the proxy node
DID of the PHY frame carrying the message 0

The behaviour specified in clause 8.6.1.1.1 regarding retransmission of registration messages and
rejection codes shall also apply to nodes registering via proxy.

After sending the ADM_DmRegistrResponse.cnf message with the registration flag set to one
(successful registration), the domain master shall designate the registration proxy node as an
RMAP-A relay. After getting the topology update messages from the newly registered node, the
domain master may change the assignment of the RMAP-A relay for this node as described in
clause 8.5.6.2.

For re-registration and resignation, the node shall follow the procedures described in clauses 8.6.1.1.2
and 8.6.1.1.3, respectively.

8.6.1.3 Domain maintenance after node admission

When a new node is admitted into the domain, the DM shall update the related domain wide
information in order to take into account backward compatibility issues.

If any of the information included in the additional domain information auxiliary information sub-
field of the MAP needs to be updated based on the node-information of the registering node (see
Table 8-16.1), the DM shall send a MAP-A with an updated additional domain information auxiliary
information sub-field. The domain master shall use the validity counter-based update (AUX_VALID
= 3 and ModificationFlag = 1):

. Whenever a registering node indicates in its node-information (see Table 8-16.1) during
registration that it does not support a DM-generated Domain-specific constellation scrambler
initialization (see clause 7.1.4.5.3.2.1 of [ITU-T G.9960]) the DM shall update the
DM_Defined_Seed field of the additional domain information auxiliary information sub-
field to the first allowed seed for that DOD as indicated in Table 7-75 of [ITU-T G.9960] in
the case of powerline and to the default value of the seeds for the rest of the mediums.

. Whenever a registering node indicates in its node-information during registration that it does
not support a DM-defined initial seed (see clause 7.1.4.2.6 of [ITU-T G.9960]) the DM shall
update the UnloadedSubcarrierinitialSeed field of the additional domain information
auxiliary information sub-field to the default value.

8.6.2 Bandwidth management

The domain master shall be capable of allocating (scheduling) TXOPs and TSs to different nodes,
user priorities and service flows. These allocations should be such that nodes transmitting within the
assigned TXOPs and TSs should meet priority constraints for priority traffic and QoS bandwidth,
latency and jitter constraints specified in the TSpec for the est