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Recommendation ITU-T Y.3509 

Cloud computing – Functional architecture 

for data storage federation 

1 Scope 

This Recommendation provides functional architecture for data storage federation (DSF). It 

specifies the detailed DSF functions and DSF functional architecture based on functional 

requirements defined in [ITU-T Y.3505]. 

This Recommendation defines the following: 

– DSF functions; 

– DSF functional architecture and reference points. 

2 References 

The following ITU-T Recommendations and other references contain provisions which, through 

reference in this text, constitute provisions of this Recommendation. At the time of publication, the 

editions indicated were valid. All Recommendations and other references are subject to revision; 

users of this Recommendation are therefore encouraged to investigate the possibility of applying the 

most recent edition of the Recommendations and other references listed below. A list of the 

currently valid ITU-T Recommendations is regularly published. The reference to a document within 

this Recommendation does not give it, as a stand-alone document, the status of a Recommendation. 

[ITU-T Y.3500]  Recommendation ITU-T Y.3500 (2014), Information technology – Cloud 

computing – Overview and vocabulary. 

[ITU-T Y.3502]  Recommendation ITU-T Y.3502 (2014), Information technology – Cloud 

computing – Reference architecture. 

[ITU-T Y.3505]  Recommendation ITU-T Y.3505 (2018), Cloud computing – Overview and 

functional requirements for data storage federation. 

3 Definitions 

3.1 Terms defined elsewhere 

This Recommendation uses the following terms defined elsewhere: 

3.1.1 cloud service customer [ITU-T Y.3500]: A party which is in a business relationship for the 

purpose of using cloud services. 

3.1.2 cloud service user [ITU-T Y.3500]: Natural person, or entity acting on their behalf, 

associated with a cloud service customer that uses cloud services. 

NOTE – Examples of such entities include devices and applications. 

3.1.3 data storage federation (DSF) [ITU-T Y.3505]: A processing to provide a single virtual 

volume from the multiple heterogeneous data storages using storage virtualization.  

NOTE – In this Recommendation, heterogeneous storage refers to DSF local storage. 

3.1.4 DSF local storage [ITU-T Y.3505]: A physical storage to be integrated. 

NOTE – DSF local storage includes on-premises storage such as main memory, non-volatile memory 

express (NVMe), solid state disk, hard disk drive, serial attached small computer system interface (SCSI), 

Internet SCSI storage and network-attached storage, object-based storage device, intelligent storage device, 

etc. and cloud storage with different management units such as block, object and file. 
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3.1.5 storage virtualization [ITU-T Y.3505]: An abstraction of storage resource to provide 

logical storage. 

NOTE – The abstraction includes consolidating the different type of storages into a virtual storage pool as 

well as dividing a virtual storage pool into a single virtual volume.  

3.1.6 virtual storage pool [ITU-T Y.3505]: A logical storage by integration of DSF local 

storage. 

3.1.7 single virtual volume [ITU-T Y.3505]: A virtual storage unit provided in forms of a block 

device, disk, or object device.  

NOTE – Disk and object device are considered as file and object-based storage in this Recommendation. 

3.2 Terms defined in this Recommendation 

None. 

4 Abbreviations and acronyms 

This Recommendation uses the following abbreviations and acronyms: 

API  Application Program Interface 

CRUD  Create Read Update Delete 

CSC  Cloud Service Customer 

CSP  Cloud Service Provider 

CSU  Cloud Service User 

CUA-F  Customer Access Function 

DFM-F  Data Fragment Function  

DME-F  Data Manipulation Enhancement Function 

DM-FS  DSF data Manipulation Functions 

DMP  Data Manipulation Provider 

DOC-F  Data Operation with write buffer and read Cache Function 

DSC-F  DSF local Storage Connection Function 

DSF  Data Storage Federation 

DS-FS  DSF local Storage Functions 

ENC-F  Encryption/decryption, compression/decompression Function 

FTP  File Transfer Protocol 

I/O  Input/Output 

iSCSI   internet Small Computer System Interface 

NAS  Network Attached Storage 

NFS  Network File System 

NVMe  Non-Volatile Memory express 

POL-F  Policy management of data storage and data manipulation Function 

PP-FS  Provision and Policy management Functions 

PRO-F  Provision of single virtual volume and virtual storage pool Function 
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RAM  Random Access Memory 

SAN  Storage Attached Network 

SC-FS  Single virtual volume Connection Functions 

SCSI  Small Computer System Interface 

SFP  Storage Federation Provider 

SFTP  Secure File Transfer Protocol 

SSH  Secure Shell 

SSD  Solid State Drive 

STS-F  Storage Structuring Function 

SVI-F  Single Virtual volume Interface Function 

VSP-F  Virtual Storage Pool management Function 

5 Conventions 

None. 

6 DSF functions 

Figure 6-1 shows data storage federation (DSF) functions derived from the DSF requirements and 

DSF logical components defined in [ITU-T Y.3505]. 

 

Figure 6-1 – DSF functions 

NOTE 1 – Appendix I provides details regarding the relationships between the DSF requirements and DSF 

logical components defined in [ITU-T Y.3505] and the DSF functions defined in this clause. 

NOTE 2 – Appendix II describes the relationships between DSF functions and functional components of the 

cloud computing reference architecture [ITU-T Y.3502]. 
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In the remaining parts of this Recommendation, the term "cloud service user" (and its acronym 

"CSU") corresponds to "DSF service customer" as used in Recommendation [ITU-T Y.3505]. 

6.1 Single virtual volume connection 

The single virtual volume connection functions include: 

– customer access (see clause 6.1.1); and 

– single virtual volume interface (see clause 6.1.2). 

6.1.1 Customer access  

The customer access function supports the following: 

– Registering the cloud service user's (CSU) information;  

 NOTE 1 – Examples of CSU's information for configuring storage is as shown below:  

• Data storage service name; 

• Cloud storage and interworking information (CSU name, password, cloud storage 

connection endpoint information); 

• On-premises storage connection information; 

• Data storage specification (size, caching, tier, encryption and other data storage 

policies); 

• Cloud storage name; 

• Types of single virtual volume such as file storage such as direct-attached storage 

(DAS) and network-attached storage (NAS), object storage such as a storage area 

network (SAN) connecting to a working server for applications or databases, and block 

storage e.g., [b-Ceph], [b-Swift], and [b-Lustre];  

• Access mechanisms. 

 NOTE 2 – Once registration of CSU's information is completed, the CSU can access the DSF 

service and request the allocation and capability of storage such as single virtual volume and DSF 

local storage. 

– Enabling interactions between the DSF service and the CSU for both storage operations and 

data operations. 

 NOTE 3 – A single virtual volume is created through storage operations while the CSU's data is 

stored and managed through data operations. 

6.1.2 Single virtual volume interface  

The single virtual volume interface function supports the following: 

– Provisioning interfaces between a CSU and a single virtual volume according to the type of 

storage requested by the CSU; 

– Selecting CSU's data access mechanisms and setting the related parameters; 

 NOTE – Examples of data access mechanisms are [b-iSCSI] for block storage, [b-NFS], [b-SSH], 

[b-SFTP], [b-FTP] for file storage and APIs of [b-Ceph], [b-Swift], and [b-Lustre] for object 

storage. 

– Interfacing with CSU's web application or client software used to access a single virtual 

volume. 

6.2 DSF data manipulation  

The DSF data manipulation functions include: 

– virtual storage pool management (see clause 6.2.1); 

– data operations with write buffer and read cache (see clause 6.2.2); 
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– data fragmentation (see clause 6.2.3); 

– encryption/decryption and compression/decompression (see clause 6.2.4); 

– enhanced management for data manipulation (see clause 6.2.5). 

6.2.1 Virtual storage pool management 

The virtual storage pool management function supports the following: 

– Configuring virtual storage pool using storage management metadata and virtual storage 

pool information; 

 NOTE 1 – Storage management metadata (see [ITU-T Y.3505]) is a description required to perform 

storage operations. This metadata includes elements such as the location of DSF local storage, 

read/write speed, storage capacity, API for customer data operation, etc. 

 NOTE 2 – Examples of virtual storage pool information include: 

 • size of virtual storage pool; 

 • the number of DSF local storage used by CSU; 

 • the type of DSF local storage (e.g., on premise or cloud storage). 

– Connecting to DSF local storage according to the storage types selected by CSU; 

 NOTE 3 – Types of DSF local storage include on premise storage, cloud storage, etc. 

– Creating virtual storage pools; 

 NOTE 4 – Creating a virtual storage pool means creating the associated storage volume and 

interfacing with DSF local storage. 

– Referring to the DSF global registry to securely write and read data in the selected DSF 

local storage; 

– Activating write buffer and read cache depending on CSU’s selection regarding the usage 

of write buffer and read cache when virtual storage pool is configured; 

– Transmitting the sizes of write buffer and read cache; 

– Executing storage operations; 

– Managing connections among separated virtual storage pools. 

 NOTE 5 – In this case, a proxy interface (see [ITU-T Y.3505]) can be used by the virtual storage 

pool management function to establish connections among separate virtual storage pools and to 

manage the network used for transmitting data to the DSF local storage.  

6.2.2 Data operation with write buffer or read cache 

The data operation with write buffer or read cache function supports the following: 

– Buffering data during write operations; 

 NOTE 1 – Since DSF local storage can be connected with different I/O storage speeds, a write 

buffer is used to overcome differences in I/O storage speeds and to get faster data operation.  

– Caching data during read operations; 

 NOTE 2 – Caching data allows lower latency data operations. 

– Transmitting data in the write buffer to DSF local storage periodically; 

 NOTE 3 – When the write buffer is full or depending on policies for data manipulation, the data is 

transmitted from the write buffer to DSF local storage.  

– Overwriting buffered data with new CSU's data; 

– Searching data in read cache; 

 NOTE 4 – The objective of read cache is to improve response times of read data operations. 

– Accessing to DSF global registry to search for data operation metadata; 
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– Storing data from DSF local storage to read cache and deleting data from read cache after a 

given period of time; 

 NOTE 5 – The period of time to keep data in read cache depends on defined caching policies or on 

caching mechanisms themselves. 

– Adjusting and limiting read cache and write buffer sizes according to CSU requests; 

 NOTE 6 – The read cache and write buffer sizes are adjusted within the physical limitations 

specified by the DSF service provider. 

– Accessing to DSF global registry for storing data operation metadata. 

6.2.3 Data fragmentation 

The data fragmentation function supports the following: 

– Receiving DSF local storage information and data operation metadata for fragmentation; 

 NOTE 1 – DSF local storage information refer to credentials, access mechanisms, endpoints, 

storage performance and storage capacity. 

 NOTE 2 – Data operation metadata, see [ITU-T Y.3505], includes data operation metadata for 

fragmentation which provides information about the fragment size, the number of fragments, the 

number of parity bits, the number of fragments per storage, etc. 

– Setting maximum and minimum fragment sizes; 

 NOTE 3 – Maximum and minimum fragment sizes depend on I/O bandwidth, storage capacity, 

cache usage, etc. 

 NOTE 4 – A too large fragment maximum size may lead to heavy copying to DSF local storage 

while a too small minimum fragment size may lead to missing cache hits.  

– Selecting a fragment size according to maximum and minimum fragment sizes; 

– Receiving data from write buffer for further fragmentation; 

– Moving fragmented data to DSF local storage; 

 NOTE 5 – Moving fragmented data refers to the transmission of fragmented data for encryption, 

compression, or direct transmission to DSF local storage depending on policy of data manipulation. 

Policy of data manipulation includes fragmentation policy (see [ITU-T Y.3505]). 

– Transmitting data from DSF local storage to the read cache;  

 NOTE 6 – When reading data, the data fragmentation function usually transmits frequently used 

data to the read cache.  

– Reflecting policy of data manipulation. 

6.2.4 Encryption/decryption and compression/decompression 

The encryption/decryption and compression/decompression function supports the following:  

– Encrypting data according to CSU's requests; 

 NOTE 1 – The encryption process is going on until data is stored in the DSF local storage which is 

connected to the virtual storage pool. 

– Protecting data using high-performance encryption and decryption mechanisms; 

 NOTE 2 – All data stored in DSF local storage is provided with block encryption, such as [b-AES], 

[b-DES] or [b-SEED]. 

– Applying encryption algorithms to data according to CSU's requests; 

 NOTE 3 – A CSU can request that multiple encryption algorithms be applied to the data depending 

upon the different DSF local storage used to store the data (e.g., on-premises storage and public 

cloud storage). 

– Using encryption key tables for key management; 
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 NOTE 4 – The encrypted data, key tables and the related metadata (data operation metadata and 

storage management metadata) are saved separately in different DSF local storage. 

 NOTE 5 – For example, if the encrypted data is stored in on-premises storage then the key and 

related metadata is stored in cloud storage or other available types of storage. 

– Authorizing access to encryption key tables; 

– Compressing data stored in DSF local storage; 

– Applying compression algorithms according to CSU's requests; 

– Decrypting data in accordance with encryption algorithms requested by CSUs; 

– Decompressing data in accordance with compression algorithms requested by CSUs. 

6.2.5 Enhanced management for data manipulation 

The enhanced management for data manipulation function supports the following: 

– Replicating data fragments for distribution to DSF local storage; 

 NOTE 1 – Replicated data fragments are distributed to DSF local storage for high availability 

reasons.  

 NOTE 2 – In case of fast replication, data de-duplication is performed. 

– Maintaining latest (most up-to-date) data between replicated data fragments and original 

data; 

– Determining distribution of replicated data fragments according to DSF local storage 

information; 

 NOTE 3 – Replicated data fragments are not recommended to be distributed to low performance 

DSF local storage. 

– Backing up and recovering DSF local storage using snapshots; 

– Migrating DSF local storage; 

 NOTE 4 – Migration is the process of moving data from a source DSF local storage to a target DSF 

local storage. Migration is useful when a DSF local storage is experiencing low performances or its 

available capacity is becoming low. 

– Backing up DSF global registry for high availability; 

 NOTE 5 – Backing up the DSF global registry provides a secondary DSF global registry to be used 

during failover. Using this secondary DSF global registry, the primary DSF global registry can be 

recovered in case of failover. 

 Applying error correction mechanisms to data; 

 NOTE 6 – Error correction is used to prevent data losses during data transmission. Examples of 

error correction mechanisms include cyclic redundancy code, checksum, cryptographic hash 

function, or forward error correction. 

– Maintaining latest (most up-to-date) data location information in the DSF global registry 

for data transparency; 

 NOTE 7 – Data transparency refers to: a) the ability to access and work with data no matter where 

data is located, and b) the assurance that data being reported is accurate and is coming from the 

trusted source. 

 Preventing data leakage when processing sensitive data; 

 NOTE 8 – Sensitive data refers to e.g., financial information, health information and personal 

identification data. 

 NOTE 9 – In order to protect sensitive data, data operations are performed in a secure region. 

 NOTE 10 – A secure region is a logical area (e.g., in RAM, NVMe or SSD) accessed only through a 

secure interface such as an application program interface (API), or a secure gateway. 
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 NOTE 11 – Processing sensitive data in a secure region consists of: 

 • copying encrypted sensitive data from DSF local storage to a secure region (through a secure 

gateway or API);  

 • decrypting the encrypted sensitive data in the secure region;  

 • processing CSU's requested data operations in the secure region;  

 • returning the data operation results to the CSU from the secure region. 

– Restoring data for automatic storage fail-over; 

 NOTE 12 – The processing of automatic storage fail-over includes: 

 • monitoring and detecting newly added storage from DSF local storage information; 

 • validating the connection between virtual storage pools and newly added storage;  

 • connecting newly added storage to a virtual storage pool;  

 • providing existing data operation metadata and information about the global DSF registry to 

newly added virtual storage pool. 

– Applying policies for performance enhancement. 

 NOTE 13 – These policies are applied for replication, backup, snapshots, migration, error 

correction, data protection, and disk fail-over, etc. 

6.3 DSF local storage management 

DSF local storage management functions provide the following: 

– DSF local storage connection (see clause 6.3.1); 

– Storage structuring (see clause 6.3.2). 

6.3.1 DSF local storage connection 

The DSF local storage connection function supports the following: 

– Collecting DSF local storage information to manage DSF local storage;  

– Connecting and disconnecting DSF local storage to/from virtual storage pool based on DSF 

local storage information; 

– Interpreting and translating CSU's requested operations to the data operations of DSF local 

storage; 

– Maintaining the sessions for connecting to DSF local storage;  

– Monitoring the sessions and DSF local storage information for ensuring seamless data 

transmission; 

– Establishing secure connections to DSF local storage by hiding communication channel 

information to CSUs; 

 NOTE 1 – Examples of channel information include protocol, address and port number. 

– Establishing multiple accesses in parallel to DSF local storage for high availability; 

 NOTE 2 – The use of multiple parallel accesses helps compensating different transmission speeds 

between on premise and DSF local storage. 

– Managing the proxy interface used to connect DSF local storage to virtual storage pool. 

 NOTE 3 – The proxy interface manages garbage collection, virtual storage pool connection control, 

data locking management, etc. 

6.3.2 Storage structuring  

The storage structuring function supports the following: 

– Determining storage-tiers based on the performance, capacity, and the policy for data 

storage; 
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 NOTE 1 – The storage-tiers in [ITU-T Y.3505] are hierarchically organized storages to improve 

access to data.  

 NOTE 2 – For example, frequently accessed data is stored in the high-speed storage such as RAM 

based disk or SSD for caching. 

– Monitoring the performance of write buffer, read cache, and DSF local storage; 

 NOTE 3 – The transmission speed, capacity, read/write speed, etc. are monitored. 

– Configuring hierarchical storage structure by using heterogeneous storage; 

– Applying policy for data storage according to storage types. 

 NOTE 4 – Policy for data storage in [ITU-T Y.3505] includes policy for storage tiering. 

 NOTE 5 – Storage types related with tiering include location-based storage, time-based storage, and 

content addressable storage (CAS). Examples of typical use of these storage types include location-

based storage for write buffer, time-based storage for DSF local storage and CAS for read cache. 

6.4 Provision and policy management 

The provision and policy management functions provide the following: 

– policy management of data storage and data manipulation (see clause 6.4.1); 

– provision of single virtual volume and virtual storage pool (see clause 6.4.2). 

6.4.1 Policy management of data storage and data manipulation 

The policy management of data storage and data manipulation function supports the following: 

– Managing policies including administering related policy rules; 

 NOTE – Managed policies include policy for data storage and policy of data manipulation (see 

[ITU-T Y.3505]). 

– Transmitting policies to DSF functions for further enforcement; 

6.4.2 Provision of single virtual volume and virtual storage pool 

The provision of single virtual volume and virtual storage pool function supports the following; 

– Receiving and validating storage management metadata and virtual storage pool 

information; 

– Configuring and provisioning virtual storage pools; 

– Configuring and provisioning single virtual volumes in virtual storage pools; 

– Creating DSF global registry; 

 NOTE 1 – The DSF global registry is a registry that stores and provides precise information of 

CSU's data including data name, data location and data size. The DSF global registry supports high 

speed data access to search data name, data location, etc.  

– Performing fail-over of the DSF global registry; 

 NOTE 2 – For fail-over, secondary DSF global registry is necessary. Secondary DSF global registry 

is used for recovery when the primary DSF global registry is no longer operational. 

– Managing data operation metadata and storage management metadata. 

7 DSF functional architecture 

Figure 7-1 shows the DSF functional architecture. 
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Figure 7-1 – DSF functional architecture 

7.1 Single virtual volume connection functions  

 

Figure 7-2 – SC-FS and related reference points 

The single virtual volume connection functions (SC-FS) consist of two functions: customer access 

function (CUA-F) and single virtual volume interface function (SVI-F) as shown in Figure 7-2. 

The SC-FS interacts with the DSF data manipulation functions (DM-FS). 
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7.1.1 Customer access function  

The customer access function (CUA-F) (see clause 6.1.1) sends the CSU's information to the single 

virtual volume interface function (SVI-F), and sends the request for allocation of storage to the 

virtual storage pool management function (VSP-F). 

7.1.2 Single virtual volume interface function  

The single virtual volume interface function (SVI-F) (see clause 6.1.2) sends storage management 

metadata and virtual storage pool information to VSP-F for configuring interfaces between a CSU 

and a single virtual volume, and receives the parameters which are related to selected data access 

mechanism from CAU-F. 

7.2 DSF data manipulation functions 

 

Figure 7-3 – DM-FS and related reference points 

The DSF local storage management functions (DM-FS) consist of five functions: virtual storage 

pool management function (VSP-F), data operation with write buffer or read cache function 

(DOC-F), data fragment function (DFM-F), encryption/decryption, compression/decompression 

function (ENC-F), and data manipulation enhancement function (DME-F) as shown in Figure 7-3. 

The DM-FS interacts with the single virtual volume connection functions (SC-FS), the DSF local 

storage management functions (DS-FS), and the provision and policy management functions 

(PP-FS). 

7.2.1 Data operation with write buffer or read cache function 

The data operation with write buffer or read cache function (DOC-F) (see clause 6.2.2) receives 

maximum and minimum sizes of write buffer or read cache from VSP-F. DOC-F receives policy of 

data manipulation from POL-F. 

7.2.2 Encryption/decryption and compression/decompression function 

The encryption/decryption and compression/decompression function (ENC-F) (see clause 6.2.4) 

receives policy of data manipulation related to compression/decompression and 

encryption/decryption from POL-F.  
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7.2.3 Data fragmentation function 

The data fragmentation function (DFM-F) (see clause 6.2.3) receives DSF local storage 

information, virtual storage pool information and selected fragment size for fragmentation from 

VSP-F. DFM-F receives policy of fragmentation from POL-F. 

7.2.4 Virtual storage pool management function 

The virtual storage pool management function (VSP-F) (see clause 6.2.1) interacts with other DSF 

functions as follows: 

– VSP-F receives storage management metadata and virtual storage pool information for 

creating single virtual volume and a virtual storage pool from SVI-F; 

– VSP-F receives DSF local storage information from DCS-F and forwards DSF local storage 

information for selecting DSF local storage by CSU to SVI-F;  

– VSP-F sends DSF local storage information for distribution of replicated fragments and 

fail-over to DME-F;  

– VSP-F receives storage management metadata in DSF global registry from PRO-F;  

– VSP-F sends the sizes of write buffer and read cache to DSC-F. 

7.2.5 Data manipulation enhancement function 

The data manipulation enhancement function (DME-F) (see clause 6.2.5) receives policy for 

performance enhancement from POL-F to reflect CSU's policy about performance. DME-F receives 

data operation metadata for fragmentation from DFM-F. DME-F sends policy of performance 

enhancement for applying sensitive data encryption/decryption and compression/decompression to 

ENC-F. 

7.3 DSF local storage management functions 

 

Figure 7-4 – DS-FS and related reference points 

The DSF local storage management functions (DS-FS) consist of two functions: DSF local storage 

connection functions (DSC-F) and storage structuring function (STS-F) as shown in Figure 7-4. 

The DS-FS interacts with the DSF data manipulation functions (DM-FS), the provision and policy 

management functions (PP-FS), and DSF local storage. 

7.3.1 DSF local storage connection function  

The DSF local storage connection function (DSC-F) (see clause 6.3.1) receives DSF local storage 

information from DSF local storage. DSC-F sends DSF local storage information to VSP-F and to 

STS-F. 
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7.3.2 Storage structuring function  

The storage structuring function (STS-F) (see clause 6.3.2) receives policy of storage tier from 

POL-F. STS-F receives DSF local storage information from DSC-F.  

7.4 Provision and policy management functions 

 

Figure 7-5 – PP-FS and related reference points 

The provision and policy management functions (PP-FS) consist of two functions: provision of 

single virtual volume and virtual storage pool (PRO-F), and policy management of data storage and 

data manipulation (POL-F) as shown in Figure 7-5. 

The PP-FS interacts with DSF data manipulation functions (DM-FS) and DSF local storage 

management functions (DS-FS).  

7.4.1 Provision of single virtual volume and virtual storage pool function  

The provision of single virtual volume and virtual storage pool function (PRO-F) (see clause 6.4.2) 

receives storage management metadata for validating the metadata and virtual storage pool from 

VSP-F. PRO-F receives data operation metadata for creating single virtual volume from VSP-F. 

7.4.2 Policy management of data storage and data manipulation function  

The policy management of data storage and data manipulation function (POL-F) (see clause 6.4.1) 

sends following policies: 

– policy of data manipulation for acceleration of data operation to DOC-F;  

– policy of data manipulation to DFM-F for efficiency of data storing; 

– policy of data manipulation for protection and compression of data to ENC-F;  

– policy for performance enhancement to DME-F; 

– policy of storage tier to STS-F.  

8 DSF reference points 

This clause describes the reference points among DSF functions.  
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8.1 Reference point between SC-FS and DM-FS 

The reference point between SC-FS and DM-FS is as follows: 

I_SVI_VSP  reference point between VSI-F and VSP-F. Storage management metadata and 

virtual storage pool information are exchanged through this reference point. 

8.2 Reference point between DM-FS and DS-FS 

The reference point between DM-FS and DS-FS is as follows: 

I_VSP_DSC reference point between VSP-F and DSC-F. DSF local storage information for 

configuring virtual storage pool is registered through this reference point. 

8.3 Reference points between PP-FS and DM-FS 

The reference points between PP-FS and DM-FS are as follows: 

I_PRO_VSP reference point between PRO-F and VSP-F. Storage management metadata for 

configuring virtual storage pool and data operation metadata for allocating single 

virtual volume are delivered through this reference point. 

I_POL_DOC reference point between POL-F and DOC-F. Through this reference point, POL-F 

sends policy of data manipulation for read cache and write buffer of data. 

I_POL_DFM reference point between POL_F and DFM-F. Through this reference point, POL-F 

sends policy of data manipulation for efficiency of data storing. 

I_POL_ENC reference point between POL-F and ENC-F. Through this reference point, POL-F 

sends policy of data manipulation for protection and compression of data. 

I_POL_DME reference point between POL-F and DME-F. Through this reference point, POL-F 

sends policy for performance enhancement for high availability of data and data 

storage. 

8.4 Reference point between PP-FS and DS-FS 

The reference point between PP-FS and DS-FS is as follows: 

I_POL_STS  reference point between POL-F and STS-F. Through this reference point, POL-F 

sends policy of storage tier for performance enhancement of data access and usage. 

8.5 Reference point between DS-FS and DSF local storage 

The reference point between DS-FS and DSF local storage is as follows: 

I_DSC_DLS reference point between DSC-F and DSF local storage. DSC-F gathers DSF local 

storage information for checking connection status through this reference point. 

8.6 Reference point within SC-FS 

The reference point within SC-FS is as follows: 

I_CUA_SVI reference point between CUA-F and SVI-F. CUA-F sends information for 

configuring single virtual volume through this reference point. 

8.7 Reference points within DM-FS 

The reference points within DM-FS are as follows: 

I_VSP_DOC reference point between VSP-F and DOC-F. VSP-F sends the sizes of write buffer 

and read cache through this reference point. 

I_DFM_DME reference point between DFM-F and DME-F. Through this reference point, DFM-F 

sends data operation metadata for fragmentation in order to replicate data. 
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I_VSP_DFM reference point between VSP-F and DFM-F. Through this reference point, VSP-F 

sends DSF local storage information and virtual storage pool information. 

I_VSP_DME reference point between VSP-F and DME-F. Through this reference point, DSF 

local storage information for distribution of replicated fragments and fail-over is 

sent. 

I_ENC_DME reference point between ENC-F and DME-F. Through this reference point, DME-F 

transfers policy of performance enhancement for sensitive data 

encryption/decryption and compression/decompression. 

8.8 Reference point within DS-FS 

The reference point within DS-FS is as follows: 

I_DSC_STS reference point between DSC-F and STS-F. DSF local storage information for 

multiple access and monitoring is exchanged through this reference point. 

9 Security considerations 

Security considerations related to DSF are categorized as follows: 

– DSF security functions related to CSUs 

 CSP (i.e., DSF service provider) provides various access mechanisms for a CSU to access 

CSU's storage and single virtual volume for a CSU to create, read, update, and delete data 

(see clause 6.1). Therefore, it is necessary for CSP to consider: 

• identity and access management (IAM), authentication, authorization, transaction audit, 

and interface security defined in [b-ITU-T X.1601]; 

• security controls in transmit stage, and use stage defined in [b-ITU-T X.1641].  

– Security functions of DSF architecture 

The CSU's data is encrypted, fragmented, distributed, and stored in DSF local storage. The 

fragmented data is encrypted and then transferred to DSF local storage (see clause 6.2). 

Therefore, it is necessary for CSP to consider: 

• data isolation, protection and privacy protection defined in [b-ITU-T X.1601]; 

• security controls in create stage, storage stage, migrate stage, destroy stage, and backup 

and restore stage defined in [b-ITU-T X.1641].  

– Interface related security functions of DSF architecture 

 Virtual storage pool is built by consolidating DSF local storage and administered by policy 

(see clause 6.3). Logical components are configured and controlled by policy, and DSF 

local storage is provisioned and single virtual volume is provided to a CSU with interface 

(see clause 6.4). Therefore, it is necessary for the CSP to consider: 

• interface related security, operational security, service security assessment and audit 

defined in [b-ITU-T X.1601]; 

• security controls in transmit stage, storage stage, and use stage defined in 

[b-ITU-T X.1641]. 
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Appendix Ⅰ 

 

Relationships between DSF functional requirements, 

DSF logical components, and DSF functions 

(This appendix does not form an integral part of this Recommendation) 

DSF logical components are described in clause 6.3 of [ITU-T Y.3505]. Table I.1 shows key 

features of these logical components for deriving DSF functions.  

Table Ⅰ.1 – Logical component and summarized features by keyword 

Logical component in 

[ITU-T Y.3505] 

Summarized key features from 

[ITU-T Y.3505] 

Storage connection • Customer access for single virtual volume 

• The interface of single virtual volume 

• The protocols or I/O interfaces for customer access (including 

acceleration for protocol and I/O) 

Data manipulation • The management of virtual storage pool (including configuration 

virtual storage pool and performing storage operation) 

• The data operation with write buffer or read cache 

• The enhanced management for data manipulation (snapshots, fast 

replication, and distributed transaction logs, enhancement of the 

read and write response time) 

Data distribution and storing • Data fragmentation to distribute and store data (including 

optimization of writing data to DSF local storage) 

• Encryption/decryption and compression/decompression 

DSF local storage management • Connections and management to DSF local storage 

• Storage structuring with tiering 

Provisioning and policy 

management 

• Configurations and controls of logical components 

• Policy management of data storage and data manipulation 

• Provision of single virtual volume and virtual storage pool 

The analysis of the relationships between the DSF requirements, DSF logical components, and DSF 

functions is shown in Table I.2. 
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Table I.2 – The relationships between DSF requirements, 

DSF logical components, and DSF functions 

DSF functional requirement in 

[ITU-T Y.3505] 
Related in 

[ITU-T Y.3505] 

Related logical 

component in 

[ITU-T Y.3505] 
Related DSF functions 

A.  Storage 

connection 

requirement 

(1) It is required that 

CSP:SFP provide an 

interface to connect DSF 

local storage 

Connections and 

management to DSF 

local storage 

DSF local 

storage 

management 

DSF local storage 

connection 

(6.3.1) 

(2) It is required that 

CSP:SFP provide a user 

interface for CSC:CSU to 

use a single virtual volume 

Customer access for 

single virtual volume 

Storage 

connection 

Customer access 

(6.1.1) 

(3) It is recommended that 

CSP:SFP support the change 

of CSC:CSU's access 

mechanism according to 

the storage type of single 

virtual volume 

The protocols or I/O 

interfaces for customer 

access 

Storage 

connection 

Single virtual volume 

interface 

(6.1.2) 

(4) It is required that 

CSP:DMP provide 

translation between data 

operation and 

corresponding interface of 

DSF local storage 

Connections and 

management to DSF 

local storage 

DSF local 

storage 

management 

DSF local storage 

connection  

(6.3.1) 

(5) It is recommended that 

CSP:SFP provide secure 

access mechanism to use 

single virtual volume for 

CSC:CSU 

The protocols or I/O 

interfaces for customer 

access 

Storage 

connection 

Single virtual volume 

interface 

(6.1.2) 

(6) It is required that 

CSP:DMP provide the 

registration of the 

CSC:CSU's requirements 

Customer access for 

single virtual volume 

Storage 

connection 

Customer access 

(6.1.1) 

(7) It is required that 

CSP:SFP provide the 

seamless connection of 

DSF local storage 

interface to communicate 

with DSF local storage 

Connections and 

management to DSF 

local storage 

DSF local 

storage 

management 

DSF local storage 

connection 

(6.3.1) 

B.  Data 

manipulation 

requirements 

(1) It is required that 

CSP:DMP provide the 

execution of CSC:CSU's 

CRUD data operation 

The data operation with 

write buffer or read 

cache 

Data 

manipulation 

Data operation with 

write buffer or read 

cache 

(6.2.2) 

(2) It is required that 

CSP:DMP provide search 

data operation from 

CSC:CSU's data using 

query to global registry 

The data operation with 

write buffer or read 

cache 

Data 

manipulation 

Data operation with 

write buffer or read 

cache 

(6.2.2) 

(3) It is recommended that 

CSP:DMP provide sharing 

data operation by updating 

of sharing status of DSF 

data in global registry 

after checking sharing 

status of DSF data 

The data operation with 

write buffer or read 

cache 

Data 

manipulation 

Data operation with 

write buffer or read 

cache 

(6.2.2) 
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Table I.2 – The relationships between DSF requirements, 

DSF logical components, and DSF functions 

DSF functional requirement in 

[ITU-T Y.3505] 
Related in 

[ITU-T Y.3505] 

Related logical 

component in 

[ITU-T Y.3505] 
Related DSF functions 

(4) It is recommended that 

CSP:DMP provide the 

capacity saving of data 

storage using de-

duplication of DSF data 

Encryption/decryption 

and compression/ 

decompression 

Data 

distribution 

and storing 

Encryption/decryption 

and compression/ 

decompression 

(6.2.4) 

(5) It is recommended 

CSP:DMP provide DSF 

data encryption/decryption 

for data transfer to DSF 

local storage 

Encryption/decryption 

and compression/ 

decompression 

Data 

distribution 

and storing 

Encryption/decryption 

and compression/ 

decompression 

(6.2.4) 

(6) It is required 

CSP:DMP provide data 

recovery of CSC:CSU 

from system failure 

The enhanced 

management for 

data manipulation 

Data 

manipulation 

Enhanced management 

for data manipulation 

(6.2.5) 

 (7) It is recommended that 

CSP:DMP provide DSF 

data migration to available 

DSF local storage for 

resilience and cost 

efficiency of the storage 

space 

The enhanced 

management for 

data manipulation 

Data 

manipulation 

and DSF local 

storage 

management 

Enhanced management 

for data manipulation 

(6.2.5) 

 (8) It is required that the 

CSP:DMP provide the 

validation of DSF data on 

data operation to check the 

data integrity 

The enhanced 

management for 

data manipulation 

Data 

manipulation 

Enhanced management 

for data manipulation 

(6.2.5) 

 (9) It is required that 

CSP:DMP support 

CSC:CSU's data 

consistency for replicated 

DSF data 

The enhanced 

management for 

data manipulation 

Data 

manipulation 

Enhanced management 

for data manipulation 

(6.2.5) 

 (10) It is required that 

CSP:DMP support 

CSC:CSU's data 

transparency 

The enhanced 

management for 

data manipulation 

Data 

manipulation 

Enhanced management 

for data manipulation 

(6.2.5) 

C.  Storage 

federation 

requirements 

(1) It is recommended that 

CSP:SFP provide the 

performance information 

of DSF local storage from 

storage management 

metadata 

Data fragmentation to 

distribute and store data 

(including optimization 

of writing data to DSF 

local storage) 

Data 

distribution and 

storing, DSF 

local storage 

management 

Data fragmentation for 

distribution 

(6.2.3) 

 (2) It is recommended that 

CSP:SFP provide virtual 

storage pool optimization 

considering the 

performance of DSF local 

storage 

Data fragmentation to 

distribute and store data 

(including optimization 

of writing data to DSF 

local storage) 

Data 

distribution 

and storing 

Data fragmentation for 

distribution 

(6.2.3) 
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Table I.2 – The relationships between DSF requirements, 

DSF logical components, and DSF functions 

DSF functional requirement in 

[ITU-T Y.3505] 
Related in 

[ITU-T Y.3505] 

Related logical 

component in 

[ITU-T Y.3505] 
Related DSF functions 

 (3) It is recommended that 

CSP:SFP provide single 

virtual volume 

optimization based on 

CSC:CSU's purpose 

The enhanced 

management for data 

manipulation (snapshots, 

fast replication, and 

distributed transaction 

logs, enhancement of the 

read and write response 

time) 

Data 

manipulation 

Enhanced management 

for data manipulation 

(6.2.5) 

 (4) It is required that 

CSP:SFP provide the 

configuration of single 

virtual volume from 

CSC:CSU requests 

Provision of single 

virtual volume and 

virtual storage pool 

Provisioning 

and policy 

management, 

Storage 

connection 

Provision of single 

virtual volume and 

virtual storage pool 

(6.4.3) 

 (5) It is required that 

CSP:SFP provide a 

read/write cache to 

access data 

The data operation with 

write buffer or read 

cache 

Data 

manipulation 

Data operation with 

write buffer or read 

cache 

(6.2.2) 

 (6) It is recommended 

that CSP:SFP provide 

hierarchical cache 

management using 

cache multi-tiering 

The data operation with 

write buffer or read 

cache 

Data 

manipulation 

Data operation with 

write buffer or read 

cache 

(6.2.2) 

Storage structuring 

(6.3.2) 

 (7) It is required that 

CSP:SFP provide the 

backup of global registry 

for high availability 

The enhanced 

management for data 

manipulation (snapshots, 

fast replication, and 

distributed transaction 

logs, enhancement of the 

read and write response 

time) 

Data 

manipulation 

Enhanced management 

for data manipulation 

(6.2.5) 

 (8) It is recommended 

that CSP:SFP provide 

in-parallel access to DSF 

local storage 

Connections and 

management to DSF 

local storage 

DSF local 

storage 

management 

DSF local storage 

connection 

(6.3.1) 

 (9) It is required that 

CSP:SFP provide the 

registration of CSC:CSU's 

credential to DSF local 

storage 

Connections and 

management to DSF 

local storage 

DSF local 

storage 

management 

DSF local storage 

connection 

(6.3.1) 

 (10) It is recommended 

that CSP:SFP support 

monitoring the 

performance information 

of DSF local storage 

Configurations and 

controls of logical 

components 

Provisioning 

and policy 

management, 

DSF local 

storage 

management 

Configurations and 

controls of logical 

components 

(6.4.1) 
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Table I.2 – The relationships between DSF requirements, 

DSF logical components, and DSF functions 

DSF functional requirement in 

[ITU-T Y.3505] 
Related in 

[ITU-T Y.3505] 

Related logical 

component in 

[ITU-T Y.3505] 
Related DSF functions 

 (11) It is required that 

CSP:SFP provide the 

management of DSF local 

storage interface 

Connections and 

management to DSF 

local storage. 

Configurations and 

controls of logical 

components 

DSF local 

storage 

management, 

provisioning 

and policy 

management 

DSF local storage 

connection 

(6.3.1) 

Configurations and 

controls of logical 

components 

(6.4.1) 

 (12) It is recommended 

that CSP:SFP support to 

access the secured storage 

interface for DSF local 

storage 

Connections and 

management to DSF 

local storage 

DSF local 

storage 

management, 

DSF local storage 

connection 

(6.3.1) 

 (13) It is required that 

CSP:SFP provide the 

storage operation for DSF 

local storage 

The management of 

virtual storage pool 

(including configuration 

virtual storage pool and 

performing storage 

operation) 

Data 

manipulation, 

provisioning 

and policy 

management 

Virtual storage pool 

Management  

(6.2.1) 

 (14) It is required that 

CSP:SFP provide scaling 

of single virtual volume 

on CSC:CSU demand 

The management of 

virtual storage pool 

(including configuration 

virtual storage pool and 

performing storage 

operation) 

Data 

manipulation 

Virtual storage pool 

management 

(6.2.1) 

D.  Metadata 

and policy 

management 

requirements 

(1) It is recommended that 

CSP:SFP provide a 

configuration of single 

virtual volume by data 

storage policy for 

CSC:CSU 

The management of 

virtual storage pool 

(including configuration 

virtual storage pool and 

performing storage 

operation). 

Policy management of 

data storage and data 

manipulation 

Data 

manipulation, 

provisioning 

and policy 

management 

Policy management of 

data storage and data 

manipulation 

(6.4.2) 

 (2) It is recommended that 

CSP:SFP provide default 

data storage policies when 

policy is not configured 

Policy management of 

data storage and data 

manipulation 

Provisioning 

and policy 

management 

Policy management of 

data storage and data 

manipulation 

(6.4.2) 

 (3) It is recommended that 

CSP:DMP provide a 

transformation of DSF 

data by data manipulation 

policy 

Policy management of 

data storage and data 

manipulation 

Provisioning 

and policy 

management 

Policy management of 

data storage and data 

manipulation 

(6.4.2) 

 (4) It is recommended that 

CSP:DMP provide default 

data manipulation policy 

Policy management of 

data storage and data 

manipulation 

Provisioning 

and policy 

management 

Policy management of 

data storage and data 

manipulation 

(6.4.2) 

 (5) It is required that 

CSP:SFP provide global 

registry for customer data 

access 

Policy management of 

data storage and data 

manipulation 

Provisioning 

and policy 

management 

Policy management of 

data storage and data 

manipulation 

(6.4.2) 
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Table I.2 – The relationships between DSF requirements, 

DSF logical components, and DSF functions 

DSF functional requirement in 

[ITU-T Y.3505] 
Related in 

[ITU-T Y.3505] 

Related logical 

component in 

[ITU-T Y.3505] 
Related DSF functions 

 (6) It is required that 

CSP:SFP provide high-

speed access of global 

registry 

Policy management of 

data storage and data 

manipulation 

Provisioning 

and policy 

management 

Policy management of 

data storage and data 

manipulation 

(6.4.2) 

 (7) It is required that 

CSP:DMP provide 

management of data 

operation metadata 

automatically according 

to execution of data 

operation 

Policy management of 

data storage and data 

manipulation 

Provisioning 

and policy 

management 

Policy management of 

data storage and data 

manipulation 

(6.4.2) 

 (8) It is required that 

CSP:SFP provide storage 

management metadata to 

communicate with DSF 

local storage 

Policy management of 

data storage and data 

manipulation 

Provisioning 

and policy 

management 

Policy management of 

data storage and data 

manipulation 

(6.4.2) 
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Appendix Ⅱ 

 

Relationships between DSF functions and functional components 

of the cloud computing reference architecture 

(This appendix does not form an integral part of this Recommendation) 

This appendix illustrates the relationship between DSF functions and functional components of the 

cloud computing reference architecture (CCRA) described in [ITU-T Y.3502]. 

DSF functions described in clause 6 are mapped to the functional components of the cloud 

computing reference architecture [ITU-T Y.3502] as shown in Figure II.1. 

 

Figure II.1 – Relationship between DSF functions and functional components 

of the cloud computing reference architecture 
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Relationships between layers of the cloud computing reference architecture and DSF functions are 

as shown in Table II.1. 

Table II.1 – Relationships between DSF functions and functional components 

of the cloud computing reference architecture (CCRA) 

Relationships between cloud computing 

reference architecture 

and DSF functions 

The related functions in this Recommendation 

Access layer • Customer access (see clause 6.1.1), and 

• Single virtual volume interface (see clause 6.1.2) 

Resource layer • Virtual storage pool management (see clause 6.2.1), 

• Data operation with write buffer or read cache (see 

clause 6.2.2), 

• Data fragmentation (see clause 6.2.3), 

• Encryption/decryption and compression/decompression 

(see clause 6.2.4), and 

• Enhanced management for data manipulation 

(see clause 6.2.5). 

Resource layer • DSF local storage connection (see clause 6.3.1), and 

• Storage structuring (see clause 6.3.2). 

Multi-layer • Policy management of data storage and data manipulation 

(see clause 6.4.1), and 

• Provision of single virtual volume and virtual storage 

pool (see clause 6.4.2). 
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Appendix III 

 

Example of data flow in DSF functional architecture 

(This appendix does not form an integral part of this Recommendation) 

The example of data flow in DSF functional architecture refers to the path through which data 

passes as shown in Figure Ⅲ.1. 

 

Figure III.1 – Example of data flow in DSF functional architecture 

CSU's data is written in single virtual volume, which is allocated by SVI-F through CUA-F. 

Then, the written data is buffered by DOC-F, data fragmented by DFM-F, and encrypted and 

compressed by ENC-F. 

When CSU requests performance enhancement (such as data replication, backup, snapshots, 

migration, error correction, data protection, etc.), data is processed according to policy for 

performance enhancement by DME-F. Data is transferred to STS-F which tiers with hierarchical 

storage and then data is stored in DSF local storage. 

SVI-F accesses DSF global registry to find the location of data, and DOC-F searches the data in 

read cache. When data is not available in read cache, DSC-F reads data from DSF local storage 

through STS-F. When data is encrypted/compressed, ENC-F decrypts/decompresses the data. When 

data is fragmented, DFM-F defragments the fragmented data. 
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