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Recommendation I TU-T H.625

Architecturefor network-based speech-to-speech trandlation services

Summary

Recommendation ITU-T H.625 defines the system architecture for network-based speech-to-speech
trandation (S2ST) on the basis of Recommendation ITU-T F.745 and serves as a technica
introduction to the subsequent definitions of detailed system components and protocols. The scope
of this Recommendation is to describe the functional architecture and mechanisms of network-based
S2ST, interface protocols between S2ST modules, and a workflow of the network-based S2ST
system.
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operating and tariff questions and issuing Recommendations on them with a view to standardizing
telecommunications on aworldwide basis.

The World Telecommunication Standardization Assembly (WTSA), which meets every four years,
establishes the topics for study by the ITU-T study groups which, in turn, produce Recommendations on
these topics.

The approval of ITU-T Recommendationsis covered by the procedure laid down in WTSA Resolution 1.

In some areas of information technology which fall within ITU-T's purview, the necessary standards are
prepared on a collaborative basis with 1SO and IEC.

NOTE

In this Recommendation, the expression "Administration" is used for conciseness to indicate both a
telecommunication administration and a recognized operating agency.

Compliance with this Recommendation is voluntary. However, the Recommendation may contain certain
mandatory provisions (to ensure, e.g., interoperability or applicability) and compliance with the
Recommendation is achieved when all of these mandatory provisions are met. The words "shall" or some
other obligatory language such as "must" and the negative equivalents are used to express requirements. The
use of such words does not suggest that compliance with the Recommendation is required of any party.

INTELLECTUAL PROPERTY RIGHTS

ITU draws attention to the possibility that the practice or implementation of this Recommendation may
involve the use of a claimed Intellectual Property Right. ITU takes no position concerning the evidence,
validity or applicability of claimed Intellectual Property Rights, whether asserted by ITU members or others
outside of the Recommendation development process.

As of the date of approval of this Recommendation, ITU had not received notice of intellectua property,
protected by patents, which may be required to implement this Recommendation. However, implementers
are cautioned that this may not represent the latest information and are therefore strongly urged to consult the
TSB patent database at http://www.itu.int/ITU-T/ipr/.

© ITU 2011

All rights reserved. No part of this publication may be reproduced, by any means whatsoever, without the
prior written permission of 1TU.

ii Rec. ITU-T H.625 (10/2010)


http://www.itu.int/ITU-T/ipr/

Table of Contents

Page

00 0TS PTOR PSP PR PRPPRORRO 1

REFEIENCES......coeeeeee ettt b e ae e sa e e 1

D= 01 2

31 Terms defined ElSEWNENE.........cooiii e 2

3.2 Term defined in this Recommendation ...........ccccovveeenienenenese e 3

ADbDbreviations and aCrONYIMS ........c.ooiiiiiiee e 3

(@00]0117 011 T0] = J USSR 3

6 System functional arChitECIUNE .........ooei i 4

6.1 SYSEEM OVEIVIEW ...ttt st n e 4

6.2 FuNCtional COMPONENES.........cceiierieiie e et e e nae e 8

6.3 PrOTOCOIS. ...ttt 9

6.4 Genera workflow for modality CONVErsion ...........ccccceeveeceveesesce e 31

ANNEX A —MCML 1.0 SCHBMAL ... .ceiieieriieieeie sttt ne e sse e eeeneenns 34
Appendix | — Examples of physical level architecture Workflow examples of modality

CONVErSION USING IMCP......ooniiiiiiieee e 41

1.1 Shared S2ST client for two-party communiCation ............cccccvvveereeceeseereeennn. 41

1.2 Personal S2ST client ComMmUNICaLION. ..........cveierieieriere e 42

1.3 Cross-modality COMMUNICALION.........ccceieeieeie e 42

BBl OGIaPNY......ceeeeee e 44

Rec. ITU-T H.625 (10/2010) iii



I ntroduction

Speech-to-speech trandation (S2ST) technologies, which translate speech in a source language to
speech in atarget language, are an effective means of facilitating communication beyond language
boundaries for those who do not speak a common language. Developing an S2ST system requires
the construction of automatic speech recognition (ASR), machine trandation (MT) and text-to-
speech (TTS) synthesis components. Many ASR, MT and TTS systems for different language pairs
have been developed independently all over the world. If those systems could be connected together
through a network, then S2ST systems spanning a greater number of language pairs can be
achieved. To redize this network-based S2ST technology by connecting various distributed
components, this Recommendation describes how to combine those individual S2ST systems and
defines architectural requirements for the network-based S2ST system.

iv Rec. ITU-T H.625 (10/2010)



Recommendation I TU-T H.625

Architecturefor network-based speech-to-speech trandlation services

1 Scope

This Recommendation defines the following items for designing a platform of the network-based
speech-to-speech (S2ST) system:

- afunctional architecture and mechanisms of network-based S2ST;
- interface protocols between S2ST modules; and
- aworkflow of the network-based S2ST system.

2 References

The following ITU-T Recommendations and other references contain provisions which, through
reference in this text, constitute provisions of this Recommendation. At the time of publication, the
editions indicated were valid. All Recommendations and other references are subject to revision;
users of this Recommendation are therefore encouraged to investigate the possibility of applying the
most recent edition of the Recommendations and other references listed below. A list of the
currently valid ITU-T Recommendations is regularly published. The reference to a document within
this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.

[ITU-T F.745] Recommendation ITU-T F.745 (2010), Functional requirements for
networ k-based speech-to-speech translation services.

[IETF RFC 2279] IETF RFC 2279 (1998), UTF-8, a transformation format of 1SO 10646.

[IETF RFC 2396] IETF RFC 2396 (1998), Uniform Resource Identifiers (URI): Generic
Syntax.

[IETF RFC 2616] IETF RFC 2616 (1999), Hypertext Transfer Protocol — HTTP/1.1.

[IETF RFC 2818] IETF RFC 2818 (2000), HTTP Over TLS.

[IETF RFC 3550] IETF RFC 3550 (2003), RTP: A Transport Protocol for Real-Time
Applications.

[W3C XML1.0] W3C XML1.0 (2008), Extensible Markup Language (XML) 1.0.

[W3C XML Schema] W3C XML Schema Part 2 (2004), XML Schema Part 2: Datatypes Second
Edition.

[1SO 639-1] SO 639-1 (2002), Codes for the representation of names of languages —
Part 1: Alpha-2 code.

[1SO 639-2] SO 639-2 (1998), Codes for the representation of names of languages —
Part 2. Alpha-3 code.

[1SO 639-3] SO 639-3 (2007), Codes for the representation of names of languages —
Part 3: Alpha-3 code for comprehensive coverage of languages.

[1SO 639-5] SO 639-5 (2008), Codes for the representation of names of languages —
Part 5. Alpha-3 code for language families and groups.

[1SO 639-6] SO 639-6 (2009), Codes for the representation of names of languages —

Part 6: Alpha-4 code for comprehensive coverage of language variants.

NOTE — In this Recommendation, "[1SO 639-1,2,3,5,6]" refers collectively to the five parts of 1SO 639 listed
above.
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3 Definitions

31 Termsdefined elsewhere
This Recommendation uses the following terms defined el sewhere:

3.1.1 adaptive differential pulse code modulation (ADPCM) [b-ITU-T G.701]: Compression
algorithms that achieve bit rate reduction through the use of adaptive prediction and adaptive
guantization.

3.1.2 machine trandation (MT) [ITU-T F.745]: Text in a source language is converted by
computers into text in atarget language what has the same meaning as the original text in the source
language.

3.1.3 modality conversion (MC) [ITU-T F.745]: The conversion of datato different formats and

languages using automatic speech recognition (ASR), machine translation (MT) and text-to-speech
(TTS) systems.

3.14 modality conversion markup language (MCML) [ITU-T F.745]: An XML schema that
serves as a data description for data exchanged among modality conversion modules.

3.1.5 modality conversion protocol (MCP) [ITU-T F.745]: The communication protocol which
transfers data between modality conversion (MC) clients and servers using HTTP(S)/RTP as
defined in [IETF RFC 2616], [IETF RFC 2818] and [IETF RFC 3550]. This protocol transfers the
MCML comprising of Multimodal Information (MI) data which is input into MC clients by users
and MC results which are obtained by MC servers.

3.1.6 multimodal information (MI) [ITU-T F.745]: The information input into MC clients by
users viamultimodal sensors.

3.1.7 multipurpose Internet mail extensions (MIME) [b-ITU-T J.200]: An application layer
protocol. It features a content architecture to facilitate multimedia data such as text other than
US-ASCII code, sound, image, etc. to be handled in Internet mails.

3.1.8 N-best [ITU-T F.745]: The most likely "N" hypotheses obtained from modality conversion
engines.

3.1.9 pulse code modulation (PCM) [b-ITU-T G.701]: A process in which a signal is sampled,
and the difference between each sample of this signal and its estimated value is quantized and
converted by encoding to adigital signal.

NOTE — The estimated values of the signal are calculated by a predictor from the quantized difference
signal.

3.1.10 speech-to-speech trandation (S2ST) [ITU-T F.745]: Speech in a source language is
trangd ated into speech in atarget language.

3.1.11 text-to-speech synthesis (TTS) [b-ITU-T P.10]: A process generates a speech signal from
text codes. It is usually composed of the two parts:

- a language-dependent text processing part (the high level processing part), which generates
from the character string (by reading rules, vocabulary and semantic analysis) a set of
phonetic, prosodic, etc., parameters which are used by:

e an acoustical signal generating part, the synthesiser itself, which generates the audible
speech.

2 Rec. ITU-T H.625 (10/2010)



3.2 Term defined in this Recommendation
This Recommendation uses the following term:

3.21 automatic speech recognition (ASR) [b-ITU-T P.10]: A system that can recognize
continuous speech, often having phoneme-sized references, using lexical, syntactic, semantic, and
pragmatic knowledge, and reacts appropriately (therefore having interpreted the message and found
the corresponding action to be taken).

NOTE — This definition is the same as given for continuous speech understanding systemin [b-1TU-T P.10].

4 Abbreviations and acronyms

This Recommendation uses the following abbreviations and acronyms:
ADPCM  Adaptive Differential Pulse Code Modulation

ASR Automatic Speech Recognition

HTTP Hypertext Transfer Protocol

HTTPS Hypertext Transfer Protocol Secure

ID [dentifier

IPA International Phonetic Alphabet

MC Modality Conversion

MCML Modality Conversion Markup Language
MCP Modality Conversion Protocol

MI Multimodal Information

MIME Multimodal Internet Mail Extensions
MT Machine Trandlation

PCM Pulse Code Modulation

RTP Real-time Transport Protocol

S2ST Speech-to-Speech Trandation

TTS Text-To-Speech synthesis

UCS Universa Character Set

URI Uniform Resource |dentifier

UTC Universa Time, Coordinated

UTF-8 UCS Transformation Format-8

XML Extensible Markup Language

5 Conventions

In this Recommendation:

- The expression "is required to" indicates a requirement which must be strictly followed
and from which no deviation is permitted if conformance to this Recommendation is to be
claimed.

- The expression "is recommended to" indicates a requirement which is recommended but
which is not absolutely required. Thus this requirement need not be present to claim
conformance.

Rec. ITU-T H.625 (10/2010) 3



- The expression "can optionally" indicates an optiona requirement which is permissible,
without implying any sense of being recommended.

6 System functional ar chitecture

6.1 System overview

This clause defines the functional architecture of network-based S2ST systems. Figure 6-1 shows
the network-based S2ST system with data flow. The processing steps for a network-based S2ST are
asfollows:

Step 1. A user's speech isinput into an S2ST client

Step 2: A speech signal of the user's speech is transferred to an ASR module

Step 3: A transcription of the original speech obtained by the ASR module goes back to the
original S2ST client and is transferred simultaneously to an MT module

Step 4 A trandlation into atarget language for the original speech obtained by the MT
module goesto atarget S2ST client and istransferred smultaneously toaTTS
module

Step 5: A synthesized speech signal in the target language is transferred to the target S2ST
client

Step 6: The synthesized speech is output from the target S2ST client

Data can be transferred through the same network, or different ones. To help with understanding the
data flow of network-based S2ST, the case in which all datais transferred using the same network is
illustrated in Figure 6-1.

Figure 6-2 shows the functional model extracted from Figure 6-1.

The system functional architecture for network-based S2ST requires the following components:
S2ST clients, and ASR, MT and TTS servers. The S2ST clients function as MC clients, which
request modality conversion of multimodal information input by users and which receive the
modality conversion results from MC servers. The ASR, MT and TTS servers function as MC
serversthat convert the modality of the multimodal information input by users.

To achieve communication between MC clients and servers, a communication protocol is required,
namely the Modality Conversion Protocol (MCP) with the Modality Conversion Markup Language
(MCML). Focusing on communication via MCP, MCP clients send MCML to the MCP servers,
and MCP serversreceive MCML from the MCP clients.

Figure 6-3 shows the logical architecture of MCP client and server. This architecture is specified in
a single MCP client and server combination. Each of the engines for ASR, MT and TTS is
identified as modality conversion (MC) function in the MCP server.

4 Rec. ITU-T H.625 (10/2010)
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Figure 6-2 — Functional model of the network-based S2ST system
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Figure 6-3—Logical architecture of MCP client and server
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To accomplish network-based S2ST, there are two approaches to communication via MCP, namely:
MC client-server communication (Figure 6-4), and MC relay communication (Figure 6-5). To
realize relay communication between MC servers, each server needs to be switched to MCP client
mode from MCP server mode, enabling the information transfer. To confirm the quality of the
output from each MCP server, the MCP server output can be sent back to each client using relay
communication.

processing <
function M odality
MCML it
processing ¢ (ASR
function ;
Client-server engine)
communication o Communication

MiI

Ml Ml

—»  processing processing <
function function
MCML MCML

—»  processing processng  (4—
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Figure 6-4 — M C client-server communication for network-based S2ST
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Figure 6-5—MC relay communication for networ k-based S2ST

6.2 Functional components

The functional architecture of the modality conversion (MC) is required to consist of the following
components. MC client and MC server. The clients and servers contain a set of M| processing,
MCML processing, and communication functions. These clients and servers have an input and
output processing function and a modality conversion function, respectively.
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6.2.1 MCPdlient

The MCP client function is required to request modality conversion of the MI input by users. The
MCP client has two different transfer functions: one is for user and device information as well as
MI and MC results, and the other is for MC history through relay services. The MCP client is
required to have the component functions described in the following subclauses.

6.2.1.1 Input and output processing function
The input and output processing function is required to input M1 from users and output M1 to users.

6.2.1.2 Multimodal information processing function

The MI processing function is required to encode the MI digitized by the input and output
processing function into feature expressions. This function can be implemented either in the MCP
client or the MCP server.

6.2.1.3 Communication processing function

The communication processing function is required to handle MCP to send MCML formatted data
to the MCP server.

6.22 MCP server

The MCP server responds to MCP client requests for modality conversion (MC) of multimodal
information (MI1). The MCP server is required to be composed of the functions described in the
following subclauses.

6.2.2.1 Communication processing function

The communication processing function is required to handle the multimodal communication
protocol (MCP) to receive the MCP client requests, and to send modality conversion (MC) results
of MI back to the MCP client from the MC server.

6.2.2.2 Multimodal information processing function

This is the same function described in clause 6.2.1.2. This function is needed in the MCP server, in
caseit is not implemented in the MCP client.

6.2.2.3 Modality conversion function

The MC function is required to convert the modality of MI in accordance with the MCP client
request. Each processor for MC is denoted as an MC engine.

6.3 Protocols

Modality conversion (MC) is realized by communication between the MCP client and the MCP
server, by exchanging modality conversion markup language (MCML) using the modality
conversion protocol (MCP). The architecture described in clause 6.2 (Figure 6-1) is required to be
supported by the communication protocols shown in Figure 6-6.

Rec. ITU-T H.625 (10/2010) 9
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Figure 6-6 — Interface between M CP client and MCP server

631 MCP

Modality conversion protocol (MCP) is a communication protocol based on HTTP
[IETF RFC 2616] or HTTPS[IETF RFC 2818]. MCML containing M1l and MC results is embedded
into MIME format with MI binary data attached. RTP [IETF RFC 3550] is used as an option.
Figure 6-7 shows the MCP structure.

MCP
HTTP(S/RTP

MCML

MIME [,
data

H.625(10)_F6-7

Figure 6-7 — MCP structure

6.32 MCML

The modality conversion markup language (MCML) isan XML schema [W3C XML Schema]. The
message exchanged between MCP clients and servers is formatted in XML [W3C XML1.0] with
the MCML schema.

MCML includes:

- user profile, user's demand for output and device information of the MCP client;
- service type and output information of the MCP server; and

- history of the MC process through multiple MCP servers.

UTF-8 [IETF RFC 2279] encoded text is required for MCML. The MCML schema is defined using
the diagram and table representations described below, and its text representation is contained in
Annex A.

D MCML Root

The root structure of MCML is shown in Figure 6-8. The root element of MCML is annotated as
"MCML". An attribute of this element is required to indicate the MCML version information. The
MCML element holds three child elements, i.e., "User", "Server" and "History". Table 6-1 shows
the definition of the attribute and child elements.

10 Rec. I TU-T H.625 (10/2010)
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Figure6-8 —MCML root structure

Table 6-1 — Definition of attributes and child e ementsof an "M CML" eement

MCML
Annotation Name Definition Value Quantity
Attributes Version Version information of MCML 1.0 1
User See (2) 1
Children Server See (3) 1 or more
History See (4) 0 or more
2 User

The "User" element contains user and device information for the MC client. The structure of this
element is shown in Figure 6-9. The communication between a single transmitter and single/
multiple receiversisrequired to be through MCML.

« Transmitter

(o (e R

1.
H.625(10)_F6-9

Figure 6-9 — Structureof a" User" element

Table 6-2 — Definition of the child elementsof a" User” element

User
Annotation Name Definition Quantity
) Transmitter 1
Children - See (2-1)
Receiver 1 or more

Rec. ITU-T H.625 (10/2010) 11



(2-1) Transmitter and receiver
Transmitter:

This "Transmitter" element contains device and user information for an MC client, which sends M|
to MC servers. The child elements are "Device" and "UserProfile", shown below in Figure 6-10 and
in Table 6-3. Multiple users profiles are required when sharing a single device among multiple
users.

Transmitter qﬂ—(—H-O— =

UserProfile

A

1.
H.625(10)_F6-10

Figure 6-10 — Structure of a" Transmitter” element

Table 6-3 — Definition of child elementsof a" Transmitter" element

Transmitter
Annotation Name Definition Quantity
. Device See (2-1-1) 1
Children -
UserProfile See (2-1-2) 1 or more
Recelver:

This "Receiver" element contains the device and user profile information of MC clients which
receives MC results. To receive the MC results from MC servers, the receiver device functions as
an MCP server.

The "Receiver" element has the same structure as the "Transmitter" described above in this clause.
The MCML is required to handle not only a single "Receiver” but also multiple "Receivers' in
order to send MI and MC results to multiple MCP servers.

(2-1-1) Device

The "Device' eement has the MC client's device information. The structure of the "Device" is
shown in Figure 6-11. The child element is named "Location” and the attributes of this element are
defined in Table 6-4.

To communicate between MC clients and servers, their addresses in the network are required. The
child element of "Location" element is the "URI" element which has the information of the URI
[IETF RFC 2396], and the URI identifies the location of the MC client in the network.

Since the environment for users may change depending on the user's location, the "Global Position”
element is required which contains the physical location of the MC client device in the real world.
The "GlobalPosition" has a set of attributes consisting of "Longitude" and "L atitude”.

12 Rec. ITU-T H.625 (10/2010)
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Figure 6-11 — Structure of " Device" element
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Table 6-4 — Definition of child e ementsof a" Location" element and

L ocation
Annotation Name Definition Value Quantity
] URI Uniform resource identifier ] 1
Children — string
GlobalPosition | See below Oorl
GlobalPosition
Annotation Name Definition Value Quantity
. The longitude of the physical location of
) Longitude the client devicein the real world float 1
Attributes The latitude of the physical | i f th
L atitude he atltu_eo_ the physical location of the float 1
client device in the real world

(2-1-2) UserProfile

The "UserProfile" element represents personal information about the user as shown in Figure 6-12.
The attributes of the "UserProfile" element consists of "ID", "Age", and "Gender". The "ID"
attribute enables MC servers to identify the user and enhance the performance of MC engines. Each
of the attributes has personal information about the user. The definition of the attributes of the
"UserProfile" element is described in Table 6-5. To share a single device by multiple users, a
function to handle multiple user profilesis required.

=] attributes

=] grp profile

UserProfile E;I— TKgfeﬁi

H.625(10)_F3-12

Figure6-12 — Structure of a" UserProfile” element

Rec. ITU-T H.625 (10/2010)

13




Table 6-5 - Definition of attributes of a" User Profile" element

UserProfile
Annotation Name Definition Value Quantity
ID I dentification name or number of the user string 1
Attributes Age User's age integer Oorl
Gender User's gender fem al? / Oorl
male
3 Ser ver

The "Server" element contains the type of service provided by MC servers, Request information
including M1 data input into the MC client and Response information including MC results output
from the MC server. The structure of the "Server" element is shown in Figure 6-13.

The attributes and child elements of the "Server" are defined in Table 6-6. "Request” or "Response”
is aternatively selected. When the MC client requests MC servers to convert modality, the MCML
that is sent to the MC server contains a "Request” element. When the MCP servers send MC results
back to the MC client, the MCML contains a"Response” element.

To achieve relay communication, MC results are transferred directly to the next MC server. To dea
with multiple MC processes sequentially, multiple "Request” elements are to be listed with the
associated process order attribute in the MCML sent by the transmitter. In case MCML data is
directly transferred from an MC server to another MC server through the relay communication, the
MCML, including the "Request" element, is sent to another MC server.

=] attributes L

&l orp servicelnfo
-

ProcessOrder

H.625(10)_F6-13

Figure6-13 — Structureof a" Server" element
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Table 6-6 — Definition of attributes and child elementsof a" Server" element

Server
Annotation Name Definition Value Quantity
Service type provided by MCP server:

Service "ASR","MT","TTS", "SignRec" arereserved | string 1

Attributes for MCML
. The process order for services accomplished ,

Proc rder by the combination of multiple MCP servers Integer 1

Request See(3-1 1 or more
Children = 1)

Response See (3-1) 1

(3-1) Request and response

The "Request” element indicates request information with M| data that is sent from the MC client to
the MC server. The structure of the "Request” element is shown below in Figure 6-14. The child
elements are listed in Table 6-7. The "Response” element includes MC results sent from the MC
server. The "Response” element contains: "Routing”, "Output” and "Error" as shown in Figure 6-14.
These child elements of the "Response” and attributes of the "Error" element are described in

Table 6-7.

Response E—(—o—o—o—:a—

(b) Response

(a) Request

P Routing

— |

7

1.
Select at least one

Error

. Error

=] attributes

(c) Error

Figure 6-14 — Structure of request, response and error elements
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Table 6-7 — Definition of child element of " Request” , " Response” and " Error" elements

Request
Annotation Name Definition Quantity
Routing See (3-2) 1
, InputUserProfile See (3-3) 0 or more
Children
TargetOutput See (3-4) Oorl
Input See (3-5) Oorl
Response
Annotation Name Definition Quantity
Routing See (3-2) 1 or more
See (3-5)
Children Output The structure of the output is the same as the Request's | 1 or more
input
Error See below 1
Error
Annotation Name Definition Value | Quantity
Code Error type string 1
Attributes Service Service type string 1
Message Message to be prompted for error type string 1
Children Option
(3-2) Routing

The "Routing” element is a child element of "Request” and "Response”. The "Routing” element
contains the routing information for relay services through multiple MC servers. The child elements
indicate "From" and "To" as shown in Figure 6-15. Each of the child elements has an attribute
"URI", as explained in Table 6-8. Multiple "To" elements are required to send data to multiple MC
clients and servers.

[2] attributes

2] attributes

- URI

&
Routing [;EI—(—-—-—-—:EI—

H 625(10)_F6-15

Figure 6-15 — Structure of a" Routing" element
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Table 6-8 — Definition of attributes and child elements of

"Routing" and " From" /" To" elements

Routing
Annotation Name Definition Quantity
The location in the network of the server which sends a
From 1
. request
Children — X X
The location in the network of the server which receives
To 1 or more
arequest
From/To
Annotation Name Definition Value Quantity
Attributes URI Uniform resource identifier string 1
(3-3) InputUserProfile

The element of "InputUserProfile” contains modality information for the user's input into the MC
client. The structure of the "InputUserProfile" is as shown in Figure 6-16. The attributes are the
same as those in Table 6-5 for "UserProfile". The child element is named "InputModality” and its
structure is shown in Figure 6-17. The definition of children of "InputModality” is given in

Table 6-9.

=] attributes I—

(=] arp Profile
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InputUserProfiIeE,I— . Gender |

,,,,,,,,,,,,,

H.625(10)_F&-16

Figure 6-16 — Structure of a" InputUser Profile" element
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Figure 6-17 — Structure of a" InputModality” element
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Table 6-9 — Definition of child elements of " InputM odality” element

InputM odality
Annotation | Name Definition Quantity
Spqul ng/ The modality for communication Oorl
Writing
Children Signing The modality for communication. The details of this modality is for Oor 1
further study
Ontion The additional modalities for communication can be designed Oor
P under agreement between an MCP client and MCP servers more

The "InputModality" contains information for each modality. The child elements of
"InputModality” are "Speaking”, "Writing", "Signing" and "Option". The child element of each
modality element is the "Language" element. The structure of the "Language' element associated
with the "Speaking” element is shown in Figure 6-18. The definition of each element of the
"Language" attribute is described in Table 6-10. The fluency of each language for respective
modalities is contained by these child elements of the "InputModality” element and the information
of the fluency contributes to the performance of MC engines.

=] attributes L

(=] grp LanguageSkill

fffffffffffff
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Figure 6-18 — Structure of a" Language" element

Table 6-10 — Definition of attributesof a™ Language" element

Language
Annotation [ Name Definition Value Quantity
SO 639
ID Theidentifier for language [1SO 639-1,2, 1
3,5, 6]
: . The identifier for dialect which is not categorized .
Attributes | Dialect by 1SO 639 [1SO 639-1,2,3,5,6] string Oorl
The fluency level for the modality is rated from
Fluency | "1" to "5", where"5" shows the most fluent level. integer 1
Level 5indicates fluency of native speakers.

NOTE — The languages are identified by SO 639 codes, which are the set of international standards that lists
short codes for language names [I SO 639-1,2,3,5,6].

If the user's language is linguistically different from the standard language, the information
contained in the "Dialect" element aids MC engines. To use the "Dialect” element, MC servers are
required to know the meaning of the identifier in this element.
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(3-4) TargetOutput

The "TargetOutput” element contains information about what type of output from the engine is
demanded by the MC client as shown in Figure 6-19. The child elements are named
"HypothesisFormat", "LanguageType" and "Option" as defined in Table 6-11. Additional demands
to the MC servers can optionally be added.

&l attributes L

----1  HypothesisFormat [=}— NofN-best

3 & attributes -

H.625(10)_F6-19

Figure 6-19 — Structure of a TargetOutput element

Table 6-11 — Definition of attribute/child elementsof " TargetOutput”,

"HypothesisFormat" and " LanguageType" elements

TargetOutput
Annotation Name Definition Value Quantity
HypothesisFormat Oorl
See below
Children LanguageType Oorl
Option Another demanded format can be added n(:(;)rré
HypothesisFor mat
Attributes | NofN-best N of the N-best hypotheses string 1
LanguageType
SO 639
ID The identifier for language [1SO 639-1, 2, 1
: 3,5, 6]
Attributes : -~ : -
Theidentifier for dialect which is not
Dialect categorized by 1SO 639 [ISO 639-1, 2, 3, string Oorl
5, 6]
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(3-5)

The children of the "Input" element are the "Data" and "AttachedBinary" elements, as illustrated in
Figure 6-20. These are defined in Table 6-12. Multiple binary data are attached to MCML. To link
each binary data to MI for each modality, the "AttachedBinary" element has information which

links the data format described in the child element of the "Data’ element with the attached binary
data.

Input

,,,,,,,,,,,,,,

LTt .-

} 0..0

1« Audio

! <

; 0..00

—{, Data E]—(Mjﬂfﬂﬁi, Image
(S et S

0..0

,,,,,,,,,,,,,,

= —

attributes

=l orp Binarylnfo

- AttachedBinary E—

e !

0o || ‘o \

H.625(10)_F6-20
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Figure 6-20 — Structure of an " Input" element

Table 6-12 — Definition of attributesand child elementsof " Input”,
"Data" and " AttachedBinary" elements

Input
Annotation Name Definition Value | Quantity
_ Data See (3-5-1) 1
Children -
AttachedBinary Another demanded format can be added 0 or more
Data
Text/Audio/
. Seefrom (3-5-1) to (3-5-3 0 or more
Children Image/Video ( Jto( )
Option Additional modalities can be freely added 0 or more
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Table 6-12 — Definition of attributesand child elementsof " Input”,
"Data" and " AttachedBinary" elements

Input
Annotation Name Definition Value | Quantity
AttachedBinary
DatalD The identifier for language string 1
One of the child elements of the "Data".
Attributes DataType Types "text", "audio", "image", "video" are string 1
reserved for MCML.
ChannelID Identifier for input channel integer 1

(3-5-1) Text

The "Text" element is a child element of the "Data’ element. The structure of the "Text" element is
shown in Figure 6-21. To cope with multi-channel inputs, the "Text" element has an attribute
named "ChannelID" whose value identifies the channel of the text input, as shown in Figure 6-21.
The attributes and child elements of "Text" are defined in Table 6-13.

(D atributes |
T

=] grp Channel

ChannelID

BeginTimestamp

EndTimestamp

fffffffffffff

Text [E i EndPoint |

,,,,,,,,,,,,,,

« SentenceSequence

1.
H.625(10)_F 3-21

Figure 6-21 — Structureof a" Text" element
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Table 6-13 — Definition of attributes and child elementsof a" Text" element

Text
Annotation Name Definition Value Quantity
ChannelID The identifier for channel integer 1
BeginTimestamp '(FS_?g)m estamp for the audio input dateTime 1
Attributes ' '
EndTimestamp _'I'hetlmestampfor the stop of audio dateTime 1
input (UTC)
. Flag for input of signal, such as .
EndPoint "endpoint" indicating the end of input dateTime Oorl
. Model Type See (3-5-1-1) 0 or more
Children
SentenceSequence | See (3-5-1-2) 1 or more

(3-5-1-1) ModeType

One of the child elements of "Text" is named "ModelType", as shown in Figure 6-22 with its
definition in Table 6-14. This element contains target domains in the "Domain™ element and user
information in the "Personality” element which contribute to enhancing the performance of MC
engines.

When data is input directly to the user device without MC, the "Model Type" is not used for input.
This value does not exist in such a case.

,,,,,,,,,,,,,

(*4‘ Domain 1|

| ::::;g i: & attributes —
Model Type gﬂ—[mj}{ & grp UserModel

L Persondlity [ J—

Age

Gender

H 625(10)_F6-22

Figure 6-22 — Structure of a" Model Type" element
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Table 6-14 — Definition of attributes and child elements of
"ModelType" and " Personality” elements

Mode Type
Annotation Name Definition Value Quantity
) The domain for Ml input such as .
. Domain " " : string 0 or more
Children Travel" domain
Personality See below 0 or more
Per sonality
Annotation Name Definition Value Quantity
D I dentification name or number of the string 1
user
Attributes Age User'sage integer 1
Gender User's gender fem al(.—': / 1
male

(3-5-1-2) SentenceSequence

The "Text" element is required to handle not only plain text but also ASR results. To cope with
multiple ASR hypotheses generated from multiple utterances, the child element named
" SentenceSequence” has attributes which represent information for ASR results and a child element
named " Sentence", as shown in Figure 6-23. The attributes and children are listed in Table 6-15.

B atributes L

2] orp TextMetalnfo

,,,,,,,,,,,,,

fffffffffffff

,,,,,,,,,,,,,

SentenceSequence E]— | EndTime |
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1.0
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Figure 6-23 — Structure of a" SentenceSequence”’ element
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Table 6-15 — Definition of attributesand child elements of a" SentenceSequence’ element

SentenceSequence
Annotation Name Definition Value Quantity
Order The order of MI input integer 1
Score given by the MC engine such asa
Score confidence score of ASR output float Oorl
. The start time of text input or that of .
TimeStamp ASR output given by user device (UTC) dateTime 1
Attributes The start ti me of text input or ASR
BeginTime output that is measured from the start of inteqer Oor 1
9 the sentence sequence. For Sentence g
Sequence, thisis set to 0 [msec]
. The stop time of text input or ASR output | .
EndTime relative to the BeginTime [msec] Integer Oorl
N-bestRank The rank in the ASR N-best hypotheses integer Oorl
Children Sentence See (3-5-1-3) 1 or more

Although ASR output does not always start from a sentence beginning and ending at a sentence
ending, the beginning and the ending of speech input are dealt with as the beginning and the ending
of a sentence. MCP servers that use MC results obtained by ASR servers are required to detect the
real boundary of sentences.

(3-5-1-3) Sentence

The child element of the "SentenceSequence” is hamed "Sentence”, which contains information of
each sentence. The structure of the "Sentence" element is shown in Figure 6-24. The "Sentence"
element has three child elements named "Function”, "Surface" and "Chunk". The attributes of the
"Sentence" element and its child elements are listed in Table 6-16. The "Surface” element contains
a sequence of chunk surfaces in a sentence, as defined in Table 6-16.
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Figure 6-24 — Structure of a" Sentence" element

Table 6-16 — Definition of attributesand child elements of a" Sentence" element
Sentence
Annotation Name Definition Quantity
%rr?]irét?nzre// The same attributes as those of the " SentenceSequence”. The
Attributes estamp "N-bestRank" is not considered for the " Sentence" element.
BeginTime/ See (3-5-1-2)
EndTime
Function Class for sentence such as dialog act 0 or more
_ (No attributes and children)
Children Surface See below 1 or more
Chunk See (3-5-1-4) 0 or more
Surface
Annotation Name Definition Value Quantity
Attributes Delimiter Symbolsindicating chunk boundary string Oorl
(3-5-1-4) Chunk

The structure of the "Chunk" element is shown in Figure 6-25. The definition of attributes and child

elementsis given below in Table 6-17.
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Chunk [

Figure 6-25 — Structure of " Chunk" element
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Table 6-17 — Definition of attributes and child e ementsof " Chunk" eement

Chunk
Annotation Name Definition Value | Quantity

_(I?irr(:lzrétsacr?]re// The same attributes as those of the " SentenceSequence”. The

Attributes e>tamp "N-bestRank" is not considered for the " Sentence” element.
BeginTime/ See (3-5-1-3)
EndTime
Surface Surface expression of Chunk string 1 or more
POS _Part-of-S_peech or its complementary string 0 or more

information for Chunk
Child Pronunciation Pronunciation of Chunk string 0 or more
ildren

IPA International Phonetic Alphabet for Chunk string 0 or more
Accent Accent for Chunk string 0 or more

Additional information which depends on language can be added when agreements
between clients and servers exist
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(3-5-1-5)

Surface, POS, Pronunciation, | PA and Accent

The child elements of the "Chunk” element are named "Surface", "POS", "Pronunciation”, "IPA"
and "Accent”, and all of them have the same attributes. As an example, the attributes of "Surface"

are shown in Figure 6-26. The attributes of the child elements are listed in Table 6-18.
T —

ECX
—]]
1

..00

(=] grp Dictionary
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Figure 6-26 — Structure of a" Surface" element

Table 6-18 — Definition of attributes of " Surface", " POS',
"Pronunciation" and " Accent" eements

Surface/POS/Pronunciation/Accent
Annotation Name Definition Value Quantity
DictionarylD | Identifier for chunk dictionary string Oorl
Attributes EntrylD Identifier for entry in adictionary string Oorl
Optional language information can be added when agreements between clients and server
exist
Generally, the "Surface" of "Chunk" contains words, while some TTS engines need to use phrases

as chunks. This element can be freely designed corresponding to the MCP servers demands. The
tuples of phonemes, sub-words, or words are supposed to be contained by the "Surface" of "Chunk"

element.

(3-5-2) Audio

The "Audio" element is a child element of the "Data" element. The "Audio" element has three child
elements, "Model Type", "Signal” and "Feature”, as shown in Figure 6-27. The "Feature" element is

optional.
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Figure 6-27 — Structure of an " Audio" element
To cope with multichannel inputs, the "Audio" element has an attribute named "ChannelID", whose
value identifies the channel of audio input. The definition of the "Audio" element is described in

Table 6-19. The definition of "Model Type" is described in (3-5-1-1). Timestamps are given by user
devices.

Table 6-19 — Definition of attributes and child elementsof an " Audio" element

Audio
Annotation Name Definition Quantity

ChannelID/

Attributes BeginTimestamp/ | These attributes are the same as those of the "Text" element, as
EndTimestamp/ shown in Table 6-13.
EndPoint
Model Type See (3-5-1-1) Oorl

Children Signal See (3-5-2-1) 1
Feature Optiona model feature Oorl

(3-5-2-1) Signal
The attributes of the "Signal" element are shown in Figure 6-28 and listed in Table 6-20.

Element "Feature” is not defined in this Recommendation. Any features can be used for this
communication when agreements on feature expressions exist between clients and servers.
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Figure 6-28 — Structure of a" Signal" element
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Table 6-20 — Definition of attributesof a™ Signal" element

Signal
Annotation Name Definition Value Quantity

The format of digitalized speech by Input
Method, "raw PCM" and "ADPCM" are

AudioFormat reserved for MCML. Use of PCM formatted string 1
audio dataisrequired for MCML, while use
of ADPCM isoptional.

SamplingRate Sampling rate [Hz] integer

Attributes BitRate Bit rate integer
Endian Endian type “gl € ! 1
19
Channel Qty Number of channels integer 1
. "integer"/
VaueType Float or integer "floal" 1

(3-5-3) Image and video

The "Image" and "Video" elements have the same attributes. The structure of the "Image" element
is shown in Figure 6-29. The definitions of the attributes are listed in Table 6-21. To cope with
multichannel inputs, the "Image’ and "Video" elements have an attribute named "ChannellD",
whose value identifies the input channel.
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Figure 6-29 — Structure of an " Image" element

Table 6-21 — Definition of attributesand child elementsof "Image" and " Video" elements

Image/Video
Annotation Name Definition Value | Quantity

ChannelID/

Attributes BeginTimestamp/ | These attributes are the same ones that the "Text" element hasin
EndTimestamp/ Table 6-13
EndPoint
Model Type See Figure 6-22 and Table 6-14

Children
Option Optional signals and features can be added

4 History

The MCP client requests modality conversion (MC) by using the "Request” element. In response to
this MCP client request, the MCML server responds using the "Response”’ element to provide MC
results. In order to record all processes through multiple combinations of MCP servers, al the
information embedded into both the "Request” and "Response" elements are recorded in element
"History". The structure of the "History" element is shown in Figure 6-30. The structure of the
"Request” and "Response” elementsis described in (3-1).
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Figure 6-30 — Structure of a" History" element

6.4 General workflow for modality conversion

It is recommended that the MC architecture in Figure 6-3 be controlled according to the data flow
and workflow in Figures 6-31 and 6-32.

information

(MI)

(1-2-1) | Multimodal Multimodal (1-8)
information information
processing processing
function function
(2—6-1)T L(l—S) (1-7-1)T i(2-2)
MCML MCML
processing processing
function function
@9 a9 el (29
—— (1-5) —
Communication Communication
processing (2-4) processing

function

function <
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Figure 6-31 — Data flow for modality conversion

The general data flow and workflow are described with their associated steps in the following list.
In this description, a module that has a particular function is denoted as "function” processor.

(1-1)
(1-2-1)
(1-2-2)

(1-3)
(1-4)

(1-5)

Multimodal information (MI) isinput into the MCP client.
M1 is digitized by the input and output processor and sent to the M| processor or,

MI is digitized by the input and output processor and directly sent to the MCML
processor.

Digitized M1 is encoded by the MI processor and the encoded MI is sent to the
MCML processor.

Digitized or encoded M1 is embedded in MCML format by the MCML processor and
sent to the communication processor.

MCML including digitized or encoded M is sent to the MCP server using MCP via
the communication processor.
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(1-6)
(1-7-1)
(1-7-2)
(1-8)
(2-1-1)

(2-1-2)
(2-2)

(2-3)

(2-4)
(2-5)

(2-6-1)
(2-6-2)
(2-7)
(2-8)

Digitized or encoded MI in MCML format is received by the communication
processor and sent to the MCML processor.

Digitized Ml extracted from MCML by the MCML processor is sent to the Ml
processor.

Encoded MI extracted from MCML by the MCML processor is directly sent to the
MC engine.

Digitized MI is encoded by the MI processor and the encoded M1 is sent to the MC
engine.

Digitized or encoded M1 is converted in modality by the MC engine and the MC result
is sent to the M1 processor.

The MC result is directly sent to the MCML processor.

The MC result is encoded by the M1 processor and the encoded MC result is sent to
the MCML processor.

The encoded MC result or the MC result is embedded in MCML format by the
MCML processor and sent to the communication processor.

MCML is sent to the MCP client using MCP via the communication processor.

MCML including the MC result and/or the encoded MC result is received by the
communication processor and sent to the MCML processor.

The MC result is extracted by the MCML processor and sent to the M1 processor.
The MC result is sent to the input and output processor.

The MC result decoded by the M1 processor is sent to the input and output processor.
The MC result is output by the input and output processor of the MCP client.

MC is accomplished either by a single MCP server, or by a combination of multiple MCP servers.
The order of processing by MCP servers is required to be assigned by the MCP client before
processing. Even if an undefined MC server may be connected to S2ST servers, communication can
be achieved as far as the servers support MCP.

32
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Figure 6-32 — General workflow for modality conversion
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Annex A

MCML 1.0 schema

(This annex forms an integral part of this Recommendation.)

<?xml version="1.0" encoding="UTF-8"?>
<xs:schema xmlns:xs="http://www.w3.0rg/2001/XMLSchema"
xmlns:mcml="http://www.itu.int/xml-namespace/itu-t/h.625/MCML/"

targetNamespace="http://www.itu.int/xml-namespace/itu-t/h.625/MCML/"
elementFormDefault="qualified"

attributeFormDefault="unqualified">
<xg:element name="MCML">
<xs:complexType>
<XS:sequence>
<xs:element ref="User"/>
<xs:element ref="Server" maxOccurs="unbounded"/>
<xsg:element ref="History" minOccurs="0" maxOccurs="unbounded"/>
</Xs:sequence>
<xs:attribute name="Version" type="xs:string" use="required"/>
</xs:complexTypes>
</xs:element>
<xs:element name="User'"s>
<xs:complexType>
<XSs:sequence>
<xs:element ref="Transmitter"/>
<xs:element ref="Receiver" maxOccurs="unbounded"/>
</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="Transmitter"s
<xs:complexType>
<XS:sequence>
<xs:element ref="Device"/>
<xs:element ref="UserProfile" maxOccurs="unbounded"/>
</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="Device">
<xs:complexType>
<XS:sequence>
<xs:element name="Location">
<xs:complexType>
<Xs:sequence>
<xs:element name="URI"/>
<xs:element name="GlobalPosition" minOccurs="0">
<xs:complexType>
<xs:attributeGroup ref="Location"/>
</xs:complexType>
</xs:element>
</xs:sequence>
</xs:complexType>
</xs:element>
</Xs:sequence>
</xs:complexType>
</xs:element>
<xs:attributeGroup name="Location">

<xs:attribute name="Longitude" type="xs:float" use="required"/>

<xs:attribute name="Latitude" type="xs:float" use="required"/>
</xs:attributeGroup>

<xs:element name="UserProfile">
<xs:complexType>
<xs:attributeGroup ref="Profile"/>
</xs:complexType>
</xs:element>
<xg:attributeGroup name="Profile">

<xs:attribute name="ID" type="xs:string" use="required"/>
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<xs:attribute name="Age" type="xs:int" use="optional"/>

<xs:attribute name="Gender" type="xs:string" use="optional" fixed='"female",
"male"!' />

</xs:attributeGroup>
<xg:element name="Receiver"s>
<xs:complexType>
<Xs:sequences
<xs:element ref="Device"/>
<xs:element ref="UserProfile" maxOccurs="unbounded"/>
</Xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="Server">
<xs:complexType>
<xs:choice>

<xs:element ref="Request" maxOccurs="unbounded">
<xs:annotations

<xs:documentations> </xs:documentations
</xs:annotations>
</xs:element>
<xs:element ref="Response">
<xs:annotations>
<xs:documentation> </xs:documentations
</xs:annotation>
</xs:element>
</xs:choice>
<xs:attributeGroup ref="ServiceInfo"/>
</xs:complexType>
</xs:element>
<xs:attributeGroup name="ServiceInfo">
<xs:attribute name="Service" type="xs:string" use="required"/>

<xsg:attribute name="ProcessOrder" type="xs:int" use="required"/>
</Xs:attributeGroup>

<xs:element name="Request">
<xs:complexType>
<Xs:sequences
<xs:element ref="Routing"/>

<xs:element ref="InputUserProfile" minOccurs="0" maxOccurs="unbounded"/>

<xs:element ref="TargetOutput" minOccurs="0"/>
<xsg:element ref="Input" minOccurs="0"/>
</Xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="Response'"s>
<xs:complexType>
<XS:sequence>
<xsg:element ref="Routing"/>
<xs:element ref="Output" maxOccurs="unbounded"/>
<xs:element ref="Error"/>
</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="Error"s>
<xs:complexType>
<XSs:sequence>
<xs:any namespace="##other" minOccurs="0" maxOccurs="unbounded"/>
</xs:sequence>
<xs:attribute name="Code" type="xs:string" use="required"/>
<xs:attribute name="Service" type="xs:string" use="required"/>

<xs:attribute name="Message" type="Xs:string" use="required"/>
</xs:complexType>

</xs:element>
<xs:element name="Routing">
<xs:complexType>
<XS:sequence>
<xs:element name="From">
<xs:complexTypes>
<xs:attribute name="URI" type="xs:string" use="required"/>
</xs:complexType>
</xs:element>

<xs:element name="To" maxOccurs="unbounded">
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<xXs:complexTypes>
<xs:attribute name="URI" type="xs:string" use="required"/>
</xs:complexType>
</xs:element>

</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="InputUserProfile">
<xs:complexTypes>
<XS:sequencex

<xs:element ref="InputModality" minOccurs="0">
<xs:annotations>
<xs:documentations> </xs:documentations
</xs:annotations>
</xs:element>

</Xs:sequence>
<xs:attributeGroup ref="Profile"/>
</xs:complexType>
</xs:element>
<xs:element name="InputModality">
<xs:complexType>
<xs:sequences

<xs:element name="Speaking" minOccurs="0">
<xXs:complexTypes>
<XS:sequencex
<xs:element ref="Language"/>
</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="Writing" minOccurs="0">
<xs:complexType>
<XS:sequence>
<xs:element ref="Language"/>
</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="Signing" minOccurs="0">
<xs:complexType>
<XS:sequencex
<xs:any namespace="##other" minOccurs="0" maxOccurs="unbounded"/>
</Xs:sequence>
</xs:complexType>
</xs:element>
<xs:any namespace="##other" minOccurs="0" maxOccurs="unbounded"/>

</Xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="Language">
<xs:complexType>
<xs:attributeGroup ref="LanguageSkill"/>
</xs:complexType>
</xs:element>
<xs:attributeGroup name="LanguageSkill">
<xs:attribute name="ID" type="xs:string" use="required"/>
<xs:attribute name="Dialect" type="xs:string" use="optional"/>
<xs:attribute name="Fluency" type="xs:int" use="required"/>
</xs:attributeGroup>
<xs:element name="TargetOutput"s>
<xs:complexType>
<XS:sequences

<xs:element name="HypothesisFormat" minOccurs="0">
<xs:complexType>
<xs:attribute name="NofN-best" use="required">
<xs:annotations
<xs:documentations> </xs:documentations
</xs:annotations>
</xs:attributes>
</xs:complexType>
</xs:element>
<xs:element ref="LanguageType" minOccurs="0"/>
<xs:element name="Option" minOccurs="0" maxOccurs="unbounded">
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<xXs:complexTypes>
<xs:attribute name="Key" use="required"/>
<xs:attribute name="Value" use="required"/>
</xs:complexType>
</xs:element>
</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="LanguageType">
<xs:complexType>
<xs:attribute name="ID" type="xs:string" use="required"/>
<xsg:attribute name="Dialect" type="Xs:string" use="optional"/>
</xs:complexType>
</xs:element>
<xs:element name="Input"s>
<xs:complexType>
<XS:sequence>
<xs:element ref="Data"s>
<xs:annotations
<xs:documentations> </xs:documentations
</xs:annotation>
</xs:element>
<xs:element name="AttachedBinary" minOccurs="0" maxOccurs="unbounded">
<xXs:complexTypes>
<xs:attributeGroup ref="BinaryInfo"/>
</xs:complexType>
</xs:element>
</xs:sequence>
</xs:complexType>
</xs:element>
<xs:attributeGroup name="BinaryInfo"s>
<xs:attribute name="DataID" use="required"/>
<xsg:attribute name="DataType" type="xs:string" use="optional"/>
<xs:attribute name="ChannelID" type="xs:int" use="required"/>
</Xs:attributeGroup>
<xs:element name="Data"s>
<xs:complexType>
<XS:sequence>
<xs:element ref="Text" minOccurs="0" maxOccurs="unbounded"/>
<xs:element ref="Audio" minOccurs="0" maxOccurs="unbounded"/>
<xsg:element ref="Image" minOccurs="0" maxOccurs="unbounded"/>
<xs:element ref="Video" minOccurs="0" maxOccurs="unbounded"/>
<x8:any namespace="##other" minOccurs="0" maxOccurs="unbounded"/>
</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="Text'">
<xs:complexType>
<Xs:sequences
<xs:element ref="ModelType" minOccurs="0"/>
<xs:element ref="SentenceSequence" maxOccurs="unbounded"/>
</xs:sequence>
<xsg:attributeGroup ref="Channel"/>
</xs:complexType>
</xs:element>
<xs:attributeGroup name="Channel">
<xs:attribute name="ChannelID" type="xs:int" use="required"/>
<xs:attribute name="BeginTimestamp" type="xs:dateTime" use="required"/>
<xs:attribute name="EndTimestamp" type="xs:dateTime" use="required"/>
<xs:attribute name="EndPoint" type="xs:dateTime" use="optional"/>
</xs:attributeGroup>
<xs:element name="ModelType">
<xs:complexTypes>
<XS:sequencex
<xs:element name="Domain" minOccurs="0" maxOccurs="unbounded"/>
<xs:element name="Personality" minOccurs="0">
<xs:complexTypes>
<xs:attributeGroup ref="UserModel"/>
</xs:complexType>
</xs:element>
</xs:sequence>
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</xs:complexType>
</xs:element>
<xs:attributeGroup name="UserModel">
<xs:attribute name="ID" type="xs:string" use="required"/>
<xs:attribute name="Age" type="xs:int" use="required"/>
<xs:attribute name="Gender" type="xs:string" use="required" fixed='"female",
"male"!' />
</Xs:attributeGroup>
<xs:element name="SentenceSequence">
<xs:complexType>
<XS:sequence>
<xs:element ref="Sentence" maxOccurs="unbounded"/>
</xs:sequence>
<xs:attributeGroup ref="TextMetalnfo"/>
<xs:attribute name="N-bestRank" type="xs:int"/>
</xs:complexType>
</xs:element>
<xs:attributeGroup name="TextMetaInfo"s
<xs:attribute name="Order" type="xs:int" use="required"/>
<xsg:attribute name="Score" type="xs:float" use="optional"/>
<xs:attribute name="TimeStamp" type="xs:dateTime" use="optional"/>
<xs:attribute name="BeginTime" type="xs:integer" use="optional"/>
<xs:attribute name="EndTime" type="xs:integer" use="optional"/>
</xs:attributeGroup>
<xs:element name="Sentence">
<xs:complexType>
<XS:sequence>
<xs:element name="Function" minOccurs="0" maxOccurs="unbounded"/>
<xs:element name="Surface" maxOccurs="unbounded">
<xXs:complexTypes>
<xs:attribute name="Delimiter" type="xs:string"/>
</xs:complexType>
</xs:element>
<xs:element ref="Chunk" minOccurs="0" maxOccurs="unbounded"/>
</Xs:sequence>
<xs:attributeGroup ref="TextMetalnfo"/>
</xXs:complexType>
</xs:element>
<xs:element name="Chunk">
<xs:complexTypes>
<XS:sequencex
<xs:element name="Surface" maxOccurs="unbounded">
<xs:complexType>
<xs:attributeGroup ref="Dictionary"/>
</xs:complexType>
</xs:element>
<xs:element name="POS" minOccurs="0" maxOccurs="unbounded">
<xs:complexType>
<xs:attributeGroup ref="Dictionary"/>
</xs:complexType>
</xs:element>
<xs:element name="Pronunciation" minOccurs="0" maxOccurs="unbounded">
<xXs:complexTypes>
<xs:attributeGroup ref="Dictionary"/>
</xs:complexType>
</xs:element>
<xs:element name="IPA" minOccurs="0" maxOccurs="unbounded">
<xs:complexType>
<xs:attributeGroup ref="Dictionary"/>
</xs:complexType>
</xs:element>
<xs:element name="Accent" minOccurs="0" maxOccurs="unbounded">
<xs:complexTypes>
<xs:attributeGroup ref="Dictionary"/>
</xs:complexType>
</xs:element>
<xs:any namespace="##other" minOccurs="0" maxOccurs="unbounded"/>
</Xs:sequence>
<xs:attributeGroup ref="TextMetalnfo"/>
</xXs:complexType>
</xs:element>
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<xs:attributeGroup name="Dictionary">

<xs:attribute name="DictionaryID" type="xs:string"/>

<xs:attribute name="EntryID" type="xs:string"/>

<xs:anyAttribute namespace="##other"/>
</xs:attributeGroup>
<xs:element name="Audio">

<xs:complexType>

<XS:sequencex
<xs:element ref="ModelType" minOccurs="0"/>

<xs:element ref="Signal" maxOccurs="unbounded"/>
<xg:element name="Feature" minOccurs="0" maxOccurs="unbounded">

<xs:complexType>
<xs:anyAttribute/>
</xs:complexType>
</xs:element>
</Xs:sequence>
<xs:attributeGroup ref="Channel"/>
</xs:complexType>
</xs:element>
<xs:element name="Signal">
<xs:complexType>
<xs:attributeGroup ref="SignalInfo"/>
</xs:complexType>
</xs:element>
<xs:attributeGroup name="SignalInfo">

<xs:attribute name="AudioFormat" type="xs:string" use="required" fixed='"PCM",

"ADPCM"' />

<xsg:attribute name="SamplingRate" type="xs:int" use="required"/>
<xs:attribute name="BitRate" type="xs:int" use="required"/>
<xs:attribute name="Endian" type="xs:string" use="required" fixed='"big",

"little"'/>

<xs:attribute name="ChannelQty" type="xs:int" use="required"/>
<xs:attribute name="ValueType" type="xs:string" use="required" fixed='"float",

"integer"'/>
</Xs:attributeGroup>
<xs:element name="Image">
<xs:complexType>
<XS:sequence>
<xs:element ref="ModelType" minOccurs="0"/>

<xs:any namespace="##other" minOccurs="0" maxOccurs="unbounded"/>

</Xs:sequence>
<xs:attributeGroup ref="Channel"/>
</xs:complexType>
</xs:element>
<xs:element name="Video"s>
<xs:complexType>
<XSs:sequences>
<xs:element ref="ModelType" minOccurs="0"/>

<xs:any namespace="##other" minOccurs="0" maxOccurs="unbounded"/>

</xs:sequence>
<xs:attributeGroup ref="Channel"/>
</xs:complexType>
</xs:element>
<xs:element name="Output'"s>
<xs:complexType>
<xS:sequences
<xs:element ref="Data"/>
<xs:element name="AttachedBinary" minOccurs="0"
<xs:complexType>
<xs:attributeGroup ref="BinaryInfo"/>
</xs:complexType>
</xs:element>
</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="History"s>
<xs:complexTypes>
<XS:sequences
<xsg:element ref="Request"/>
<xs:element ref="Response"/>
</xs:sequence>

maxOccurs="unbounded" >
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<xs:attributeGroup ref="ServiceInfo"/>
</xs:complexType>
</xs:element>
</xs:schema>
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Appendix |

Examples of physical level architecture
Wor kflow examples of modality conversion using M CP

(This appendix does not form an integral part of this Recommendation.)

This appendix presents three typical examples of modality conversion using MCP defined in
[ITU-T F.745]. The application scenarios are as follows.

.1 Shared S2ST client for two-party communication

S2ST provides two-party communication using a shared application terminal. In this service,
speech-to-speech trandlation can be performed for two-party communication. Although it is aso
applicable to multi-party communication, processing of multiple trandations is not performed in a
simultaneous manner, but in sequential steps. Figure 1.1 shows the architectural configuration for
this example.
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Figurel.l—Shared S2ST client for two-party communication
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.2 Personal S2ST client communication

S2ST provides users with both two-party and multi-party communications using personal
application terminals. This service can also be performed remotely if the application is used in
communication between multiple users, where the speech trandation results of one user can be
distributed to multiple users in multiple languages at the same time. Figure 1.2 shows the
architectural configuration for this example.
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Figurel.2 —Personal S2ST client communication

1.3

S2ST provides different-modality communication between users. For instance, a person who gives
spoken utterances can communicate with a counterpart who is using sign language through the
S2ST system. Text-input users could also converse with someone who uses sign language.
Figure 1.3 shows an example between a user who is speaking on a cellular phone and a user who is
typing text on a personal computer.

Cross-modality communication
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