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Recommendation ITU-T G.808.3 

Generic protection switching – Shared mesh protection 

 

 

Summary 

Recommendation ITU-T G.808.3 provides an overview of generic aspects of a shared mesh 
protection (SMP) mechanism for connection-oriented layer networks that does not depend upon the 
presence of a control plane. SMP provides a method for sharing resources in the mesh network for 
protection against one or more failures in the network. 
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FOREWORD 

The International Telecommunication Union (ITU) is the United Nations specialized agency in the field of 
telecommunications, information and communication technologies (ICTs). The ITU Telecommunication 
Standardization Sector (ITU-T) is a permanent organ of ITU. ITU-T is responsible for studying technical, 
operating and tariff questions and issuing Recommendations on them with a view to standardizing 
telecommunications on a worldwide basis. 

The World Telecommunication Standardization Assembly (WTSA), which meets every four years, 
establishes the topics for study by the ITU-T study groups which, in turn, produce Recommendations on 
these topics. 

The approval of ITU-T Recommendations is covered by the procedure laid down in WTSA Resolution 1. 

In some areas of information technology which fall within ITU-T's purview, the necessary standards are 
prepared on a collaborative basis with ISO and IEC. 
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Recommendation ITU-T G.808.3 

Generic protection switching – Shared mesh protection 

1 Scope 

This Recommendation provides an overview of generic aspects of a shared mesh protection (SMP) 
mechanism for connection-oriented layer networks that does not depend upon the presence of a 
control plane. This mechanism is targeted for mesh network architectures, which offer further 
efficiencies in protection resource utilization. The primary characteristics of this path-based 
protection approach involve usage of pre-computation and pre-allocation of resources to maximize 
speed of recovery. The technology-specific shared mesh protection mechanisms will be defined in 
technology-specific Recommendation(s).  

This version of the Recommendation provides an architecture framework for SMP. 

2 References 

The following ITU-T Recommendations and other references contain provisions which, through 
reference in this text, constitute provisions of this Recommendation. At the time of publication, the 
editions indicated were valid. All Recommendations and other references are subject to revision; 
users of this Recommendation are therefore encouraged to investigate the possibility of applying the 
most recent edition of the Recommendations and other references listed below. A list of the 
currently valid ITU-T Recommendations is regularly published. The reference to a document within 
this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.  

[ITU-T G.780]  Recommendation ITU-T G.780/Y.1351 (2010), Terms and definitions for 
synchronous digital hierarchy (SDH) networks. 

[ITU-T G.805]  Recommendation ITU-T G.805 (2000), Generic functional architecture of 
transport networks. 

[ITU-T G.806]  Recommendation ITU-T G.806 (2006), Characteristics of transport equipment 
– Description methodology and generic functionality. 

[ITU-T G.808.1] Recommendation ITU-T G.808.1 (2010), Generic protection switching – 
Linear trail and subnetwork protection. 

[ITU-T G.870]  Recommendation ITU-T G.870/Y.1352 (2010), Terms and definitions for 
optical transport network. 

3.1 Terms defined elsewhere 

This Recommendation uses the following terms defined elsewhere: 

3.1.1 Terms related to actions 

3.1.1.1 switch [ITU-T G.870] 

3.1.2 Terms related to components 

3.1.2.1 bridge [ITU-T G.870] 

3.1.2.2 selector [ITU-T G.870] 

3.1.2.3 intermediate node [ITU-T G.870] 

3.1.3 Terms related to fault conditions 

3.1.3.1 signal degrade (SD) [ITU-T G.805] 
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3.1.3.2 signal fail (SF) [ITU-T G.805] 

3.1.4 Terms related to architecture 

3.1.4.1 m:n (protection) architecture [ITU-T G.870] 

3.1.5 Terms related to operation 

3.1.5.1 revertive (protection) operation [ITU-T G.870] 

3.1.6 Terms related to signals 

3.1.6.1 traffic signal [ITU-T G.870] 

3.1.6.2 normal traffic signal [ITU-T G.870] 

3.1.6.3 extra traffic signal [ITU-T G.870] 

3.1.7 Terms related to switching 

3.1.7.1 bidirectional (protection) switching [ITU-T G.780] 

3.1.7.2 unidirectional (protection) switching [ITU-T G.780] 

3.1.8 Terms related to transport entities 

3.1.8.1 link [ITU-T G.805] 

3.1.8.2 transport entity [ITU-T G.870] 

3.1.8.3 protection transport entity [ITU-T G.870] 

3.1.8.4 working transport entity [ITU-T G.870] 

3.1.9 protection [ITU-T G.870] 

3.1.10 restoration [ITU-T G.870] 

3.1.11 switch event [ITU-T G.870] 

3.2 Terms defined in this Recommendation 

This Recommendation defines the following terms: 

3.2.1 protection segment: A link between two SMP nodes on a protection transport entity. 

3.2.2 shared mesh protection: A shared mesh protection (SMP) architecture involves multiple 
normal traffic signals, where each signal has one corresponding working transport entity and one or 
more protection transport entities, in a meshed network. In an SMP, the protection resources are 
shared among two or more protection transport entities. Only one of these protection transport 
entities can use the shared protection resources at any point of time. 

3.2.3 shared protection segment: A link between two SMP nodes, where the bandwidth 
resource on the link is shared by multiple protection transport entities. 

4 Abbreviations and acronyms 

This Recommendation uses the following abbreviations and acronyms: 

APS  Automatic Protection Switching 

NUT  Non-pre-emptible Unprotected Traffic 

OTN  Optical Transport Network 

P  Protection 
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SD  Signal Degrade 

SDH  Synchronous Digital Hierarchy 

SF  Signal Fail 

SMP  Shared Mesh Protection 

W  Working 

5 Conventions 

None. 

6 Overview 

6.1 Mesh topologies  

A meshed transport network is one in which each node in the network is interconnected by at least 
two links whose remote ends are on different nodes from each other (see example a) of Figure 1). It 
should be noted that while the overall transport network may contain nodes that do not satisfy the 
above criteria (see left two nodes in example b) of Figure 1), such nodes would not be considered 
part of the portion of the transport network defined as being a mesh. A fully meshed topology is one 
in which each node is directly connected to every other node in a network (see example c) of 
Figure 1). 

             
a)                                                  b)                                              c)  

1-a: Example of a mesh network 
1-b: Example of a network, only a portion of which is meshed 
1-c: Example of a fully meshed network 

Figure 1 – Examples of mesh network 

Most mesh transport networks are only partially meshed (as in example a) of Figure 1), with some 
nodes fully meshed and others connecting to one or more nodes, but not to all of them (i.e., their 
maximum number being less than the total number of nodes – 1). While fully meshed network 
topologies offer the highest degree of survivability in the event of failures, they have the highest 
degree of transport resource redundancy. Most mesh transport networks are only partially meshed 
and generally require traversing intermediate nodes to go from each node to every other node. 
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6.2 Capacity efficiency considerations 

Increased sharing of protection resources in mesh network architectures inherently allows for 
reduction of network costs by eliminating dedicated protection resources. Such architectures may 
also be designed according to the level of "guaranteed protection" and capacity efficiency desired 
by the operator, according to the grades of services offered. Capacity efficiency in mesh network 
architectures can be measured in various ways, including [b-BLTJ.1999]: 

i) The fraction of demands that can be protected given the network capacities, point-to-point 
demands, and working path for each demand; 

ii) The needed network capacities for providing 100% protection given point-to-point 
demands and working path for each demand; or 

iii) The total network capacities for working and protection paths given point-to-point demands 
and provided 100% protection. 

The first approach involves finding protection paths for as many demands as possible under link 
capacity constraints in an existing network. This is distinguished from the latter two approaches, 
which assume that capacity planning is underway to assure 100% protection for all demands. 

It should be noted that at some point the desired degree of network resource optimization (resulting 
in insufficient link capacity) becomes inversely proportional to the degree of "guaranteed 
protection" that can be offered. In real capacity-constrained situations, it is necessary to be capable 
of prioritizing the demands and ensuring that those demands with high availability requirements are 
always assigned protection paths. 

Within this Recommendation, the focus is upon achieving maximal possible protection considering 
a given network's capabilities, including mechanisms for prioritizing demands to enable those 
demands with high availability requirements to be assigned protection paths. 

7 SMP architecture types  

7.1 SMP architecture overview 

SMP may be employed in fully meshed and partially meshed transport networks, which include, but 
are not limited to, long-haul and metro networks. Depending on the degree of inter-connection 
between network nodes, SMP protection can significantly improve network resource utilization, as 
compared with alternative 1:1 protection mechanisms. 

An SMP architecture involves multiple normal traffic signals, where each signal is associated with a 
working transport entity and one or more protection transport entities. SMP architecture is based 
upon m:1 protection (where m may be greater than or equal to one). 

In the m:1 SMP architecture, each working transport entity is protected by m protection transport 
entities. In this architecture, the working transport entity can be protected when one of the m 
protection transport entities is available. 

Each protection transport entity is constructed of one or multiple protection segments. The 
bandwidth of each protection segment can be shared by multiple protection transport entities. To 
prevent a network failure from interrupting the protected normal traffic signal, it is recommended 
that all working transport entities that share protection resources should be disjoint. 

The shared bandwidth for the protection segment should be capable of supporting the largest of the 
corresponding protection transport entities.  
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NOTE – The protection resources and the information of protection transport entities are pre-configured 
through a control or management plane, and the detailed description of the pre-configuration process is out 
of the scope of this Recommendation. The (shared) mesh restoration mechanism based on a control plane is 
also out of the scope of this Recommendation. 

Figure 2 shows an example of a simple m:1 SMP architecture. There are two working transport 
entities, which are W1 (A-B) and W2 (E-F). The protection transport entities in this example have 
been configured as follows: 

• For W1, there are two protection transport entities P1 (A-C-D-B) and P1' (A-G-H-B);  

• For W2, there is a protection transport entity P2 (E-C-D-F). 

If a failure of W2 is detected, the corresponding protection transport entity P2 will be activated to 
transmit the traffic. As a result of the bandwidth for protection segment PS3 being fully occupied 
by P2, the protection transport entity P1 has no protection capability to provide protection for the 
working transport entity W1, but the other protection transport entity P1' can be used to protect the 
working transport entity W1. 

 

Figure 2 – Example of an m:1 SMP architecture  

Figure 3 shows a simple m:1 SMP architecture example where m=1. 
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Figure 3 – Example of a 1:1 SMP architecture  

7.1.1 SMP for circuit networks 

In circuit switch networks (e.g., SDH/OTN, the cross-connects in the intermediate nodes of the 
protection transport entity cannot be pre-established when the protection segment is shared by 
multiple protection transport entities. In this case, the intermediate nodes need to establish the cross-
connects for the protection transport entity when the protected working transport entity is detected 
in failure.  

The end points of each working transport entity should have the monitoring functions to monitor the 
status of the working transport entity. The detected signal fail/signal degrade (SF/SD) status will 
trigger the protection switch procedure. Meanwhile, the nodes along the protection transport entity 
should also have the monitoring functions to monitor the status of the resources of each protection 
segment. The worst status among the statuses of the protection segments along a protection 
transport entity will be notified to the end points. If the status of the protection transport entity is 
worse than the status of the working transport entity, the end points should prevent the normal 
traffic signal from being switched to the protection transport entity. 
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a) SMP for circuit network with pre-established cross-connects 

 
b) SMP for circuit network without pre-established cross-connects 

Figure 4 – Examples of SMP for a circuit network  

Figure 4 shows the SMP for a circuit network. The cross-connects in the intermediate nodes of the 
protection transport entities are not pre-established. The link connections may not be allocated 
before failure is detected, as showed in diagram b) of Figure 4. 
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The end points (e.g., Node A/B, Node E/F) will monitor the status of Working 1 (W1) and 
Working 2 (W2). The nodes along the two protection transport entities (i.e., P1 and P2) will monitor 
the status of each.  

When the working transport entity W1 is detected to be impaired or failed and if the status of the 
protection transport entity is available, upon receiving the APS signal, node C needs to establish the 
cross-connect between PS1 and PS3 and node D needs to establish the cross-connect between PS3 
and PS2 to activate the protection transport entity P1. For the case showed in diagram b) of 
Figure 4, the link connections of PS1, PS3 and PS2 should be established. 

NOTE – Figure 4 illustrates, for simplicity, a 1:1 SMP architecture for circuit networks. This example can be 
extended to illustrate the m:1 SMP architecture, where there are multiple protection transport entities for one 
working transport entity. 

7.1.2 SMP for packet networks  

In packet switch networks, it is possible to pre-establish different protection transport entities 
sharing the same bandwidth of the shared protection segment. In normal conditions, in which 
normal traffic signals are transported via working transport entities, only APS and OAM packets are 
transported via protection transport entities. The bandwidth of a shared protection segment should 
be allocated in such a way that it may be possible to protect any of the working transport entities 
whose protection transport entities are sharing the protection segment.  

The end points of each working transport entity should have monitoring functions to monitor the 
status of the working transport entity. The detected SF/SD status will trigger the protection switch 
procedure. Because the protection transport entity is pre-established, the status of the protection 
transport entity can also be monitored at the end points.  

 

Figure 5 – Example of SMP for a packet network 

Figure 5 shows the 1:1 SMP architecture for packet networks. PS3 is shared by the two protection 
transport entities which are pre-established through A-C-D-B and E-C-D-F, respectively. The two 
pairs of end points, node A and B pair and node E and F pair will monitor the status of Working 1 
and Protection 1, and Working 2 and Protection 2, respectively. When one of the working transport 



 

  Rec. ITU-T G.808.3 (10/2012) 9 

entities is detected to be impaired or failed and if its corresponding protection transport entity is 
determined to be available, its normal traffic signal must be switched from the working to the 
protection transport entity. In the intermediate nodes (C and D), there is no need to create 
cross-connects because they have been already created in advance.  

NOTE – Figure 5 illustrates, for simplicity, a 1:1 SMP architecture for packet networks. This example can be 
extended to illustrate the m:1 SMP architecture, where there are multiple protection transport entities for one 
working transport entity. 

8 Switching types 

The SMP mechanism supports the bidirectional switching type, as defined in [ITU-T G.808.1]. 

For bidirectional SMP, the selectors and bridges at both ends of the protection transport entity are 
operated. In addition, the bidirectional cross-connects at the intermediate nodes (if they are not 
pre-established) are activated. 

9 Operation types 

The SMP mechanism supports only revertive operation, as defined in [ITU-T G.808.1]. 

10 Non-pre-emptible unprotected traffic (NUT) and extra traffic 

SMP scheme supports non-pre-emptible unprotected traffic (NUT). 

NUT here is generic, which means that this traffic class does not use any protection resources and is 
not protected in the event of a failure along its path, but cannot be dropped from the network to 
allow protection of other traffic. 

Extra traffic is for further study. 

11 Automatic switch 

For further study. 

12 Pre-emption principle 

For SMP, pre-emption principles are applied for the case when multiple protection transport entities 
are competing for the same shared resource.  

To resolve the competition, two types of information should be taken into account:  

• Pre-emption priority: Every protection transport entity is assigned a pre-emption priority 
that is configured in advance.  

• Request type priority: The relative priority of events (fault conditions and external 
commands) that trigger the protection. The assignment of these priorities is for further 
study. 

Both priorities must be taken into consideration by all the nodes along the protection transport 
entity. 

1) When a resource competition occurs between multiple protection transport entities having 
different pre-emption priorities, the protection transport entity with the higher pre-emption 
priority occupies the resources. 

2) When a resource competition occurs between multiple protection transport entities having 
the same pre-emption priority, the protection transport entity having the higher priority 
request type occupies the resources. 
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3) In the case where the resource competition occurs between multiple protection transport 
entities having the same pre-emption and request-type priorities, their transport entity IDs 
can be used for resolving the contention. 

13 Path status monitoring 

The status of the working transport entity can be monitored using similar methods as those defined 
for existing linear protection schemes in [ITU-T G.808.1]. Specific monitoring methods are 
technology dependent. 

Depending on the underlying network transport technology, the protection transport entity may not 
be established in advance. In this case, there is no direct monitoring of the end-to-end status of the 
protection transport entity at the protection end points. Therefore, each protection segment needs to 
notify the end points of the protection transport entity of its status.  

If it is possible to pre-establish the protection transport entity, then its status can be monitored using 
similar methods as those defined for existing linear protection schemes in [ITU-T G.808.1]. 
Specific monitoring methods are technology dependent. 

Each protection segment needs to notify the end points of the protection transport entity of its 
resource availability. This notification is intended to reduce the likelihood of unnecessary protection 
switching requests which will otherwise fail once the request reaches the unavailable protection 
resource. 

14 Automatic protection switching (APS) protocol 

For further study. 
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Annex A 
 

Objectives 

(This annex forms an integral part of this Recommendation.) 

 

A.1 Shall allow backwards compatibility with core structures/formats of technology-specific 
Recommendations. 

A.2 Shall not impact usage of existing technology-specific linear and ring APS protection 
mechanisms and communications channels (i.e., co-existence with existing APS 
specifications). 

A.3 Shall allow for any intra-/inter-operator applications for cascaded or nested protection 
deployments. 

A.4 Shall allow for co-existence of ASON-based protection/restoration and SMP protection at 
inter-domain boundaries. 

A.5 Shall be capable of supporting protection of one or more point-to-point bidirectional normal 
traffic signals from the ingress to the egress of the SMP domain. 

A.6 Shall not require that multiple working transport entities sharing the same protection 
resource(s) have the same end points. 

A.7 Shall monitor the status of the working transport entities for SMP protection switching 
triggers (e.g., SF, SD). 

A.8 Shall monitor availability of the shared protection resources along the protection transport 
entities. 

A.9 Shall include support for communicating information on the availability of the shared 
protection resources along the protection transport entities to the end points of the working 
transport entities that utilize the resources. 

A.10 Shall include support for communicating information among network nodes to perform 
protection switching. The message encoding and communicating channel between the 
nodes depends on the specific technology. 

A.11 Shall be capable of recovering a normal traffic signal from network failure(s) in a 
deterministic manner. For example, the protection switching shall complete within a finite 
(bounded) time, as described within the technology-specific Recommendations. 

A.12 Shall include support for a mechanism to detect protocol failures. 

A.13 Shall include support for a mechanism to detect possible inconsistencies in configuration 
between the ingress and egress nodes of an SMP domain. 

A.14 Shall be capable of supporting nesting of multiple levels of protection (whether SMP or 
other schemes such as SNC protection). To achieve this, shall include support for 
mechanism(s) that allow for coordination of protection activities (e.g., hold-off timer). 

A.15 Shall provide a mechanism to avoid protection switching flapping (e.g., wait-to-restore 
timer). 

A.16 Shall include support for multiple links between nodes, allowing for link and node 
diversity, and should be scalable with respect to the number of links and nodes within the 
SMP protection domain. 

A.17 Shall provide a contention resolution mechanism for permitting only one working transport 
entity to occupy protection resources in the case that these protection resources are shared 
by more than one working transport entity having the same priority (due to network 
topology and resource limitations). 
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A.18 Shall be capable of supporting the ability to set an upper limit on the maximum number of 
working transport entities that can share protection resources (which is governed by the 
specific technology). 

A.19 Shall include support for the ability to set an upper bound on the fraction of link resources 
that can be allocated to protecting transport entities. 

A.20 Shall allow for configuration (which may be via the management or control plane) of the 
protection transport entity identifiers, required bandwidth, and additionally for circuit SMP, 
the assignment of TSs to ensure the proper operation of the protection switching process.  

A.21 Shall support assignment of priority to support the request of a higher-priority transport 
entity to pre-empt the shared protection resource taken by a lower-priority transport entity. 

A.22 Shall only support revertive operation type. 

A.23 Shall only support bidirectional switching type. 

A.24 Shall be capable of supporting external commands from network operators. 

A.25 Shall be capable of supporting protection for more than one failure, including failures that 
are concurrent and/or failures involving shared resources. 

A.26 Shall be capable of protection switching activation initiated by either end or both ends 
(which may be simultaneous) of the SMP domain. 
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Appendix I 
 

SMP scenarios 

(This appendix does not form an integral part of this Recommendation.) 

This appendix provides some typical scenarios for SMP. 

Note that not all the scenarios will be illustrated in this appendix. 

I.1 A simple SMP scenario 

A simple scenario is illustrated in Figure I.1.The working connection W1 along the path A-B is 
protected by the protection connection P1 along the path A-P-Q-B, and the other working 
connection W2 along the path C-D is protected by the other protection connection P2 along the path 
C-P-Q-D. The protection connection P1 and P2 can share some common resource (i.e., the 
protection link P-Q can be shared by P1 and P2), because W1 and W2 are disjointed from each 
other. 

G.808.3(12)_FI.1

A
W1

P1

B

QP

C D

P2

W2

 

Figure I.1 – Simple SMP scenario 

I.2 SMP in mesh network 

The more general mesh network in Figure I.2 is used to describe various SMP scenarios. 

G.808.3(12)_FI.2
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Figure I.2 – Example of SMP 
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The mesh network in Figure I.2 shows six working paths (W1, W2, W3, W4, W5 and W6) and their 
protection paths (P1, P2, P3, P4, P5 and P6), as summarized in Table I.1. 

Table I.1 – Summary 

Colour Working path Protection path 

Green (W1, P1) C-H H-A-B-C 

Red (W2, P2) D-G G-H-A- B-C-D 

Blue (W3, P3) A-B B-C-D-E-F-G-H-A 

Orange (W4, P4) B- A-D B-C-D 

Pink (W5, P5) H-E H-G-F-E 

Purple (W6, P6) B-G B-C-D-E-F-G 

W3, W4 and W6 have a same end node B.W2 and W4 have a same end node D. W2 and W6 have a 
same end node G. W1 and W5 have a same end node H. Node A is an intermediate node of W4, but 
also an end node of W3. 

NOTE – Each scenario is separated from each other. 

Scenario 1  

A simple scenario of SMP is that two protection paths share common resources. 

 

Colour Working path Protection path 

Green (W1, P1) C-H H-A-B-C 

Red (W2, P2) D-G G-H-A- B-C-D 

In Figure I.2, the working path W1 along the link C-H is protected by the protection path P1 along 
the segment H-A-B-C, and the working path W2 along the link D-G is protected by the other 
protection path P2 along the segment G-H-A- B-C-D. P1 and P2 can share some common resource 
(i.e., the protection segment H-A-B-C). 

Scenario 2 

A port or link can have some resources that are used for working paths and other resources that are 
used for protection paths.  

 

Colour Working path Protection path 

Green (W1, P1) C-H H-A-B-C 

Red (W2, P2) D-G G-H-A- B-C-D 

Blue (W3, P3) A-B B-C-D-E-F-G-H-A 

Orange (W4, P4) B- A-D B-C-D 

As shown in Figure I.3, the link A-B contains both working traffic for W3/W4 and also a protection 
resource that is used by P1/P2. 
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Figure I.3 – Detail of Link A-B 

Scenario 3 

There are multiple protection resources on a link. In this case, the working paths that have links in 
common can still use the same protection link for protection purpose as long as different resource is 
assigned for their corresponding protection paths. 

 

Colour Working path Protection path 

Blue (W3, P3) A-B B-C-D-E-F-G-H-A 

Orange (W4, P4) B- A-D B-C-D 

For example, as shown in Figure I.4, the segment B-C-D supports two protection paths on a single 
link but with different resources. Therefore, although W3 and W4 both have link A-B, they are still 
allowed to use segment B-C-D as part of their protection paths (P3 and P4). 
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Figure I.4 – Detail of Segment B-C-D 

Scenario 4 

A particular resource used for protection can be an end point for some protection paths and an 
intermediate point for other protection paths.  

 

Colour Working path Protection path 

Orange (W4, P4) B- A-D B-C-D 

Pink (W5, P5) H-E H-G-F-E 

Purple (W6, P6) B-G B-C-D-E-F-G 

For example, in Figure I.2, Node G, and in particular the port associated with the link G-F, 
illustrates how the protection resource can be an intermediate point for a path (i.e., P5) and an end 
point for another path (i.e., P6). Similarly Node D, and in particular the port associated with the link 
D-C, is an intermediate point for P6 and an end point for P4. 
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Scenario 5 

A working path may be a member of multiple disjoint shared risk groups (SRGs). 

  

Colour Working path Protection path 

Blue (W3, P3) A-B B-C-D-E-F-G-H-A 

Orange (W4, P4) B- A-D B-C-D 

Pink (W5, P5) H-E H-G-F-E 

Purple (W6, P6) B-G B-C-D-E-F-G 

As shown in Figure I.5, W6 (in purple) is a member of three shared risk groups: W6 and W4 
represent a SRG because of protection segment B-C-D; W6 and W3 represent the second SRG 
because of protection segment D-E-F-G; W6 and W5 represent the third SRG because of protection 
segment E-F-G.  

In this case, W3 and W5 also represent an SRG because of segments E-F-G, but W4 and W5 do not 
represent a SRG since they do not share protection resource (i.e., there are two protection resources 
available in segment B-C-D). Thus, W4 can share risk with both W3 and W5. 
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Figure I.5 – Detail of the Segment B-C-D and Segment D-E-F-G 

Scenario 6 

A protection resource associated with one node may support multiple protection paths. While each 
of the protection paths is a point-to-point connection, if the paths happen to share some resources, 
there are some elements of point-to-multipoint and multipoint-to-point circuits that must be taken 
into account when setting up monitoring of the protection path.  

 

Colour Working path Protection path 

Orange (W4, P4) B- A-D B-C-D 

Purple (W6, P6) B-G B-C-D-E-F-G 

As shown in Figure I.6, the port associated with Node B that terminates segment B-C-D illustrates a 
scenario where two protection paths (i.e., P4 and P6) share segment B-C-D, but P4 and P6 have 
different end nodes (i.e., P4 ends in Node D, P6 ends in Node G). At any point in time, at the port in 
Node B, there will either be no path, or P4, or P6. Because of this, care must be taken in the 
configuration of trail trace identifier (TTI) values and trace identifier mismatch defect (dTIM) 
detection criteria in the case where there is to be a tandem connection that monitors the entire 
protection path. 
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Figure I.6 – Detail of Segment B-C-D 

These scenarios need to be taken into account when designing the APS protocol and monitoring 
architectures. 
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Appendix II 
 

Overview of shared mesh restoration (SMR) and  
shared mesh protection (SMP) operation 

(This appendix does not form an integral part of this Recommendation.) 

[ITU-T G.805] describes transport network availability enhancement techniques, where 
"protection" denotes replacement of a failed resource with a pre-assigned standby and "restoration" 
denotes replacement of a failed resource by re-routing using spare capacity. 

[b-ITU-T G.8080] describes protection as a mechanism for enhancing availability of a connection 
through the use of additional, assigned capacity. Automatically switched optical network (ASON) 
restoration of a call (connection service) is described as the replacement of a failed connection by 
re-routing the call using spare capacity. 

Different mechanisms have been defined for restoration in ASON networks. Note that the 
restoration mechanism that has the greatest similarity to SMP is often called shared mesh 
restoration with pre-calculated and pre-signalled restoration paths. This means that upon the 
successful creation of a new connection along its nominal/active path, a backup path is calculated 
(which should be fully disjoint with respect to the nominal/active path). A signalling session is 
subsequently established along this backup path and the availability of free resources checked 
during the establishment of the signalling session. Once, this process is complete, the backup path is 
activated when the nominal/active path is affected by a failure. 

Figure II.1, illustrates the distinction between ASON shared mesh restoration and SMP. 
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Figure II.1 – SMR and SMP 
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