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Recommendation ITU-T G.720.1

Generic sound activity detector

Summary

Recommendation ITU-T G.720.1 describes an independent front-end processing module
implementing a generic sound activity detector (GSAD) that can be applied prior to signal processing
applications and can operate on narrow-band or wideband audio input using a 10-ms frame length
(without lookahead), such as used by speech or audio codecs. The primary function of the GSAD is to
indicate the input frame activity for performing voice activity detection (VAD). For an active frame, it
further indicates if the input frame is speech or music (speech/music discrimination), and for an
inactive frame it indicates whether the frame is a silence frame or an audible noise frame (silence
detection). The GSAD can also operate when only the primary function of indicating the input frame
activity is used. In order to apply GSAD in specific cases, an adaptation layer may be required.

An external control signal indicates to the GSAD algorithm which one of the three different operating
points to use, namely: bandwidth-saving, balanced and quality-preferred operating points. For the
activity detection functionality, these operating points provide selectable balancing between
bandwidth saving and audio quality, which can be utilized for high-performance silence compression
schemes that can balance between the end-user's speech and audio subjective quality needs and the
system and network traffic requirements.

The three different operating points also control the GSAD emphasis and balance between speech and
music classification for the active frames, which can be utilized for fine-tuning of source-controlled
audio compression systems.

The VAD module uses a dual-parameters classification scheme, where one parameter is a differential
zero crossing rate measure and the other parameter is a modified segmental: signal to noise ratio
(SNR) measure. An initial VAD decision is made with a pair of inequalities, with factors that are
adaptive to the long term SNR of the input signal. A final VAD decision is obtained by an adaptive
hangover scheme. The speech/music discrimination module calculates the variance of a spectral
deviation measure and applies an adaptive threshold to make an initial decision between speech and
music. Two spectral peakiness measures further modify that initial decision and a one-frame hangover
is used to obtain the final speech/music discrimination decision. The silence detection module uses an
energy threshold to discriminate between a silence frame and an audible noise frame.

The main body of this Recommendation provides a detailed description of the overall GSAD
configuration, including the operating points; the VAD module; the speech/music discrimination
module and the silence detection module.

Annex A describes a standalone generic voice activity detector (GVAD) that can be applied prior to
signal processing applications and can operate on narrow-band or wideband audio input using 10 ms
frame length (without lookahead), such as used by speech or audio codecs. Its function is to indicate
the input frame activity. In order to apply GVAD in specific cases, an adaptation layer may be
required.

The Recommendation also contains an electronic attachment with the ANSI C source code which
forms an integral part of this Recommendation, and a set of test vectors. The set of test vectors is also
available for download from the ITU-T Test Signal Database at: http://www.itu.int/net/ITU-
T/sigdb/speaudio/Gseries.htm#G.720.1.
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telecommunications, information and communication technologies (ICTs). The ITU Telecommunication
Standardization Sector (ITU-T) is a permanent organ of ITU. ITU-T is responsible for studying technical,
operating and tariff questions and issuing Recommendations on them with a view to standardizing
telecommunications on a worldwide basis.

The World Telecommunication Standardization Assembly (WTSA), which meets every four years,
establishes the topics for study by the ITU-T study groups which, in turn, produce Recommendations on
these topics.

The approval of ITU-T Recommendations is covered by the procedure laid down in WTSA Resolution 1.

In some areas of information technology which fall within ITU-T's purview, the necessary standards are
prepared on a collaborative basis with ISO and IEC.

NOTE

In this Recommendation, the expression "Administration" is used for conciseness to indicate both a
telecommunication administration and a recognized operating agency.

Compliance with this Recommendation is voluntary. However, the Recommendation may contain certain
mandatory provisions (to ensure e.g., interoperability or applicability) and compliance with the
Recommendation is achieved when all of these mandatory provisions are met. The words "shall" or some
other obligatory language such as "must" and the negative equivalents are used to express requirements. The
use of such words does not suggest that compliance with the Recommendation is required of any party.
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ITU draws attention to the possibility that the practice or implementation of this Recommendation may
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validity or applicability of claimed Intellectual Property Rights, whether asserted by ITU members or others
outside of the Recommendation development process.

As of the date of approval of this Recommendation, ITU had received notice of intellectual property,
protected by patents, which may be required to implement this Recommendation. However, implementers
are cautioned that this may not represent the latest information and are therefore strongly urged to consult the
TSB patent database at http://www.itu.int/ITU-T/ipr/.

© ITU 2011

All rights reserved. No part of this publication may be reproduced, by any means whatsoever, without the
prior written permission of ITU.

il Rec. ITU-T G.720.1 (01/2010)


http://www.itu.int/ITU-T/ipr/

Table of Contents

Page

1 N Tel0] oL USSP 1
2 RETCTEINCES. ... eiieeiiieeee ettt e et e e e e e e e ta e e eabeeebaeeeanaeesnreeas 1
3 DEFINITIONS ...ttt ettt sat e et e st ebeesareens 1
3.1 Terms defined elSeWhere...........cooviiiiiiiiiii e 1

3.2 Terms defined in this Recommendation.............ccceeeviieiiieiiiieiciee e, 1

4 Abbreviations and ACTOMYINS ......cc.eevuieriieriierieeriieeieerite et esieeeteesteesbeeseeesseesseesnseesenas 2
4.1 GlOSSArY Of ACTONYIMIS ...ccuvviieiiieeiiie ettt ettt et e e e e s e e saeee e 2

4.2 Glossary of SYMDOIS ......ccviieiiiieiieceeceeee e e 2

5 CONVENLIONS ...euitiieiiieeiieeeeiteeesiteeestteestteeetaeeesteeesseeeasseeesssaeassseeassseessseessseessseesseeenns 5
6 General description of the GSAD algorithm ...........cccceeviieiiiiniiciiiiieceeeeeeeee e 5
6.1 INPput SAMPIING TALE ....eviieiiiieiiie et et e e eraee e 5

6.2 Operating frame S1ZE€........cocueveerueeiirieiierieseee ettt 5

6.3 DIRLAY ..ttt ettt et e eees 5

6.4 CONTIGUIALIONS ..ot eiiieiie ettt ettt ee et e s e et e e s eeeebeeseaeenseesnaeenseennns 5

6.5 Complexity and MEMOTY COST.....ccuviriierieriieiieeieenieeteesreereeseeeereeeaeeseeeens 6

7 Detailed description of the GSAD algorithm ..........cocceveriiniiiiiiiniiececee, 6
7.1 Detailed description of the VAD module..........ccceeviiiiiiiiiiiniiniieieeieeee 7

7.2 Detailed description of the speech/music discrimination module.................. 18

8 Organization of the reference C COde ........cuviriiiiiiiiiiiiiieiieeiee e 22
Annex A — Generic vVOICe aCtiVIty detCLOT .......c.uiviieriiieiieiiie ettt e 23
A.l SCOPE ettt et et e et e et e et e e et e e e areeenbeeeennes 23

A2 RETEIENCES ...ttt 23

A3 DEINITIONS ..ttt ettt 23

A4 Abbreviations and aCTONYIMNS ......cccueeriieriierieeiieeieeieeeee et siee e see e 23

A5 CONVENLIONS .....viieiiieeiieeeiteeeieeeeieeeeteeesaeeesabeeesssaeessseesssseessseeensseesasseessseens 23

A.6 General description of the GVAD algorithm ...........ccccooeniiniiiiniencnicneene, 24

A7 Detailed description of the GVAD algorithm ...........ccccoevviviieiieniiciiee, 24

A8 Use of the simulation SOftWare ............coceeriiiiiiiiiiiiecceeeeeeee 25

23 10) FT0Tea 1 5] 1| /TSRO PRRR 26

Rec. ITU-T G.720.1 (01/2010) il






Recommendation ITU-T G.720.1
Generic sound activity detector

1 Scope

The generic sound activity detector (GSAD) is an independent front-end processing module which
can be applied prior to signal processing applications that operate on narrow-band or wideband
audio input at 10-ms frame length (without lookahead), such as speech or audio codecs. Its primary
function is to indicate the input frame activity. For an active frame it further indicates if the input
frame is speech or music, and for an inactive frame it indicates whether the frame is a silence frame
or an audible noise frame. In order to apply GSAD in specific cases, an adaptation layer may be
required.

This Recommendation is organized as follows.! References, definitions, abbreviations/acronyms
and conventions are defined in clauses 2, 3, 4 and 5 respectively. Clause 6 gives a general
description of the GSAD algorithm including the input sampling rate, the operating frame length,
the algorithmic delay, the configurations and the complexity and memory cost. The detailed
description of the GSAD algorithm is described in clause 7, where clause 7.1 describes the VAD
module and the speech/music discrimination module is described in clause 7.2. Finally, in clause 8§,
the organization of the ANSI C code is described.

2 References

This Recommendation does not make normative reference to any other standards.

3 Definitions

31 Termsdefined elsewhere

This Recommendation does not use terms defined elsewhere.

3.2 Termsdefined in this Recommendation
This Recommendation defines the following terms:

3.21 background signal: The interfering signals (e.g., background noise) at the background of
the dominating speech or music signals.

3.22 balanced operating point: Generic sound activity detector (GSAD) operating point that
provides a middle point performance between the other two operating points in either voice activity
detection or speech/music discrimination. See clause 6.4.

3.2.3 bandwidth-saving operating point: Generic sound activity detector (GSAD) operating
point privileging accurate detection for background signals in voice activity detection, or
privileging accurate detection for speech signals in speech/music discrimination. See clause 6.4.

3.24 foreground signal: The dominating information signal (speech or music) in the speech
channel.

I This Recommendation contains an electronic attachment with the ANSI C source code which forms an
integral part of this Recommendation, and a set of test vectors. The set of test vectors is also available for
download from the ITU-T Test Signal Database at: http://www.itu.int/net/ITU-
T/sigdb/speaudio/Gseries.htm#G.720.1.
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3.25 quality-preferred operating point: Generic sound activity detector (GSAD) operating
point privileging accurate detection for foreground signals in voice activity detection, or privileging
accurate detection for music signals in speech/music discrimination. See clause 6.4.

3.2.6 silence detector: A function or device which identifies frames whose levels are below a
silence threshold.

3.27 speech/music discriminator: A function or device which classifies audio input into either
speech or music.

4 Abbreviations and acronyms

This Recommendation uses the abbreviations and acronyms defined in clause 4.1 and the symbols
used throughout this Recommendation are listed in clause 4.2.

4.1 Glossary of acronyms

DZCR Differential Zero Crossing Rate

FFT Fast Fourier Transform

GSAD Generic Sound Activity Detection/Detector

GSAD NB Generic Sound Activity Detecting mode for Narrow-band signals
GSAD WB Generic Sound Activity Detecting mode for Wideband signals
GVAD Generic Voice Activity Detection/Detector

GVAD NB GVAD mode for Narrow-band signals

GVAD WB  GVAD mode for Wideband signals

MSSNR Modified Segmental SNR

NB Narrow-band

RMS Root Mean Square

SDF Spectral Density Function

SiD Silence Detector

SMD Speech/Music Discriminator

SNR Signal to Noise Ratio

VAD Voice Activity Detection/Detector

VAD NB Voice Activity Detecting mode for Narrow-band signals
VAD WB Voice Activity Detecting mode for Wideband signals
WB Wideband

WMOPS Weighted Million Operations Per Second

ZCR Zero Crossing Rate

4.2 Glossary of symbols

A

An offset factor for diffrEirgt]

op
arg Pl[ m] The moving average of P; at the m-th frame
arg Pz[m] The moving average of P, at the m-th frame
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bgd frm cnt
con_frm cnt

Cop

Dipes(i)

Dpa(ij)

diff LT

di ffh?‘s’tg

e final

diff, i
dtmf_fig
DZCR
Eband(i)
Eband_but min(i)
Eband_old(i)
Epand n(1)
Eband (i )
Eband __mean
Evh(j )
EvI (I )
fluXpgg
flux™
F PdBov
hang_b_mus
hang_f_mus
hang_sp
highl™
high_fst_cnt
idx_peakio(i)
idx_peakiax(j)
[ dXJjeakn“ax_old

idx_ peakl}

ivad

[m]
lowg;,
low SP_cnt
[snr

The counter counting the number of background frames in the background music
detection

The counter counting the number of consecutive frames in the background estimate
update procedure

A constant that depends on the operating point, used to calculate Tl\[ArrS]]g\]R

The power distance between the i-th local spectral peak and its adjacent four spectral
bins on its two sides
The normalized peak to valley distance of the j-th local spectral peak

e M m
An initial difference measure between hlgh([)i n] and |OW; n]

An average measure of diffrgirg]

A final difference measure between highgm] and |0 bm]

The flag indicating the presence of a DTMF signal

The differential zero crossing rate of the input frame

The energy of the i-th sub-band

The minimum energy of the i-th sub-band of the past frames
The energy of the i-th sub-band of the previous frame

The moving average of the energy of the i-th sub-band of estimated background signal

The moving average of the power of the i-th sub-band over past frames
The power mean of the 16 whitened sub-bands in the calculation of frequency stability

The higher frequency spectral valley of the j-th local spectral peak
The lower frequency spectral valley of the j-th local spectral peak
The fluctuation of the background signal

A spectral deviation measure for the m-th frame

The signal power in dBov

The hangover counter for background music
The hangover counter for foreground music
The hangover counter for speech

A counter on the MSSNR high values

The counter counting the number of frames with high frequency-stability

The position of the i-th local spectral peak in the spectrum

The location of the local spectral peak which has the j-th largest Dy in the spectrum
The location of the local spectral peak which has the maximum Dy in the previous
frame

The location of pealé’[‘%, in its spectrum

The 1nitial VAD decision
A counter on the MSSNR low values

The counter counting the number of frames with low spectral peakiness

The long term SNR of the input frame
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m]
SR

mov_ flux™
msnr(i)
MSSNR

P

P,
peakioc(i)
peaki],
peak flux_cnt
reset_flg

rms
Mg
rns[fgé
s(i)
snr(i)
Sarpi)
S™Mik)

P
Pam

T [m]

var_flux

Tissw

T c;:ip?wn

Top

thrpgg

thrig

three jow
thryag
tone_sta_cnt
update_cnt
update flg

var_flux(™
Xt

ZCR

A maximal value of MSS\R over past frames

The moving average of flux!™ at the m-th frame

The modified SNR of the i-th sub-band
The modified segmental SNR

A first peakiness measure
A second peakiness measure

The power of the i-th local spectral peak
The largest local spectral peak of the m-th input frame

The counter counting the spectral peak fluctuation

The flag indicating whether to reset counters used in the background estimate update
procedure

The RMS of the input frame
The long term RMS of the background signal of the m-th frame

The long term RMS of the foreground signal of the m-th frame

The i-th sample in the input frame

The SNR of the i-th sub-band of the input frame
The i-th pre-emphasized sample

The k-th spectral bin of the m-th frame

The spectral peakiness of the input frame

The spectral peakiness accumulator storing the sum of the frame peakinesses in the
background music detection

The frequency stability of the input frame
Adaptive threshold on var_fl uxt™

An adaptive threshold of the MSSNR

Lowest desired value for T\ggr]]_ﬂ UX

m

Highest desired value for T\Ear] flux

The threshold for background frame identification

The threshold for high frequency-stability identification

The threshold for low spectral peakiness identification

The threshold for the initial VAD decision

The counter counting the number of frames with high tone stability
A counter for counting consecutive background frames

The flag indicating whether to update the background estimate

The variance of fl UX[m] at the m-th frame

A threshold on diffh?\sltg

The zero crossing rate of the input frame
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ZCR, The moving average of the ZCR of the estimated background signal

5 Conventions

The following conventions apply to this Recommendation:

— IX| denotes the absolute value of x; e.g., [12| =12, |-3| =3

— sgn[X] denotes the sign of X; e.g., sgn[3] =1, sgn[-5] =—1

- MAX]xg, X1, X2, ... XN_1] denotes the maximum of X, xj, Xz, ... Xn_1; €.2., MAX]O0, —1, 3, 5,
2]=5

- MIN[xo, X1, X2, ... XN-1] denotes the minimum of X, xi, Xz, ... Xn_1; €.2., MINJ[O0, —1, 3, 5, 2]
=-1

— log(X) denotes the logarithm in base 10 of X; e.g., log(100) =2

— p™ denotes the value of parameter p at the m-th input frame. Current frame is assumed
when [m] is omitted

- Y denotes summation
- o.w. denotes "otherwise"

6 General description of the GSAD algorithm

6.1 Input sampling rate

The GSAD can accept both narrow-band (NB) and wideband (WB) audio input signals sampled at 8
and 16 kHz, respectively. The sampling rate of the input signal is provided to the GSAD by an
external signal.

6.2 Operating frame size

GSAD operates on a 10-ms basis, i.e., frames of 80 samples for NB audio input and of 160 samples
for WB audio input. Consecutive GSAD indications can be combined to indicate the activity for
frames with a multiple of 10 ms.

6.3 Delay

GSAD does not introduce lookahead, therefore the added delay of the GSAD is 0 ms (algorithmic
delay of 10 ms).

6.4 Configurations

GSAD operates on narrow-band (NB) and wideband (WB) audio input signals, where a control
signal indicates the bandwidth of the input signal. For both bandwidths, a second control signal sets
GSAD to operate in a generic sound activity detecting mode (GSAD NB and GSAD WB) or in a
voice activity detecting mode (VAD_NB and VAD WB). When GSAD operates in a generic sound
activity detecting mode, the input signal first passes through the voice activity detector. Frames that
are detected as active signal frames are further differentiated as either speech frames or music
frames. Frames that are detected as inactive signals are further classified as either audible noise
frames or silence frames.

Table 1 describes the GSAD output bits.

Rec. ITU-T G.720.1 (01/2010) 5



Table 1 — Description of the GSAD output bits

Main output
VAD decision GSAD decision
First bit Second bit
. Speech 1 1
Active -
Music 1 0
) Noise 0 1
Inactive -
Silence 0 0

When GSAD operates in a generic sound activity detecting mode, both bits are output, which can be
interpreted as four possible values indicating a speech ("3"), music ("2"), audible noise ("1") or
silence frame ("0"). When the GSAD operates in a voice activity detection mode, only the first bit is
outputted, which can be interpreted as "1" or "0" indicating an active or inactive frame,
respectively.

In addition, a third control signal selects the desired operating point from three possible ones.
Setting the third control signal to "0" selects the balanced operating point, setting it to "1" selects
the quality-preferred operating point and setting the third control signal to "2" selects the
bandwidth-saving operating point. When GSAD operates in a voice activity detection mode, the
three operating points provide the ability to select a preferred balance between the bandwidth saving
and the audio quality. The bandwidth-saving operating point provides maximal bandwidth saving
while maintaining acceptable audio quality, while the quality-preferred operating point provides
higher audio quality with less bandwidth saving. The balanced operating point provides an optimum
performance which is between the bandwidth-saving operating point and the quality-preferred
operating point. For example, for the speech database used in the GSAD selection phase with added
car, office and babble background noises, the bandwidth-saving operating point saves
approximately 30% of the bandwidth compared to the balanced operating point, and approximately,
50% of the bandwidth compared to the quality-preferred operating point. When the GSAD operates
in a generic sound activity detecting mode, the operating points also control the operation of the
speech/music discrimination module. The bandwidth-saving operating point is tuned to correctly
classify most of the active speech frames, and the quality-preferred operating point is tuned to
correctly classify most of the active music frames. The balanced operating point provides a middle
point performance between the other two operating points.

6.5 Complexity and memory cost

Table 2 shows the GSAD complexity in WMOPS for its different modes and signal sampling
frequencies. The RAM used for GSAD is 3284 bytes and the table ROM is 1674 bytes.

Table 2 — Complexity of the GSAD

Modes Complexity (WM OPS)
GSAD WB 2.935
GSAD NB 1.897
VAD WB 2.397
VAD NB 1.475
7 Detailed description of the GSAD algorithm

Figure 1 is the block diagram of the GSAD system. The output of the VAD is a binary flag
indicating the activity of the input frame. Active frames will be further classified into speech or

6 Rec. ITU-T G.720.1 (01/2010)



music frames by the speech/music discriminator (SMD) and inactive frames will be further
classified into silence or audible noise frames by the silence detector (SiD).

Input Signal
VAD
N Y
Active?
A 4 A
SiD SMD
Silence/Audible noise Speech/Music

Figure 1 —Block diagram of the GSAD system

7.1 Detailed description of the VAD module

Figure 2 is the general diagram depicting the high-level operation of the VAD module, where each
box indicates the number of the relevant clauses in the text.

Input Signal

A

Pre-processing and
power spectrum
calculation

(clause 7.1.1)

A 4 \ 4

Background signal estimation

Parameters calculation ) . .
and 1dentification

(clauses 7.1.2,7.1.3,7.1.4,
7.1.5) (clauses 7.1.8, 7.1.9, 7.1.10, 7.1.11,

7.1.14)

A

\ 4

Initial VAD decision
(clause 7.1.6)

\ 4

VAD hangover
(clause 7.1.7)

Figure 2 — General diagram of the VAD module
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7.1.1 Pre-processing and power spectrum calculation

The input signal to the GSAD is a sampled audio signal at 10-ms frames, which means that each
frame consists of 80 samples, for NB input, and of 160 samples, for WB input. The input samples
are first pre-emphasized then windowed by an asymmetric window. The pre-emphasis is done by

Semp(1) =s(i —=1)+0.8- (i) (7.1-1)

where Sgmp(i) is the i-th pre-emphasized sample, (i) is the i-th original sample. The asymmetric

window (128 points for NB and 256 points for WB) covers all samples of the current frame and also
samples (48 samples for NB input and 96 samples for WB input) at the end of the past frame. A fast
Fourier transform (FFT) of 128 points for NB input and of 256 points for WB input is performed on

the windowed samples. For the m-th frame, the power spectrum elements S[m](k) are obtained by
the square root of the sum of squares of the real and the imaginary parts of the complex FFT

coefficients, where K is the index for the power spectrum elements. In the following, S[m](k) is
denoted by S(K) when describing the processing of the current frame, for brevity.

7.1.2 Differential zero crossing rate (DZCR) calculation

The zero crossing rate (ZCR) of the input frame is extracted from the original non-preprocessed
time domain samples of the input frame:

N-2

ZCR:% D |sgn[s(i)]—sgn[s(i +1)] (7.1-2)

i=0

where N is the number of samples per frame (N = 80 for NB input and N = 160 for WB input) and
(i) is the i-th original sample. The DZCR of the input frame is calculated by:

DZCR= ZCR- ZCR, (7.1-3)

where ZCR, is the moving average of the ZCR of the estimated background signal. For the

calculation of ZCR,, , refer to clause 7.1.14.

7.1.3 Modified segmental SNR (M SSNR) calculation

The spectrum of the input frame is divided into 16 non-equal sub-bands in the frequency domain.
The energy of each sub-band is calculated by:
o h(i)
E )=———— K)+(1-a)E [ 7.1-4
band (1) h(i)—I(i)+lk§(:i)S( )+ (1=0)Epang aig (1) (7.1-4)

where i is the index of sub-band, I(i) is the lower bound of the i-th sub-band, h(i) is the higher
bound of the i-th sub-band, SK) is the power spectrum of the k-th spectral bin, Epang o1g(i) is the

energy of the i-th sub-band of the previous frame and o is a weighting factor. The exact lower and
higher bounds of each sub-band are given in Table 3 for NB input and in Table 4 for WB input.

Table 3—Boundaries of the sub-bands for NB input

i 0 1 2 3 4 5 6 7 8 9 (10 11|12 | 13| 14| 15

(i) 2 4 6 8 [ 10| 12 | 14 | 17 | 20 | 23 | 27 | 31 | 36 | 42 | 49 | 56
h(i) | 3 5 7 9 (11 | 13 |16 | 19 | 22 | 26 | 30 | 35 | 41 | 48 | 55 | 63
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Table 4 —Boundaries of the sub-bands for WB input

[ 0 1 2 3 4 5 6 7 8 9110|1112 | 13| 14| 15

(i) 2 4 6 8 |10 | 12 | 14 | 17 | 20 | 23 | 27 | 37|49 | 63 | 79 | 97
h(i) | 3 5 7 9 |11 |13 |16 |19 | 22|26 |36 |48 | 62 | 78 | 96 | 127

The weighting factor o is determined by the long term SNR, Isnr, as (for the calculation of Isnr,
refer to clause 7.1.4):

0.75 Isnr > 35
= (7.1-5)
0.55 Isnr <35
For the first input frame, o is set to 1.
The sub-band SNR is calculated as:
S (i) = 1010g(Epang (1)) Enand_n()) (7.1-6)

where Eband_n(i) is the moving average of the energy of the i-th sub-band of the estimated

background signal (for the calculation of Epang (i), refer to clause 7.1.14).

The modified sub-band SNR is calculated by:

e
MAX| MIN %;I),snr(i) 0] 1<i<12
msnr(i) = - _ _ (7.1-7)
snri (i) . . .
MAX| MIN| 2 iy Lo o<i<iori>12

Finally, the modified segmental SNR (MSS\R) is obtained by:

15
MSSNR= > msnr (i) (7.1-8)
i=0

7.1.4 Longterm SNR estimation

The root mean square (RMS) of the input frame is calculated based on the original non-processed

samples of the input frame:
1 N=l
rms=_|— > s*(i) (7.1-9)
N i=0

where rms is the RMS of the input frame, (i) is the i-th sample of the non-preprocessed input
frame, N is the number of samples per frame (N = 80 for NB input and N = 160 for WB input).

Following, a long term RMS of the background signal and a long term RMS of the foreground
signal are estimated. For the m-th frame, when the background update flag update flg is set (for the
setting of update flg, refer to clause 7.1.14), the long term RMS of the background signal is
updated by:

rmsy =B - rmagy ) +(1—Bp) - rms™ (7.1-10)
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where rn‘s{gé and rn‘e{)ggl] are the long term RMSs of the background signal of the m-th and the
m-1)-th frames respectively, and By, is an adaptive factor controlling the update speed of the
b

] .
r qd -

m] . m-1] m-1] _ m]

_ 0.95 rms™ >1.4125r gd O rrns[bgol >1.4125-rmd 7 1-11

b 0.99 (7.1-11)
: O.W.

Similarly, for the m-th frame, when its MSSNR is greater than a threshold, the long term RMS of the
foreground signal is updated by:

rmsd =B ¢ -rmsigy! -+ (1-B¢)-rms™ (7.1-12)

where rn‘ns[fgg and r ggl] are the long term RMS of the foreground signal of the m-th and the

(m-1)-th frames respectively, and B¢ is an adaptive factor controlling the update speed of the

m]
r fgd
0.99 rms™ > 2. rmsy !
B¢ =10.999 1.6-rmsy ! <rms™ < 2. rmglgy ! (7.1-13)

0.99999  rms™ <1.6-rmsy;"

Finally, the long term SNR, Isnr, is obtained by:
Isnr = 0.85-[20- log(rmsqq /32767) —20-log(rms,gq /32767)] (7.1-14)

7.1.5 Background fluctuation estimation

The fluctuation of the background signal fluXygg is estimated over background frames. When the
MSSNR of the input frame is below a threshold of 15, the input frame is considered as background
frame and the fluXygq is updated by:

fluxpgg =%+ fluXpgq +(1—x)- MSSNR (7.1-15)
where X (the factor controlling the update speed of the fluxpg) is determined by:

0.955 MSSNR> fluxpyq ; during initialization period
0.995 MSSNR < fluxygq ; during initialization period

= 7.1-16
X 0.997  MSSNR> flux,gq ; after initialization period ( )

0.9997  MSSNR< fluxyyg ; after initialization period

In equation 7.1-16, the initialization period consists of the first 100 frames whose MSSNR is below
the threshold of 15.
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7.1.6 Initial VAD decision

The initial VAD decision is made based on a set of inequalities involving the calculated DZCR and
MSSNR, where the inequalities' factors are adapted according to the long term SNR. The initial
VAD decision is made by comparing a pair of linear combinations of DZCR and MSS\R to a
threshold that adapts to the long term SNR, the background fluctuation and the operating point. The
decision rule is:

if MSSNR > thr,,4 ivad =1
if MSSNR—-A-DZCR > thr,4 ivad =1 (7.1-17)
else ivad =0

where A is a factor determined by the long term SNR and thry,q is a VAD decision threshold that is
determined jointly by the long term SNR, background fluctuation and the operating point. The
initial VAD decision, ivad, is either "1" (active) or "0" (inactive).

The determination of A and thry,q is described below. First, the long term SNR, Isnr, is classified
into four categories: very high SNR, high SNR, medium SNR and low SNR, where each
corresponds to the following values of A :

0 Isnr > 35
2.7778 35>1snr > 25
A= (7.1-18)
2.2222 25>Isnr >15
1.667 Isnr <15

Further, the background fluctuation is classified into three categories: high, medium and low
fluctuation. Threshold thry,q is chosen from a NB or WB table indexed by the long term SNR
category, the background fluctuation category and the operating point. Basically, thr,q is biased for
different operating points for the same condition (i.e., the same long term SNR and the same
background fluctuation), but for the very high SNR condition, the bias is ignored.

7.1.7 VAD hangover

The final VAD decision is made by passing the initial VAD decision through a hangover procedure.
The hangover procedure consists of three independent hangover mechanisms operating in parallel
(see Figure 3).
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Initial VAD decision

Final VAD =0

A

initial VAD decision = 0? Final VAD =1

hang_sp>0? or
hang_f mus>0? or
hang b _mus>0?

Final VAD =1 ; hang_sp--; hang_f mus--; hang b _mus--;

hang_f mus= 0 hang_b mus= 0

Figure 3 —Flow chart of the hangover procedure

In Figure 3, hang_sp, hang_f mus and hang_b mus are three independent hangover counters
respectively for speech, foreground music and background music. The hangover for speech
addresses low energy frames where misdetection can occur at the offset of speech bursts. The
hangover for foreground music helps to resolve occasional misdetections of foreground music
signals and the hangover for background music helps to maintain the quality of the music
background. In addition, the first 200 inactive final VAD indications are forced to "1" to protect the
beginning of the input where misdetections can occur due to false initialization of the background
estimate. The hang_sp is reset to a maximum value hangs when five successive foreground frames
are detected. The value of hangs is determined jointly by the long term SNR, Isnr, and the operating
point. For the reset of hang_b_musand hang_f _mus, refer to clauses 7.1.12 and 7.1.14, respectively.

7.1.8 Calculation of tone stability and DTMF detection

A set of local spectral peaks of the power spectrum of the input frame is identified within the
spectral band between 250 Hz and 3300 Hz. A local spectral peak is identified as being higher than
its immediate left and right neighbouring spectral bins.

For each i-th local spectral peak, Dpo«(i), which is the power distance between it and its adjacent
four spectral bins on its two sides, is calculated:

DpZS(i) = ‘4‘ pea-kloc(i ) - S1d><_ peakjo.(i-1) — S1d><_ peakio(i-2) — de_ peakj.(i+1) — de_ peakqc(i+2) (7.1-19)
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where § is the power of the j-th spectral bin, peakio(i) is the power of the i-th local spectral peak,
and idx_peako(i) is the position of the i-th local spectral peak in the spectrum. The frame index [M]
is omitted for brevity.

The positions of the three local spectral peaks with the largest three Dyss values are found and
denoted as 1dx_ peak .. (0), idx_ peak .. (1) and idx_ peak,,.(2), where:

Dpas(idx_ peak,,,, (0))= Dpysliox  peak,, (1))2 Dpyslidx_ peak,,,(2))  (7.1-20)

For each of the three stored spectral positions, their distance to the position of the spectral peak that
has the maximum Dyps in the previous frame, 10X _ peak,,, oq > i obtained by:

Dp20|d 0)= idX_ peakmax 0)- idX_ peakmaxiold

Dp20|d (1) = idX_ peakmax(l) - idX_ peakmaxiold (71'21)

Dp20|d (2)=idx_ peakmax (2)—idx _ peakmax_old
If any of Dp20id(0), Dp2oid(1), or Dpoaid(2) is less than 2, the counter tone_sta_cnt for tone stability is
incremented by 1, and it is used for the background update decision (see clause 7.1.14). The value
of 1dX_peaknax(0) is used to update idX_peakmax oig for next frame's analysis. Further, the three
maxima of the local spectral peaks are identified and normalized by the average of the spectral
power of the input frame from the third to the 64th spectral bins, except for the three spectral peak
maxima. If the sum of the three normalized maxima is greater than one threshold, or the sum of the
two largest of the three normalized maxima is greater than a second threshold, or the largest among

the three normalized maxima is greater than a third threshold, a DTMF signal is detected and
indicated by setting the DTMF flag dtmf_flg.

7.1.9 Calculation of spectral peak fluctuation

The global spectral peak of the m-th input frame peakg['%, is identified as the largest local spectral
peak of that frame. The position of the m-th input frame's global spectral peak in its spectrum
idx_ peakg[‘%) is compared to that of the previous frame idX_p Tk_)l]- If idx_p [TEJ is

different from IidX_p Tk_)l], the counter for spectral peak fluctuation peak flux _cnt is

incremented by 1. The value of peak_flux_cnt is used in the background update decision (see clause
7.1.14).
7.1.10 Calculation of spectral peakiness

The local spectral peaks identified in clause 7.1.8 are used to calculate the spectral peakiness of the
input frame. For each of the j-th local spectral peaks, a lower frequency spectral valley Ey(j) and a
higher frequency spectral valley Ex(j) are defined by the lowest value of the power spectrum in the
four FFT bins with frequency below the bin of the j-th local spectral peak, and by the lowest value
of the power spectrum in the four FFT bins with frequency above the bin of the j-th local spectral
peak, respectively. This can be mathematically expressed as:

E,i (J)=MIN[S(idx_ peakjo(j)—1), S(idx_ peakjoc(j)—2),
S(idX_ peakloc(j)_?’)a S(idX_ peakloc(j)_4)]

Evn(])=MIN[S(idx _ peakioc(j)+1), S(idx _ peakioc( ) +2),
S(idX_ peal(loc(j)+3)a S(idX_ peakloc(j)+4)]

(7.1-22)

(7.1-23)
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where §K) is the k-th power spectral bin of the input frame, idx_peakioc(j) is the location of the j-th
local spectral peak in the spectrum. The normalized peak-to-valley distance is calculated by:

DpZV(j) — 62(2 peaklocgi)_ EVI (J)_ Evh(J)) (7'1_24)
2. S0
i=2

The spectral peakiness, SP, is obtained by summing the three maxima of Dpy(j) over all values of j.

7.1.11 Calculation of frequency stability

The frequency stability Stas is used in the background update decision. The spectrum of the input
frame is whitened by a moving average of the spectra over past frames and Stag is obtained as the
power deviation of the 16 whitened sub-bands:

15

Sa1‘q :%Z_(Z)[Eband (i)/Eband (- Eband_mean]2 (7.1-25)

where Epanq(i) is the energy of the i-th sub-band of the input frame (see clause 7.1.3), Epapg(i) is

the moving average of the energy of the i-th sub-band over past frames, Eyyng meanis the power

mean of the 16 whitened sub-bands calculated by:
1 s o
Epand _mean :EZ Epand (1)/ Epana () (7.1-26)

Epang (i) 1s updated every time after the Stag calculation using:

= [m] = [m-1] .
Epand() =0.9-Egang() +(1-0.9)-EL™ (i) (7.1-27)

7.1.12 Background music detection

Detection for background music is done for every 100 past background frames. Background music
is detected if the sum of the spectral peakinesses over the 100 past background frames, SPgm, is
above a music detection threshold. A hangover of 1000 frames is set once music background is
detected, but it will be fast exited if SPgm is sufficiently low. Moreover, the music detection
threshold is further "biased" depending on whether the background music hangover exits. The
procedure of the background music detection is depicted in Figure 4.
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update flg=0?

bgd frm cnt++;
Psum= Psumt P

exit;

N bgd frm cnt=100?
v
L

hang b mus= 0;

—>»| exit;

Pam > 1200?

hang b mus= 1000; |e

A\ 4

bgd frm cnt= 0;
Pam= 0;

A 4
A

Figure 4 — Flow chart of the background music detection procedure

In Figure 4, the background frame is indicated by the background update flag update flg ("0" for
background frame), bgd frm cnt is a counter counting the number of background frames,
hang_b mus is the hangover counter for background music, SPgm is the spectral peakiness
accumulator storing the sum of the frame peakinesses.

7.1.13 Silencedetection

The signal power in dBov of the input frame is calculated by:
FPRigoy =20-log; o (rms/32767) (7.1-28)

where rmsis the RMS of the input frame (see clause 7.1.4). If FPggov is below a silence threshold of
—56 dBov, by default the input frame is indicated as silence frame.

7.1.14 Background estimate update

A background decision threshold thrygg is first determined jointly from the long term SNR, Isnr, and
the background music hangover, hang_b_mus.

{40(VVB input) or 34.375(NB input) Isar>18and hang b mus>0

thrbgd = 15 (71-29)

o.w.

The decision whether to update the background signal estimate consists of the following steps (see
also the flowchart in Figure 5).
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Step 1) If the MSSNR of the input frame is not greater than thrpg, a counter for counting
consecutive background frames, update_cnt, is incremented by 1. If update_cnt is greater than M
frames and no DTMF signal is detected and the foreground music hangover hang_f mus is not
greater than 0, the background update flag update flg, and the reset flag, reset flg, are set. The
value of M is determined from Isnr:

(7.1-30)

2 Isnr >15
4 Isnr <15

If update flg is set, the input frame will be used to update the background estimate. The purpose of
reset_flg is described later in this clause. The counting for consecutive background frames tolerates
occasional background frames whose MSSNRs are greater than thrpgy. If update_cnt > M but the
MSSNR of the input frame is higher than thrpgg, update_cnt is set to be M. The update_cnt is reset to
0 if more than nine consecutive frames whose MSS\Rs are greater than 50 are detected.

Step 2) While the update flg is not set at Step 1, background noise is sought within time windows
of 30 frames in sequence and used to update the background estimate if there is one. The possibility
of containing background frames is estimated for each time window by analysing the tonality and
the stability of the frames within the time window. If all or most of the frames within the time
window are recognized as background frames and the few non-background frames are not at the
end of the time window, the latest frame within the time window (i.e. the input frame) is used to
update the background estimate by setting the background update flag update flg. Otherwise, if the
time window is believed (but with less confidence) to contain background frames, the minimum
energies for each sub-band over frames within the time window are used to update the sub-band
energies of the background estimate. Otherwise, the time window is considered not to have
background frames and analysis for another time window starts. If the input frame (the latest frame
within the current time window) is used for background estimate update, successive frames which
have high frequency stability are also used for the background estimate update until a frame with
low frequency stability is encountered. Details of step 2 are described below.

For each input frame, if the update flg is not set at Step 1 and if no DTMF signal is detected and the
foreground music hangover hang_f_mus is not greater than 0, the following operations a) to d) are
performed, otherwise the reset_flg is set:

a) a counter con_frm_cnt for counting the number of consecutive frames is incremented by 1;

b) the spectral peakiness SP of the input frame is compared to a threshold thrs 0w which is 15
for NB input and 12.7 for WB input. If SP<thre jow, counter low_SP_cnt (that counts the
number of frames with low spectral peakiness) is incremented by 1;

c) the frequency stability Stagq is compared to a threshold, thrig, which is 12 for NB input and
10 for WB input. If stagg<thrs, a counter, high_fst_cnt, for counting the number of frames
with high frequency-stability is incremented by 1;

d) the sub-band energies Epand(i), 1=0,1,...15, of the input frame are used to update the
minimum sub-band energy buffer Epand put min(i), i=0,1,...15, for those bands where
Eband(i)<Eband_buf_min(i)-

16 Rec. ITU-T G.720.1 (01/2010)



update cnt++

MSSNRSthrbgd ?

update_cnt>M? and
no DTMF detected and
hang f mus<0?

Y burst_cnt ++

Set burst_cnt=0 [

N

No DTMF detected and
hang f mus<0?

con_frm_cnt++

¢ exit

Update minimum band energy buffer
Stafq<thrf5[?
N
e
LY

high fst cnt ++

low SP_cnt ++

high fst_cnt>28 and
tone_sta_cnt<12 and
stag< 12 and peak_flux_cnt>15?

peak flux_cnt>15 and
tone sta cnt<12?

N Set the update_flg=1

’ t

a

low SP_cnt<5 and
high_fst_cnt>28?

Use the minimum band energy
buffer to update the background
estimate

A 4

Set the reset_flg=1

T

b

set hang_f_mus=10

Figure 5—Flowchart of the background estimate update procedure
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Once con_frm_cnt reaches 30, the low_SP_cnt is compared to a threshold of 15. If low_SP_cnt is
not greater than 15, the reset_flg is set. Otherwise, the following condition is examined:

if (high fst cnt>28 & &tone sta cnt<12

& & stag, <12 & & peak _ flux_cnt >15) (7.1-31)

where tone_sta_cnt and peak flux_cnt are obtained in clauses 7.1.8 and 7.1.9, respectively. If the
condition above is satisfied, the background update flag, update flg, is set to 1. Otherwise, if the
following condition is satisfied:

if (peak flux cnt>15&&tone_sta cnt<12) (7.1-32)

the sub-band energies Epand but min(i), 1=0,1,...15, stored in the minimum sub-band energy buffer are
used to update the background estimate. Otherwise, the reset_flg is set. Moreover, if low_SP_cnt <5
and high_fst_cnt > 28, foreground music is considered to be detected and the foreground music
hangover hang_f musis set to 10.

If con_frm cnt exceeds 30, only the frequency stability, Stas, is examined. If Stag<12, the
background update flag update flg is set. Otherwise, the reset_flg is set to 1.

If reset_flg is set to 1, the parameters con_frm cnt, low_SP_cnt, high fst_cnt, tone sta cnt and
peak flux_cnt are all reset to 0.

If update flgis set to 1, the background estimate for ZCR and sub-band energies are updated by:

ZCR M =0.95.ZCR,™ " +(1-0.95). ZCR (7.1-33)
= ~ml ————[m-]] .
Eoand n() =0.9-Epang_n(1) ~+(1-0.9) Egang (i) (7.1-34)

_— _ 1 .
where ZCR][m] and ZCF\,’q[m_ ] are the moving average of the ZCR of the background signal at the

]

. . = % < [m1 .
current and the previous frames respectively, Ebandfn(')[m] and Epgpg n(l )[m_ are the moving

averages of the energy of the i-th sub-band of the background signal at the current and the previous

frames, i = 0,1,2,...,15. ZCR, is initialized at the first four input frames as the average of the

current and the past frames' ZCR. Epang (i) for all i is initialized at the first four input frames as

the energy of the i-th sub-band of the input frame, which is further limited by a minimum value. If a

successive high level signal is detected during the first four input frames, ZCR,, and Eyayg (i) for
all i are reset.

7.2 Detailed description of the speech/music discrimination module

This clause describes the speech/music discrimination module. The calculation of the main
discrimination parameter, the variance of the flux, is described in clause 7.2.1; the calculation of
two peakiness measures is described in clause 7.2.2. Clause 7.2.3 provides the details of the
speech/music discrimination decision algorithm.
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7.2.1 Calculation of theflux and the variance of the flux

The flux parameter measures the normalized distance between the power spectrum of the current
frame and the power spectrum of the previous frames. The difference is measured for the spectral
band between 62 Hz to 2914 Hz for both narrow-band (NB) and wideband (WB) signals. Let
S[m](i) denote the i-th power spectrum component of the m-th frame. The flux for the m-th frame is
calculated by:

3 47
zz‘s[m](i )— S[m_n](i )‘

[m] _ n=li=l
flux™ = = '47 (7.2-1)

>y (S[m](i)+ stm=nl ))

n=li=l1

The variance of the flux is calculated for the last 20 frames that are detected as "active" frames by a
simple threshold on the MSSNR value (see clause 7.1.3 for the description of the MSSNR
calculations). The values of the flux for each active frame are stored in a FIFO buffer, which is
updated only for active frames. The MSSNR of the m-th frame is denoted in the sequel by

MSSNR™ . It should be noted that the active frames for the calculation of the variance of the flux,
which is based on MSSNR, are different from the active frames indicated by the VAD algorithm
part of the GSAD.

For the first 20 active frames the variance is set to 0 and at the 20th active frame an average of the
flux, mov_flux, is initialized to the arithmetic average of the flux value of the first 20 active frames.
For each frame after the first 20 active frames, the average is updated for each active frame by:

mov_ flux'™ =0.99-mov_ fluxX™ ! +0.01- flux[™ (7.2-2)

The variance of the flux for the m-th frame, var_fl uxt™ , 1s calculated as:

19
var_flux™ = Z(fl uxt™ ! _mov_ fl ux[m])z (7.2-3)
k=0

where the index m is incremented only for the active frames. The values of var_fl ux™ for the
first 20 active frames are multiplied by a linearly ramping window. A buffer of the last 120 frames

of the active var_flux™ is used by the SMD algorithm.

7.2.2 Calculation of two spectral-peaks peakiness measur es

Two measures of the peakiness of the large peaks of the power spectrum are calculated. The peaks
of the power spectrum are found by searching the power spectrum for samples that are higher than
their immediate neighbouring samples. The K highest-value spectral peaks, denoted as

S[m](i), i=1,...,K, K<5, are used (if less peaks are found, K might be less than 5).

The first peakiness measure, Py, is calculated by:

1 K
=3 S%0)
K i=1
Pp="—= -1 (7.2-4)

RS
K§|S(')|
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The second peakiness measure, P,, is calculated by:

mIEXIS(i )
Py =1 (7.2-5)
K§|S(I )|
The moving averages of the two peakiness measures are calculated by:
avrg_P™=0.995.awrg_P™!+0.005 R (7.2-6)
and
avrg_PI™ =0.995-avrg_Pi™!+0.005- P, . (7.2-7)

7.2.3 Speech/Music discrimination decision

The SMD algorithm uses a buffer of L=120 past Var_flux[m] parameters and a binary-value buffer

that contains information on MSSNR™ for the past 512 frames.

An adaptive threshold TI™ . = is calculated using MSSNR™ parameter for the past 512 frames. At

var_flux
the first step, a parameter which follows the maximal value of MSSNR™ for each frame m is
calculated. The maximal value parameter, nn%“%s\m, is set to MSSNR™ if MSSNR™ s larger

than nm{g‘%s\m and is otherwise decreased by a multiplicative factor of 0.9999. This reduction
allows a slow adaptation of the maximum value when MSSNR™ is decreased over a long period.
An adaptive threshold is set by multiplying ma%“%s\m by a constant that depends on the operating
point:

Thisbur = Cop  MaXiidsw (72-8)
where Cg, is 0.5 for the bandwidth-saving and the balanced operating points, and 0.45 for the

quality-preferred operating point.

The information about MSSNR™ parameters is saved in a binary buffer which indicates, for each
entry m, if MSSNR™ is higher than T,\[,ln%]s\lR. Using this binary buffer, for each frame after the first
300 frames, a 2-bin histogram of the last K frames is calculated, where highgm] counts the number
of frames in the buffer where MSSNR™ is higher than T,\[,lrg]s\,R and |0WE?|1] counts the number of
frames in the buffer where MSSNR™ is not higher than T,\[,lrg]s,\'R. Obviously, only highgm] needs to
be calculated, since |0\NL?;]] =L-hig [m]. The value of K is incremented by 1 for each frame after
the first 300 frames until it reaches 512, when it is fixed. The calculation of high([)m] is done simply
by considering the current frame m (increment highgm] if MSSNR™ is higher than T,\[/,rg]s\]R) and the
frame M-512 (decrement high[[)m] if the last element in the buffer is 1, which means that
MSSNR ™5 12] >T,\[,|m5§5\llé] ). From hig [m] , the histogram difference measure diffh[ir;] , which is
between —1 and 1, is calculated according to:

it Ml hight —lowf™ L 2-highl™

hist — M - M

(7.2-9)
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The final histogram difference measure is generated as a moving average of the instantaneous
histogram difference and is further "biased" with an offset factor, Ayy, which depends on the

operating point and is a small negative or positive number:

Giff 29 =0.9.ciff 29 +0.1.(dit [ + A ) (7.2-10)

where, for the first 300 frames, diffﬁi“slxg is set to Aop. The average difference measure is then
limited to be between — X1 and X, where X; =0.6, and is denoted by diffhfis'gal . The adaptive

threshold for var_flux!™ is given by the linear equation:

T = A-diff 1me B (7.2-11)

var_flux

where A and B are calculated by:

up down
Top —Top

A= 7.2-12
2 %e ( )
TUp +-|-down
B=-*__% (7.2-13)
2
Top is the desired highest value for T and T(;jpown is the desired lowest value for T o . For

music signals (which typically have a lower var_flux), the threshold is set to a higher value, which
helps in preferring the detection of music signals. Similarly, for speech signals (that typically have a
higher var_flux), the threshold is set to a lower value, which helps in preferring the detection of
speech signals.

Using the adaptive threshold, T.m the ratio of the times var_fl ux™ was above that adaptive

var_flux>
threshold for the past J frames is calculated for the frames which are declared active based on the
threshold on MSSNR, or the first frame where the VAD is active and the threshold of MSSNR was
not achieved yet. This definition holds also for the reset mechanism described below. If the ratio is
above 0.5, the raw SMD decision is set to speech and if the ratio is below 0.5, the raw SMD
decision is set to music. The value of J is incremented for each frame declared active by the
criterion above until it reaches 120, when it is fixed. For the first 75 active frames, the ratio is
"biased" toward speech. This is done to help avoiding some speech-to-music misclassification at the
beginning, where the decision is based on the yet-unstable adaptive threshold.

A special mechanism is used to detect the end of long music segments and to reset the SMD at such
conditions. This mechanism uses the fact that typical music segments are characterized by high
MSSNR over a long period of time. As a first step, a segment of at least 500 frames where MSSNR is
continuously above the fixed value of 8 is detected. At the end of such segment, which is called
"falling edge", the algorithm checks in the next segment of 75 frames if, for at least 40 of these
frames, MSSNR is below 15. If such low MSSNR segment is detected, the algorithm declares an end
of music segment. The "falling edge" conditions last for 150 frames. Once a low MSSNR segment is

detected, the SMD algorithm is being "reset". The following operation is to set diff hli‘igal to Agy for

a period of 400 frames, thus neutralizing the previously calculated preference for music. The reset
also sets J to 0, causing the previously accumulated values of var_flux in the buffer not to be used,
as well as the application of a "bias" toward speech for the next 75 frames.
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The values of the two moving averages of the spectral-peak peakiness measures are used to correct
the raw SMD decision toward music:

— For NB signals, if avrg _ Pl[m] >0.43 or avrg Pz[m] >1.76 , the raw SMD decision is set to

music.
— For WB signals, if avrg Pl[m] >0.52 or awrg _ Pz[m] >2.05, the raw SMD decision is set
to music.

The final SMD decision is obtained by a one frame hangover of the raw SMD decision.

8 Organization of thereference C code

Table 5 lists the files that comprise the ANSI-C source code attached to this Recommendation and
which is an integral part of this Recommendation. For this edition of the Recommendation, the
software is labelled as "Release 1.0a". Proper compilation of the code can be checked with the test
vectors also provided as an electronic attachment to this Recommendation.

Table5—Organization of the GSAD sourcefiles

File/directory name Description
commandpars.c/h Reading the command line
ereal fft fx.c/h Modified real FFT
gsad.c Main function

gsad math adv fx.c/h Arithmetic functions

parameters_fx.c/h Parameter calculation functions

preproc_fx.c/h Pre-processing functions

vad fx.c/h Main VAD function

smd fx.c/h Main SMD function

rom_fx.c/h ROM tables

constdef fx.h Macro defined for constants

wmops.c/h Complexity and RAM measuring tool

stI2005 basop Directory containing the source code for the ITU-T fixed-point basic

operators adapted from [b-ITU-T G.191 (2005)] (basop32_fx.c,
basop32 fx.h, control fx.c, control fx.h, count fx.c, count fx.h,
enh1632 fx.c, enh1632 fx.h, enh40 fx.c, enh40 fx.h, move fx.h,
patch_fx.h, stl fx.h, typedef fx.h, and typedefs fx.h)
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Annex A

Generic voice activity detector

(This annex forms an integral part of this Recommendation)

Al Scope

The generic voice activity detector (GVAD) is an independent front-end processing module which
can be applied prior to signal processing applications such as, but not limited to, speech or audio
codecs. GVAD operates on narrow-band or wideband audio input at 10-ms frame length (without
lookahead). Its function is to indicate the input frame activity. In order to apply GVAD in specific
cases, an adaptation layer may be required.

The GVAD is bit-exact with the VAD module of the main body of this Recommendation, with the
speech/music discriminator, the silence detector of the main Recommendation removed to save
implementation cost for applications requiring VAD only.

This annex is organized as follows. References, definitions, abbreviations/acronyms and
conventions are defined in clauses A.2, A.3, A.4 and A.5, respectively. Clause A.6 gives a general
description of the GVAD algorithm including the input sampling rate, the operating frame length,
the algorithmic delay, the configurations and the complexity and memory cost. The detailed
description of the GVAD algorithm is described in clause A.7. Finally in clause A.8, use of the
simulation software is described. References to the main Recommendation are made for those parts
of the description that are the same as the main Recommendation.

A2 References

See clause 2.

A3 Definitions

A.31 Termsdefined in thisannex
This annex defines the following terms:

A.3.1.1 balanced operating point: Generic voice activity detector (GVAD) operating point that
provides a middle point performance between the other two operating points. See clause A.6.4.

A.3.1.2 bandwidth-saving operating point: Generic voice activity detector (GVAD) operating
point privileging accurate detection for background signals. See clause A.6.4.

A.3.1.3 quality-preferred operating point: Generic voice activity detector (GVAD) operating
point privileging accurate detection for foreground signals. See clause A.6.4.

A.4  Abbreviationsand acronyms

See clause 4.

A5 Conventions

This annex does not define any conventions.
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A.6  General description of the GVAD algorithm

A.6.1 Input samplingrate

The GVAD can accept both narrow-band (NB) and wideband (WB) audio input signals sampled at
8 and 16 kHz, respectively. The sampling rate of the input signal is provided to the GVAD by an
external signal.

A.6.2 Operatingframesize

GVAD operates on a 10-ms basis, i.e. frame of 80 samples for NB audio input and 160 samples for
WB audio input. Consecutive GVAD indications can be combined to indicate the activity for
frames with a multiple of 10 ms.

A.6.3 Deay

GVAD does not introduce lookahead, therefore the added delay of the GVAD is 0 ms (algorithmic
delay of 10 ms).

A.6.4 Configurations

GVAD includes two control parameters. GVAD operates on narrow-band (NB) and wideband
(WB) audio input signals, where a control signal indicates the bandwidth of the input signal.

In addition, a second control signal selects the desired operating point from three possibilities.
Setting this second control signal to "0" selects the balanced operating point, setting it to "1" selects
the quality-preferred operating point and setting it to "2" selects the bandwidth-saving operating
point. These three operating points provide the ability to select a preferred balance between the
bandwidth saving and the audio quality. The bandwidth-saving operating point provides maximal
bandwidth saving while maintaining acceptable audio quality, while the quality-preferred operating
point provides higher audio quality with less bandwidth saving. The balanced operating point
provides an optimum performance which is between the bandwidth-saving operating point and the
quality-preferred operating point. For example, for the speech database used in the ITU-T G.720.1
selection phase with added car, office and babble background noises, the bandwidth-saving
operating point saves approximately 30% of the bandwidth compared to the balanced operating
point and approximately 50% of the bandwidth compared to the quality-preferred operating point.

GVAD outputs a binary value where "1" indicates an active frame and "0" indicates an inactive
frame.
A.6.5 Complexity and memory cost

Table A.1 shows the GVAD complexity in WMOPS for NB and WB signal sampling frequencies
respectively. The RAM used for GVAD (static and dynamic) is 2436 bytes and the table ROM is
1674 bytes.

Table A.1 - Complexity of the GVAD

Modes Complexity (WM OPS)
GVAD WB 2.397
GVAD NB 1.475

A7 Detailed description of the GVAD algorithm

The detailed description of the GVAD algorithm follows exactly that of the VAD module (see
clause 7.1).
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A8 Use of the simulation software

The bit-exact, fixed point simulation software of GVAD is defined by compilation flag "LC" in the
ANSI-C source code of the main body of this Recommendation. By defining the compilation flag
"LC" in the ITU-T G.720.1 source code, the compiler will generate the executable for GVAD. The
command line instruction for GVAD thus becomes:

gsad? rate option op option speech file decision_file
Required arguments:

rate option: 8k or 16k

8k: 8 kHz sampling rate
16k: 16 kHz sampling rate

op_option: 0,1or 2

0: Balanced operating point
1. Quality-preferred operating point
2: Bandwidth-saving operating point

Speech file: Input speech file name
decision file:  Output signal classindicator file name

Proper compilation of the code can be checked with the test vectors provided for ITU-T G.720.1
bit-exactness check.

2 Note that, because the C source code of the main body of this Recommendation is used to generate the
GVAD executable, the default name of the generated GVAD executable is kept the same to that of the
main body of ITU-T G.720.1 ("gsad").
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