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The World Telecommunication Standardization Assembly (WTSA), which meets every four years, establishes 

the topics for study by the ITU-T study groups which, in turn, produce Recommendations on these topics. 
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Recommendation ITU-T Y.3529 

Cloud computing – Data model framework for  

NaaS OSS virtualized network function 

1 Scope 

This Recommendation specifies the data model framework for NaaS OSS-NF in the virtualized 

environment. It covers the following aspects: 

– General description of NaaS OSS-NF; 

– Data model framework for the basic functions of NaaS OSS-NF; 

– Data model framework for the extensible functions of NaaS OSS-NF. 

This Recommendation also provides an appendix describing: 

– Examples of typical NaaS service plugin implementation framework. 

NOTE – NaaS OSS-NF is also referred to as OSS-NF in this Recommendation. 

2 References 

The following ITU-T Recommendations and other references contain provisions which, through 

reference in this text, constitute provisions of this Recommendation. At the time of publication, the 

editions indicated were valid. All Recommendations and other references are subject to revision; 

users of this Recommendation are therefore encouraged to investigate the possibility of applying the 

most recent edition of the Recommendations and other references listed below. A list of the currently 

valid ITU-T Recommendations is regularly published. The reference to a document within this 

Recommendation does not give it, as a stand-alone document, the status of a Recommendation. 

[ITU-T X.1601] Recommendation ITU-T X.1601 (2015), Security framework for cloud 

computing. 

[ITU-T X.1604] Recommendation ITU-T X.1604 (2020), Security requirements of Network as a 

Service (NaaS) in cloud computing. 

[ITU-T Y.3502] Recommendation ITU-T Y.3502 (2014) | ISO/IEC 17789:2014, Information 

technology – Cloud computing – Reference architecture. 

[ITU-T Y.3515] Recommendation ITU-T Y.3515 (2017), Cloud computing – Functional 

architecture of Network as a Service. 

3 Definitions 

3.1 Terms defined elsewhere 

This Recommendation uses the following terms defined elsewhere: 

3.1.1 network as a Service (NaaS) [b-ITU-T Y.3500]: Cloud service category in which the 

capability provided to the cloud service customer (CSC) is transport connectivity and related network 

capabilities. 

3.1.2 network function [ITU-T Y.3515]: A function of a network infrastructure whose external 

interfaces and functional behaviour are well specified. 

NOTE – Examples of network functions include network switches and network routers. 
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3.1.3 software-defined networking [b-ITU-T Y.3300]: A set of techniques that enables to directly 

program, orchestrate, control and manage network resources, which facilitates the design, delivery 

and operation of network services in a dynamic and scalable manner. 

3.1.4 virtualized network function [ITU-T Y.3515]: A network function that can be deployed as 

a software on a NaaS cloud service provider (CSP) infrastructure. 

NOTE – Examples of virtualized network functions include virtual switches and virtual routers. 

3.2 Terms defined in this Recommendation 

None. 

4 Abbreviations and acronyms 

This Recommendation uses the following abbreviations and acronyms: 

API Application Programming Interface  

BGP Border Gateway Protocol 

CIDR Classless Inter-Domain Routing 

CRUD Create, Read, Update, Delete 

CSC  Cloud Service Customer 

CSN Cloud Service Partner 

CSP  Cloud Service Provider 

DNS Domain Name System 

FWaaS Firewall as a Service 

LBaaS Load Balance as a Service 

MTU Maximum Transmission Unit 

NaaS  Network as a Service 

QoS Quality of Service 

SDN  Software-Defined Networking 

VIM Virtualized Infrastructure Manager 

VNF Virtualized Network Function 

VNFM Virtualized Network Function Manager 

VPN  Virtual Private Network 

5 Conventions 

The keywords "is required to" indicate a requirement that must be strictly followed and from which 

no deviation is permitted if conformance to this Recommendation is to be claimed. 

In the body of this Recommendation and its annexes, the words should and may sometimes appear, 

in which case they are to be interpreted, respectively, as is recommended and can optionally. The 

appearance of such phrases or keywords in an appendix or in material explicitly marked as 

informative is to be interpreted as having no normative intent. 
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6 General description of NaaS OSS-NF 

Figure 6-1 presents the position of OSS-NF and its corresponding reference points, with the highlight 

on the architecturally newly added software-defined networking (SDN) controller and its reference 

points with OSS-NF and the virtualized network function (VNF) based on [ITU-T Y.3515]. 

Considering that VNF is always modelled in SDN or non-SDN scenarios as one kind of NaaS resource 

including the forwarding device or the non-forwarding device, it is required to standardize the 

interaction mechanism driven by data models including the interaction between OSS-NF, VNF and 

SDN controller in the virtualized environment.  

 

Figure 6-1 – OSS-NF and its related reference points 

6.1 OSS-NF functional components in the virtualized environment 

As defined in [ITU-T Y.3515], OSS-NF functional components are responsible for the management 

of network functions such as instantiation, update, query, scaling, and termination of network 

functions. In the virtualized environment, on the one hand, it can perform the function of virtualized 

network function manager (VNFM) see Appendix IV of [ITU-T Y.3515], and trigger the VNF; on 

the other hand, it can trigger the different SDN controllers as the dedicated plugins. 

To perform the function of VNFM, OSS-NF functional components in the virtualized environment 

are required to provide the basic resource data models, such as network, port, subnet, etc., and the 



 

4 Rec. ITU-T Y.3529 (02/2022) 

extensible agent function data models, linking to the dedicated VNFs, such as layer 2, layer 3 

connectivity, etc. To activate different SDN controllers, OSS-NF functional components in the 

virtualized environment are required to provide the SDN extension data models as the plugins to 

match the corresponding SDN controllers.  

6.2 oss-rl5 

This reference point covers the interactions between the OSS-NF functional components and an SDN 

controller functional component. It includes the interactions related to matching the SDN controller 

and its corresponding plugin. 

6.3 sc-vnf 

This reference point covers the interactions between a SDN controller functional component and a 

VNF functional component (as the forwarding device). It includes the interactions related to control 

of the virtualized network forwarding devices. 

6.4 oss-rl2 

This reference point covers interactions between the OSS-NaaS functional components and a VNF 

functional component (as the forwarding device or the non-forwarding device). It includes 

interactions related to the general VNF management on configuration, fault and performance from a 

NaaS service perspective. 

6.5 oss-rl3 

This reference point covers interactions between the OSS-NF functional components and a VNF 

functional component (as the forwarding device or the non-forwarding device). It includes 

interactions related to the general VNF management on configuration, fault and performance. In 

addition, it also includes interactions related to matching the customized VNF (as the non-forwarding 

device) and its corresponding plugin. 

6.6 oss6 

This reference point covers interactions between the OSS-NF functional components and OSS-CCS 

functional components, taking the role of a virtualized infrastructure manager (VIM). It includes 

interactions between a computing function and a networking function. 

6.7 oss4 

This reference point covers interactions between the OSS-NF functional components and OSS-NS 

functional components. It includes interactions related to VNF lifecycle management, VNF fault and 

performance management, VNF usage management and VNF inventory management. 

7 Data model framework for the basic functions of NaaS OSS-NF 

7.1 Resource data models 

The core elements of resource data models include network, port and subnet. The relationship among 

network, port, and subnet is shown in Figure 7-1. 

 

Figure 7-1 – Relationship between a network, port and subnet 
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A network is a virtual domain that is typically reserved to the tenant who created it unless the network 

has been explicitly configured to be shared. A subnet represents an IP address block that can be used 

for assigning IP addresses to virtual instances. A network may have many subnets and a subnet only 

belongs to one network, therefore, the relationship between network and subnet is one to many. 

A port represents a virtual switch port on a logical network switch. A network may have many ports 

and a port only belongs to one network, therefore, the relationship between network and port is one 

to many. When an IP address is associated with a port, it also implies that the port is associated with 

a subnet, as the IP address is taken from the allocation pool for a specific subnet. A port may have 

many IP addresses that belong to different subnets, therefore, the relationship between a subnet and 

port is many to many. 

Apart from core elements, in order to connect different networks, it is also required to define the 

router and border gateway protocol (BGP) virtual private network (VPN) as the resource data models. 

7.1.1 Network 

The mandatory data model description for a network is specified in Table 7-1. 

Table 7-1 – Data model description for a network 

Element Type Description 

NAME STRING Name of the network 

CREATION_TIME STRING Creation time of the network 

UPDATED_TIME STRING Latest updated time of the network 

NETWORK_ID STRING Unique identification of the network 

MTU INTEGER Maximum transmission unit 

TENANT_ID STRING Unique identification of the tenant 

PROVIDER_NETWORK_TYPE STRING Physical network type that this network is 

mapped to. For example, flat, vlan, vxlan or 

gre 

PROVIDER_PHYSICAL_NETWORK STRING Physical network where this network is 

implemented 

PROVIDER_SEGMENTATION_ID INTEGER Unique identification of the network 

segmentation on the physical network. The 

PROVIDER_NETWORK_TYPE attribute 

defines the segmentation model. For 

example, if the 

PROVIDER_NETWORK_TYPE value is 

vlan, this ID is a vlan ID. 

QOS_POLICY_ID STRING Unique identification of the quality of 

service (QoS) policy associated with the 

network 

ROUTER:EXTERNAL BOOLEAN Whether this network is associated with the 

external network via the router 

SHARED BOOLEAN Whether this network could be shared with 

all the tenants 

STATUS STRING Status of the network 

SUBNETS ARRAY List of the subnets associated with this 

network 

DESCRIPTION STRING Description of the network 
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7.1.2 Subnet 

The mandatory data model description for a subnet is specified in Table 7-2. 

Table 7-2 – Data model description for a subnet 

Element Type Description 

NAME STRING Name of the subnet 

SUBNET_ID STRING Unique identification of the subnet 

TENANT_ID STRING Unique identification of the tenant 

CREATION_TIME STRING Creation time of the subnet 

UPDATED_TIME STRING Latest updated time of the subnet 

NETWORK_ID STRING Unique identification of the network 

associated with this subnet 

DNS_NAMESERVERS ARRAY List of the domain name system (DNS) 

associated with this subnet 

ALLOCATION_POOLS ARRAY Allocated IP address pools 

HOST_ROUTES ARRAY Route table associated with this subnet 

IP_VERSION INTEGER IP Version 

GATEWAY-IP STRING Gateway IP of this subnet 

CIDR STRING Classless inter-domain routing of this subnet 

DESCRIPTION STRING Description of the subnet 

SERVICE_TYPE STRING Service type associated with this subnet 

7.1.3 Port 

The mandatory data model description for a port is specified in Table 7-3. 

 

Table 7-3 – Data model description for a port 

Element Type Description 

NAME STRING Name of the port 

PORT_ID STRING Unique identification of the port 

MAC_ADDRESS STRING Mac address of the port 

ADMIN_STATUS BOOLEAN Whether the administration state of this port 

is active 

BINDING_HOST_ID STRING Unique identification of the host to which 

the port belongs 

ALLOWED_ADDRESS_PAIRS ARRAY Allocated address pairs (IP address and 

MAC address) which can be taken as a 

source address to receive messages 

BINDING_VNIC_TYPE STRING The type of virtual network interface cards 

binding the port. What type of virtual 

network interface card depends on for 

deployments 

DESCRIPTION STRING Description of the port 
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Table 7-3 – Data model description for a port 

Element Type Description 

DEVICE_ID STRING Unique identification of the device using this 

port 

DEVICE_TYPE STRING Type of the device that uses this port 

FIXED_IPS ARRAY IP address group of this port 

NETWORK_ID STRING Unique identification of the network 

associated with this port 

PORT_SECURITY_ENABLED BOOLEAN Security status of this port. If port security is 

enabled for the port, security group rules are 

applied to the traffic on the port. 

SECURITY_GROUPS ARRAY Security groups associated with this port 

STATUS STRING Status of the port 

TENANT_ID STRING Unique identification of the tenant 

7.1.4 Router 

The mandatory data model description for a router is specified in Table 7-4. 

Table 7-4 – Data model description for a router 

Element Type Description 

ROUTER_ID STRING Unique identification of the router 

DESCRIPTION STRING Description of the router 

ADMIN_STATE BOOLEAN Whether the administration state of this 

router is active 

STATUS STRING Status of the router 

NETWORK_ID STRING Unique identification of the network 

ROUTES ARRAY External route information. The format of 

the tuple is [DESTINATION, NEXTHOP]. 

DESTINATION STRING The CIDR of the destination IP address 

NEXTHOP STRING The next hop for reaching the destination 

7.1.5 BGP VPN 

The mandatory data model description for BGP VPN (defined in [b-IETF RFC 4364]) is specified in 

Table 7-5. 

 

Table 7-5 – Data model description for BGP VPN 

Element Type Description 

BGP_VPN_ID STRING Unique identification of the BGP VPN 

TYPE STRING The type of the VPN, including layer 2 VPN 

and layer 3 VPN 

RD_LIST ARRAY The list of RD (Route distinguisher) 

RT_LIST ARRAY The list of RT (Route target) 
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Table 7-5 – Data model description for BGP VPN 

Element Type Description 

IMPORT_TARGETS ARRAY The import of the RT_LIST 

EXPORT_TARGETS ARRAY The export of the RT_LIST 

NETWORKS ARRAY The network list associated with this VPN 

ROUTERS ARRAY The router list associated with this VPN 

PORTS ARRAY The port list associated with this VPN 

LOCAL_PREF INTEGER The default property of BGP local-

preference 

7.2 Operations of the resource data models 

The NaaS OSS-NF resource data models have similar operations. Table 7-6 provides the description 

of their operations, taking the network as an example. 

Table 7-6 – Operations of the network data model 

No. Operation HTTP Action Description 

1 List networks GET The information of all the networks is listed 

2 Show network GET The information of the specific network is shown 

3 Create network POST One network is created 

4 Bulk-create 

networks 

POST One group of networks is created 

5 Update network PUT The specific network is modified 

6 Delete network DELETE The specific network is deleted 

CSP provides functions of NaaS OSS-NF through an application programming interface (API). An 

API is a RESTful HTTP service that uses all aspects of the HTTP protocol including methods, URIs, 

media types, response codes, etc. The elements listed in Table 7-1 could be used as the request and 

response parameters of API. Combining with the operations listed in Table 7-6, they constitute the 

core APIs of NaaS OSS-NF. 

8  Data models framework for the extensible functions of NaaS OSS-NF 

8.1 Categories of the extensible mechanism 

Based on the resource data models defined in Table 7-1, only the NaaS service with limited functions 

can be provided by CSP. However, in the real complex networking environment, it is required for 

CSP to provide the NaaS service with extensible function.  

NaaS OSS-NF provides the extensible functions based on the basic resource data models in the 

following two mechanisms. 

– Extending functions through the core APIs which are defined by NaaS OSS-NF and linked 

to the corresponding resource data models. The API could be extended by adding new 

operations or extra attributes for the resource data model. For example, to make it possible 

to associate a subnet with a specific segment on the network, instead of spanning all the 

segments in the network, the SEGMENT_ID attribute could be added to the data model of 

the subnet to indicate which segment on the network it associates, and the implementation of 

this API should be modified accordingly to support this extension. 
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– Extending functions by adding a new API, which is not originally defined by the NaaS OSS-

NF. The newly defined API links to the dedicated NaaS service plugin and its implementation 

developed by the cloud service partner (CSN). By this extensible mechanism, SDN 

controllers of different vendors are called by OSS-NF as the plugins via oss-rl5 and the 

customized VNFs (as the non-forwarding devices) such as virtualized firewall and virtualized 

load balancer are activated by OSS-NF as the plugins via oss-rl3. The examples of a typical 

NaaS service plugin implementation framework are provided in Appendix I. 

8.2 Procedures for the extensible mechanism by new API definition 

The procedures for extending functions by adding a new API are described as follows: 

1) CSP defines a new API for supporting the NaaS service, which includes the data models of 

the necessary resources and the operations for these data models. 

2) CSN develops the dedicated NaaS service plugin, NaaS service agent for OSS-NF and the 

implementation of the VNF for the NaaS service. 

3) CSN deploys the plugin, agent and the implementation in CSP's environment, which means 

the new API for supporting the NaaS service is ready. 

4) CSP publishes the NaaS service to CSC. 

 

Figure 8-1 – Procedures for the extensible mechanism by new API definition 

9 Security consideration 

Consideration for security aspects within the cloud computing environment, including NaaS, are 

addressed for NaaS CSPs, as described in [ITU-T X.1601] and [ITU-T X.1604]. In particular, 

[ITU-T X.1601] and [ITU-T X.1604] analyse security threats and challenges and describes security 

capabilities that could mitigate these threats and meet the security challenges. 

The functional components for security systems defined in clause 9.2.5.2 of [ITU-T Y.3502] are 

applicable in the context of the NaaS functional architecture. These components are responsible for 

applying security related controls to mitigate the security threats in cloud computing environments 

and encompass all the security facilities required to support cloud services of the NaaS cloud service 

category. 
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Appendix I 

 

Examples of typical NaaS service plugin implementation framework 

(This appendix does not form an integral part of this Recommendation.) 

This appendix provides examples of a NaaS service plugin implementation framework as the 

extensible functions of NaaS OSS-NF by adding a new API. 

I.1 FWaaS plugin 

In order to implement the firewall as a service (FwaaS), the data models of firewall, policy and rule 

need to be defined. The NaaS CSP provides FwaaS service instances based on the CSC's request. A 

firewall is associated with a group of policies and each policy is an ordered list of rules. Policy 

templates are created by the NaaS CSP and can be shared by different CSC. Rules cannot be applied 

to the firewall directly and are required to be added to the dedicated policy. 

The firewall plugin implementation framework is shown in Figure I.1. The firewall plugin and 

firewall agent are located in OSS-NF functional components and firewall VNF is located in VNF 

functional components, which are all developed by CSN. The firewall plugin sends the create, read, 

update, delete (CRUD) operation request and the firewall agent analyses the request, checks the 

validation, and sends back the status report to the firewall plugin. If the validation succeeds, the 

firewall agent activates the corresponding operation of the firewall VNF via the interface oss-rl3. 

 

Figure I.1 – FWaaS plugin implementation framework 

The procedures for activating firewall VNF are described as follows. 

Step 1: The firewall plugin receives the CSC's firewall creation request message via the newly defined 

API. 

Step 2: The firewall plugin sends the creation operation request message to the firewall agent. 

Step 3: The firewall agent analyzes the creation operation request and checks its validation. If the 

validation succeeds, the firewall agent sends back the confirmation message to the firewall plugin 

and activates the firewall VNF via the interface oss-rl3. If the validation fails, the firewall agent sends 

back a failure message to the firewall plugin. 

Step 4: The firewall VNF receives the activation message and creates the FWaaS service instance. 

I.2 LBaaS plugin 

The NaaS CSP provides a load balance as a service (LBaaS) service instance in order to balance the 

CSC's workload among different VMs. The concrete functionalities of LBaaS service include, but are 

not limited to, 

– providing load balance for different protocols, e.g., TCP, HTTP, etc.; 

– monitoring the status of the NaaS service; 

– restricting inbound access for attack prevention; 
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– persisting session via source IP or route cookie for sending the CSC's request to the dedicated 

VM. 

The load balance plugin implementation framework is shown in Figure I.2. The load balance plugin 

and load balance agent are located in OSS-NF functional components and load balance VNFs are 

located in VNF functional components, which are all developed by CSN. The load balance plugin is 

responsible for the creation, monitoring, and scheduling of the computing pool which is composed of 

VNFs. The computing pool is created for workload balance and the dedicated load balance agent is 

allocated for each computing pool. 

The load balance plugin sends the CRUD operation request to the selected load balance agent based 

on the monitoring and scheduling results, and the load balance agent analyses the request, checks the 

validation and sends back the status report to the load balance plugin. If the validation succeeds, the 

load balance agent activates the corresponding operation of the load balance VNFs via the interface 

oss-rl3. 

 

Figure I.2 – LBaaS plugin implementation framework 

The procedures for activating load balance VNFs are described as follows. 

Step 1: The load balance plugin receives the CSC's workload balance request message via the newly 

defined API. 

Step 2: The load balance plugin sends the load balance service creation operation request message to 

the selected load balance agent based on the monitoring and scheduling results. 

Step 3: The load balance agent analyses the creation operation request and check its validation. If the 

validation succeeds, the load balance agent sends back the confirmation message to the load balance 

plugin and activates multiple associated load balance VNFs in the computing pool via the interface 

oss-rl3. If the validation fails, the load balance agent sends back a failure message to the load balance 

plugin. 

Step 4: The load balance VNFs in the computing pool receives the activation message and creates the 

LBaaS service instance. 

I.3 Abnormal traffic cleaning plugin 

In order to clean the abnormal traffic flexibly according to the CSC's on-demand service request 

without the re-deployment, re-configuration and replacement of the physical network devices, the 

NaaS CSP provides the software-defined abnormal traffic cleaning service based on the OpenFlow 

protocol [b-ONF TS-025]. The implementation mechanism provides a unified traffic traction and 

reinjection by separating the network control plane and the network forwarding plane.  

The abnormal traffic cleaning plugin implementation framework is shown in Figure I.3. The traffic 

cleaning plugin and traffic cleaning agent are located in the OSS-NF functional components and the 

OpenFlow traffic cleaning switch VNF and OpenFlow service router VNF are located in the VNF 

functional components, which are controlled by the OpenFlow traffic cleaning controller via the 

OpenFlow protocol. The above mentioned OpenFlow-based controller, switch and router are all 

developed by the CSN.  
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Figure I.3 – Abnormal traffic cleaning plugin implementation framework 

The traffic cleaning plugin sends the CRUD operation request, and the traffic cleaning agent analyses 

the request, checks the validation, and sends back the status report to the traffic cleaning plugin. If 

the validation succeeds, the traffic cleaning agent activates the corresponding operation of the 

OpenFlow traffic cleaning controller via the interface oss-rl5. 

The procedures for activating the software-defined abnormal traffic cleaning operation are described 

as follows. 

Step 1: The traffic cleaning plugin receives the CSC's abnormal traffic cleaning request message via 

the newly defined API. 

Step 2: The traffic cleaning plugin sends the abnormal traffic cleaning service creation operation 

request message to the traffic cleaning agent. 

Step 3: The traffic cleaning agent analyzes the creation operation request and checks its validation. If 

the validation succeeds, the traffic cleaning agent sends back the confirmation message to the traffic 

cleaning plugin and activates the OpenFlow traffic cleaning controller via the interface oss-rl5 by 

providing the pre-defined abnormal traffic characteristics. If the validation fails, the traffic cleaning 

agent sends back the failure message to the traffic cleaning plugin. 

Step 4: The OpenFlow traffic cleaning controller creates the traffic cleaning flow table based on the 

received abnormal traffic characteristics and send it to the OpenFlow traffic cleaning switch VNF via 

the interface sc-vnf. 

Step 5: When the traffic attack happens, the OpenFlow traffic cleaning controller generates the traffic 

traction flow table based on the information of the attached server and the OpenFlow traffic cleaning 

switch VNF and sends it to the OpenFlow service router VNF via the interface sc-vnf. 

Step 6: The OpenFlow traffic cleaning controller generates the traffic reinjection flow table based on 

the information of the attached server and sends it to the OpenFlow traffic cleaning switch VNF via 

the interface sc-vnf.  

Step 7: The OpenFlow service router VNF forwards the abnormal traffic to the OpenFlow traffic 

cleaning switch VNF based on the traffic traction flow table. 

Step 8: The OpenFlow traffic cleaning switch VNF matches the tractive traffic based on the traffic 

cleaning flow table, discards the matched traffic, and sends the clean traffic to the OpenFlow service 

router VNF based on the traffic reinjection flow table. 
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