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FOREWORD 

The International Telecommunication Union (ITU) is the United Nations specialized agency in the field of 
telecommunications, information and communication technologies (ICTs). The ITU Telecommunication 
Standardization Sector (ITU-T) is a permanent organ of ITU. ITU-T is responsible for studying technical, 
operating and tariff questions and issuing Recommendations on them with a view to standardizing 
telecommunications on a worldwide basis. 

The World Telecommunication Standardization Assembly (WTSA), which meets every four years, 
establishes the topics for study by the ITU-T study groups which, in turn, produce Recommendations on 
these topics. 

The approval of ITU-T Recommendations is covered by the procedure laid down in WTSA Resolution 1. 

In some areas of information technology which fall within ITU-T's purview, the necessary standards are 
prepared on a collaborative basis with ISO and IEC. 
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Recommendation ITU-T Y.3300 

Framework of software-defined networking 

1 Scope 

This Recommendation describes the framework of software-defined networking (SDN) by 
providing: 

– definitions, 

– objectives, 

– high-level capabilities, 

– requirements, and 

– high-level architecture 

of the fundamentals of SDN. 

In addition, Appendix I describes areas for further consideration in SDN standardization.  

2 References 

The following ITU-T Recommendations and other references contain provisions which, through 
reference in this text, constitute provisions of this Recommendation. At the time of publication, the 
editions indicated were valid. All Recommendations and other references are subject to revision; 
users of this Recommendation are therefore encouraged to investigate the possibility of applying the 
most recent edition of the Recommendations and other references listed below. A list of the 
currently valid ITU-T Recommendations is regularly published. The reference to a document within 
this Recommendation does not give it, as a stand-alone document, the status of a Recommendation. 

[ITU-T Y.3001]  Recommendation ITU-T Y.3001 (2011), Future Networks: Objectives and 
Design Goals. 

[ITU-T Y.3011]  Recommendation ITU-T Y.3011 (2012), Framework of network virtualization 
for Future Networks. 

[ITU-T M.3400] Recommendation ITU-T M.3400 (2000), TMN management functions. 

3 Definitions 

3.1 Terms defined elsewhere 

This Recommendation uses the following term defined elsewhere: 

3.1.1 network virtualization [ITU-T Y.3011]: A technology that enables the creation of 
logically isolated network partitions over shared physical networks so that heterogeneous collection 
of multiple virtual networks can simultaneously coexist over the shared networks. This includes the 
aggregation of multiple resources in a provider and appearing as a single resource. 

3.2 Terms defined in this Recommendation 

This Recommendation defines the following term: 

3.2.1 software-defined networking: A set of techniques that enables to directly program, 
orchestrate, control and manage network resources, which facilitates the design, delivery and 
operation of network services in a dynamic and scalable manner. 
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4 Abbreviations and acronyms 

This Recommendation uses the following abbreviations and acronyms: 

AAA  Authentication, Authorization, and Accounting 

FCAPS  Fault, Configuration, Accounting, Performance, and Security 

OSI  Open System Interconnection 

SDN  Software-Defined Networking 

5 Conventions 

This Recommendation uses the following conventions: 

The term "is required to" indicates a requirement which must be strictly followed, and from which 
no deviation is permitted, if conformance to this Recommendation is to be claimed. 

The term "is recommended" indicates a requirement which is recommended, but which is not 
absolutely required. Thus, this requirement need not be present to claim conformance. 

6 Introduction 

Due to the great success of communication technologies, diverse applications are realized on 
networks, and the requirements that they bring are diverging. To support these diverging 
requirements, it is necessary to make networks even more controllable and manageable. The 
necessity to treat different traffic in different manners, and to make networks more application- and 
service-oriented is also increasing. 

Technologies that enable more direct and lower-level (e.g., flow-level) control methods of data 
packet forwarding are emerging. These technologies can simplify the reaction of network resources 
(e.g., switches or routers) to operations, and significantly increase the controllability of networks for 
operators. With modeling and programing of network resources, networks can be controlled in an 
automated manner, which enables more agile operations of the networks. 

This change of control method can also provide a chance to redesign control functionalities by 
introducing logically centralized and programmable control of network resources through 
standardized interfaces and protocols. 

This approach allows for:  

– logically centralized network control, which decreases the number of points to control and 
manage; 

– supporting network virtualization as one important feature of the network architecture; 

– defining, controlling and managing network resources using software; thus, allowing 
network services to be provided in a deterministic manner in accordance with the requested 
behaviour; and 

– network customization, which is necessary for efficient and effective network deployment 
and operations. 

In order to realize the aforementioned features, this Recommendation provides the framework of 
software-defined networking (SDN) by specifying the fundamentals of SDN with its definitions, 
objectives, high-level capabilities, requirements and high-level architecture. 

While there have been various efforts to develop SDN-related technologies and standards (see 
[ITU-T Y.3001], [ITU-T Y.3011], [b-ITU-T Y.2622], [b-ETSI NFV], [b-IETF I2RS] 
[b-IETF RFC 3746], [b-ONF] and [b-OpenDayLight]) with different approaches and different 
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focuses, they all share the same objective of providing the programmability of network resources as 
described above, which is a core technology for the networks of the future. 

7 Overview 

SDN is a set of techniques that enables users to directly program, orchestrate, control and manage 
network resources, which facilitates the design, delivery and operation of network services in a 
dynamic and scalable manner. 

Figure 7-1 depicts the basic concept of SDN. 

 

Figure 7-1 – Concept of SDN 

SDN relocates the control of network resources to a dedicated network element, namely SDN 
controller, which provides a means to program, orchestrate, control and manage the network 
resources through software (i.e., SDN applications). 

The distributed network resources perform the network functions such as data packet transport and 
processing, but the behaviors of network resources are directly controlled via a standardized 
interface (i.e., resource-control interface) and the relevant information and data models. See 
[b-IETF RFC 3444]. The SDN controller uses the interface and arbitrates the control of network 
resources in a logically centralized manner. 

The SDN controller manages and configures the distributed network resources and provides an 
abstracted view of the network resources to the SDN applications via another standardized interface 
(i.e., application-control interface) and the relevant information and data models. The SDN 
application can customize and automate the operations (including management) of the abstracted 
network resources in a programmable manner via this interface. Note that the SDN controller can 
provide different types of interfaces to SDN applications (e.g., more abstracted and more 
object-oriented). 

8 Objectives 

The objectives of SDN are to realize: 

– Faster network business cycles 

 SDN reduces the response time of business requests to network providers, e.g., to increase 
customer satisfaction or to shorten the payback time of investment through further 
automation of network operations; 
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– Acceleration of innovation 

 SDN accelerates business and/or technical innovation through more flexibility of the 
network operations, thus making trials easier; 

– Accelerated adaptation to customer demands 

 SDN facilitates the accommodation of customer's connectivity requirements by means of 
dynamic negotiation of network service characteristics and of dynamic network resource 
control; 

– Improved resource availability and usage efficiency 

 SDN is meant to improve network resource availability and efficiency, in particular when 
combined with network virtualization, due to the introduction of a high level of automation 
in the overall service delivery and operation procedures, from service parameter negotiation 
to fulfilment and assurance; 

– Customization of network resources including service-aware networking 

 SDN allows network customization for the network services which have different 
requirements, through the programming of network resource operations, including the 
dynamic enforcement of a set of policies (e.g., resource planning as a function of the 
number of customers' orders to be processed over time, forwarding and routing, quality of 
service (QoS) and traffic engineering, security). 

9 High-level capabilities 

SDN provides the following high-level capabilities: 

– Programmability 

 The behaviour of network resources can be customized by SDN applications through a 
standardized programming interface for network control and management functionality. 
The user of the interface may be network providers, service providers, and customers 
including end-users. This enables the SDN applications to automate the operations of 
network resources according to their needs. 

– Resource abstraction 

 The property and behaviour of underlying network resources can be appropriately 
abstracted and understood, orchestrated, controlled and/or managed by those who program 
them, thanks to relevant, standard information and data models. These models provide a 
detailed, abstracted view of physical or virtualized network resources. 

Programmability contributes to the introduction of a high level of automation in the overall service 
delivery procedure, to achieve business agility, such as dynamic service creation and provisioning. 
A standardized interface providing a channel for interactions between SDN applications and SDN 
controllers is used to access network information and to program application-specific network 
behaviors. This programmability provides the ability to control or configure the network elements 
by a logically centralized SDN controller through another standardized interface. 

NOTE – The delivery of some network services assumes the combination of a variety of functionalities for 
optimized packet processing and traffic forwarding purposes. Programmability will, in this case, allow to 
smartly combine these various functionalities into an ordered set of function chains. See [b-IETF SFC]. To 
support programmability, resource abstraction is a desirable capability. Information and data models are 
means to provide an abstracted view of the underlying network resources to the SDN applications, so that the 
application developers can simplify their program logic without the need for detailed knowledge of the 
underlying network resources and technologies. 
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10 Requirements 

SDN provides programmability of network control and abstraction of underlying network resources, 
among other SDN features. As described in clause 6, network resources as used in this context of 
requirements refer to network elements including switches and routers. 

In order to support these capabilities, the requirements for SDN are described as follows: 

– SDN is required to support programmability of network resources; 

– SDN is required to support orchestration of network resources and SDN applications; 

– SDN is required to provide an application-control interface for customizing the behaviour 
of network resources; 

– SDN is required to provide a resource-control interface for control of network resources; 

– SDN is required to provide logically centralized control of network resources; 

– SDN is required to separate SDN control from the network resources; 

– SDN is required to support the abstraction of underlying network resources, by means of 
standard information and data models; 

– SDN is required to support the management of physical network resources; 

– SDN is recommended to support the management of virtual network resources. 

11 High-level architecture 

The high-level architecture of SDN consists of several layers as depicted in Figure 11-1. 

Y.3300(14)_F11-1
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Figure 11-1 – High-level architecture of SDN 

11.1 Application layer 

The application layer is where SDN applications specify network services or business applications 
by defining a service-aware behaviour of network resources in a programmatic manner. These 
applications interact with the SDN control layer via application-control interfaces, in order for the 
SDN control layer to automatically customize the behaviour and the properties of network 
resources. The programming of an SDN application makes use of the abstracted view of the 
network resources provided by the SDN control layer by means of information and data models 
exposed via the application-control interface. 
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11.2 SDN control layer 

The SDN control layer provides a means to dynamically and deterministically control the behaviour 
of network resources (such as data transport and processing), as instructed by the application layer. 
The SDN applications specify how network resources should be controlled and allocated, by 
interacting with the SDN control layer via application-control interfaces. The control signalling 
from the SDN control layer to the network resources is then delivered via resource-control 
interfaces. The configuration and/or properties exposed to SDN applications are abstracted by 
means of information and data models. The level of abstraction varies according to the applications 
and the nature of the services to be delivered. 

– Application support 

 The application-support function provides application-control interface for SDN 
applications to access network information and program application-specific network 
behaviours. 

– Orchestration 

 The orchestration function provides the automated control and management of network 
resources and coordination of requests from the application layer for network resources 
based on the policy provided by the multi-layer management functions or the application 
layer. 

 The orchestration function provides control and management of network resources covering 
management of physical and virtual network topologies, network elements, and traffic for 
example. It also interacts with the multi-layer management functions to provide 
management of SDN application-related operations such as user management, service 
creation and provisioning. 

– Abstraction 

 The abstraction function interacts with network resources, and provides an abstraction of 
the network resources, including network capabilities and characteristics, in order to 
support management and orchestration of physical and virtual network resources. Such 
abstraction relies upon standard information and data models and is independent of the 
underlying transport infrastructure. 

NOTE – The SDN control layer, instead of the application layer, may execute control for the resource layer 
for the sake of performance (e.g., for traffic engineering). 

11.3 Resource layer 

The resource layer is where the network elements perform the transport and the processing of data 
packets according to the decisions made by the SDN control layer, and which have been forwarded 
to the resource layer via a resource-control interface. 

– Control support 

 The control support function interacts with the SDN control layer and supports 
programmability via resource-control interfaces. 

– Data transport and processing 

 The data transport and processing function provides data forwarding and data routing 
functionalities. 

 The data forwarding functionality handles the incoming data flows to forward them along 
the data forwarding paths that have been computed and established according to the 
requirements defined by the SDN applications. The control of the data forwarding 
functionality is provided by the SDN control layer so that the data forwarding functionality 
in the resource layer may be minimized. 
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 The data routing functionality provides network control and services in the resource layer 
according to the routing rules which can be customized by the SDN control layer for SDN 
applications. The data forwarding paths are determined by distributed routing control of the 
resource layer. 

 Note that the resource layer may provide either data forwarding functionality or data 
routing functionality, or both. 

 Additional functionalities including media transcoding and data compression can be added, 
removed, or reconfigured for customization of data packets as specified by SDN 
applications.  

 NOTE – Additional functionalities including media transcoding and data compression can be 
invoked for the delivery of a service. From an SDN perspective, the ability to solicit a variety of 
functions to dynamically structure a service and allocate resources accordingly is a promising 
opportunity to enforce differentiated traffic forwarding policies within the network, thereby 
contributing to the improvement of customer’s quality of experience. 

11.4 Multi-layer management functions 

The multi-layer management functions exist as cross-layer functions providing functionalities for 
managing, as appropriate, the functionalities of the other layers, i.e., the application layer, the SDN 
control layer and the resource layer. 

The multi-layer management functions include functionalities for supporting fault, configuration, 
accounting, performance and security (FCAPS) management as described in [ITU-T M.3400]. 
Examples of such functionalities are equipment inventory, software upgrade, fault isolation, 
performance optimization, energy efficient operations, and initial configuration of the network 
resources, SDN controllers, and SDN applications. Specifically, autonomic management, i.e., 
continuous adaptation to the network status, may be performed by the SDN control layer. 

11.5 Interfaces 

There are two interfaces in the high-level architecture of SDN: the application-control interface and 
the resource-control interface. They provide access to the SDN controllers and network resources, 
allowing for programmable control of network resources. 

The details of each interface are as follows: 

– Resource-control interface 

 The resource-control interface is used for interactions between the SDN control layer and 
the resource layer. Information exchanged through these interactions include controlling 
information provided by the SDN control layer to the resource layer (e.g., for configuring a 
network resource or providing policies) as well as the information that pertains to the 
(unsolicited) notifications sent by the resource layer whenever the network topology 
changes, congestion is detected, etc. Such notification information also includes data that 
are meant to assess the conformance of what has been delivered against what has been 
negotiated (hence the notion of service fulfilment and assurance). This interface provides 
high-level accesses to the network resources regardless of their respective technology. 

– Application-control interface 

 The application-control interface is used for interactions between the application layer and 
the SDN control layer. The application-control interface can be used by the application 
layer to feed the SDN control layer information that will contribute to the decision-making 
process in terms of dynamic resource allocation or policy enforcement, for example. The 
SDN control layer can also expose the information and data models that reflect the resource 
abstraction to the application layer through this interface.  
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12 Environmental considerations 

SDN is meant to facilitate self-adaptability, so that resource availability and usage efficiency can be 
improved. This is likely to contribute to the optimization of resource usage and therefore reduced 
energy consumption. 

SDN relocates the control of network resources to a logically centralized SDN controller. This may 
contribute to simplify the design of network elements, thus power consumption is expected to 
decrease. However, the function that is logically centralized may become complicated, thus its 
power consumption may increase. 

13 Security considerations 

The introduction of a high level of automation in the overall service delivery procedure by means of 
SDN techniques inevitably raises security challenges. In particular, access to network resources by 
applications must be granted in order to protect the networking infrastructure and its components 
from a denial of service attack that may jeopardize the overall robustness, quality and reliability of 
the SDN architecture, or the services that it delivers. 

SDN provides new possibilities to combat security breaches. The affected resources may be easily 
and quickly isolated, malicious traffic may be safely terminated, sensitive flows can be identified 
and separately transferred in a more secure manner, e.g., with dedicated equipment and security 
protocols. All these processes may be automated due to SDN for improved availability. Moreover, a 
logically centralized control of SDN enables operators and/or entities to have a broader and/or a 
global view of the current status of networks, which makes security operations easier and more 
efficient.  

On the other hand, SDN may aggravate the damage of security breaches, misconfiguration, privacy 
infringement and other incidents. Properties that were traditionally implemented in hardware and 
impossible to change can now be modified, misconfigured or can function improperly. Such 
damage can expand quickly as responses of various software programs and human operation may 
be too slow for appropriate reaction. It is therefore necessary to enhance monitoring capability and 
automated operations. More careful checking of e.g., policy configuration, becomes necessary. 
Moreover, a logically centralized controller can be a single point of failure, and can be a target of 
malicious attacks, thus special attention is required. 
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Appendix I 
 

Areas for further considerations in SDN standardization 

(This appendix does not form an integral part of this Recommendation.) 

In this appendix, technical areas for further considerations in SDN are described. 

I.1 Interworking 

A network in one administrative domain is usually controlled and managed by the service policy 
applied by one network provider. However, integrated network services among multiple 
administrative domains need to be composed of relevant network services in each administrative 
domain. It is important that SDN provides interworking functionality for such integrated network 
services among multiple administrative domains taking into account the following points: 

– It is important that SDN exchange available network parameters (e.g., bandwidth, latency, 
label or id information) for automating the control and/or management of the network 
services among different administrative domains. These network parameters may be 
screened or abstracted because such network parameters contain sensitive information in 
many cases. This functionality may also need to configure a part of other administrative 
domain networks and get statistics about the domain. 

The following points are not specific to SDN, but need consideration. 

– In forwarding packets across multiple administrative domains, packet formats may be 
different, and it is important to support converting the format of packets and/or adjusting 
the network properties (e.g., bandwidth and latency) before or after packets enter another 
network; 

– It is also important to support authentication, authorization, and accounting (AAA) features 
because interworking operations usually need computational resources from other 
administrative domains. 

I.2 Verification of SDN applications 

With SDN technologies, network providers, service providers, and customers can customize the 
network resources by writing an SDN application. However, incomplete or malicious SDN 
applications could cause a breakdown of underlying networks shared by heterogeneous network 
elements and stakeholders. Thus, it is desirable that SDN applications be formally specified and 
verified (i.e., formal method) to prevent them from misinterpreting their intentions on network 
operations and to avoid inconsistency within the network. 

Formal methods are software engineering techniques based on mathematical representation and 
analysis of software programs [b-FM Clarke]. Such formal methods can be used for analysis of 
specification and verification of software behaviour. 

Using the formal methods for SDN applications can minimize the risk of misuse or malfunction of 
SDN applications because the formal method serves to remove ambiguity, inconsistency, and 
possible conflicts of SDN applications in the networks. Furthermore, network operators can use the 
formal methods to check consistency and safety of their network configurations, virtual/physical 
topologies and networking resources. This enables confirmation of their configurations and 
behaviours of various networking properties. Some examples of these properties are: 

– no routing loops or unreachable points in the network; 

– no rule or behaviour conflicts between multiple SDN applications; 

– no conflicts on physical network resource assignments between different SDN applications;  
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– no conflicts in dynamic network update where new or updated network configurations 
conform to properties of the network and do not break consistency of existing networks. 

I.3 Adaptation to large-scale networks 

SDN should provide connectivity from a local area to a wide area, as current networks do. Because 
SDN provides logically centralized control of networks, adaptation to large-scale networks is 
important. A large-scale network has two aspects: a single SDN domain composed of many 
network elements, and multiple SDN domains managed by different network providers. While SDN 
may support many network elements in a wide area, the number of network elements that a single 
SDN controller can accommodate is limited. In this regard, scalability needs to be considered. One 
way to provide scalability is to have SDN controllers logically centralized but physically 
distributed, to correspond to a wide area. 

In large-scale networks, reliability is a particularly important issue. As a characteristic of logically 
centralized control in SDN, an SDN controller tends to become a single point of failure. The SDN 
controller may be replicated to improve reliability. 

I.4 Design of resource abstraction 

To make programmability of SDN easier and more efficient, it is important that resource abstraction 
is appropriately designed and adopted for the best practice and performance of networks. It is 
important that resource abstraction be provided with the following points: 

– Common resource abstraction model 

 It is important that a common resource abstraction model be applied to similar network 
resources regardless of the underlying technology, since a common information model 
simplifies the programming for the resources. Widely applicable standard information and 
data models require the appropriate abstraction of various capabilities, such as packet 
forwarding, wireless interfaces, and path computation-related information (e.g., routing 
metrics). 

– Appropriate granularity of abstraction 

 It is not appropriate to show all network resources and their characteristics to SDN 
applications. On one hand, not all the details and characteristics of the network resources 
are necessary for SDN application programming. On the other hand, excessive abstraction 
prevents SDN applications from utilizing network resources to the maximum because it 
hides the details of the resources. It is therefore important that SDN provides an appropriate 
and balanced granularity of abstraction. 

– Performance tuning of network resources 

 When network resources are abstracted, an SDN application may not be able to access 
some network resource-specific parameters, and this may degrade the performance. 
Suitable abstraction or some mechanisms to tune the performance of network resources 
automatically are necessary. 

I.5 Virtualization of network elements 

Network elements, which can be abstracted resources, may be shared among multiple applications. 
But each SDN application does the programming of network elements according to the SDN 
application requirements. In that case, it is necessary that these networks and network elements are 
mutually isolated. Toward this end, network elements should be virtually partitioned to support 
each application network. 

SDN applications may require network resources, e.g., bandwidth and packet processing, whereas 
the applications' requirements cannot be satisfied with a single network element. In that case, 
multiple network elements can be virtually combined to appear as a single resource to the 
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applications to satisfy the requirements without further management efforts of multiple network 
resources. 

For the above two cases, virtualization techniques can provide an appropriate solution because they 
assume network element partition and aggregation, as well as a single interface to such virtualized 
network resources.  

I.6 Multiple-level of programmability 

In conventional networks, each resource in multiple open system interconnection (OSI) layers 
[b-ITU-T X.200] is managed by different management entities. This makes it difficult to orchestrate 
total performance and to recover from network failures quickly. SDN is desirable to provide control 
and management programming interfaces to network resources, e.g., for coordination and status 
monitoring purposes. In addition, the demands of SDN applications can be diverse and may be 
related to multiple OSI layers. 

The interfaces need to span multiple OSI layers and work in a unified manner: multiple-level of 
programmability that spans L1-L7 OSI layers is an important issue to be addressed for SDN. 

One example for such multi-level programmability is cut-through optical path computation. In this 
example, some SDN components may dynamically change the target OSI layer to allocate a path, 
depending on traffic characteristics. For example, SDN components may first allocate a path in the 
OSI layer 3, namely an IP route. After checking OSI layer 3 header and its applicability, SDN 
intelligence may then decide instead to allocate an optical path, e.g., to provide additional 
bandwidth. 

I.7 Programmatic extension in resource layer 

In order to improve network programmability, it is desirable to extend the functions of the resource 
layer on demand in a programmable manner [b-SDN-WS Nakao]. This ability can dynamically add 
or remove additional functions for data transport and processing (such as packet caching, 
header/payload compression, regular expression matching, data transcoding, or even handling 
newly developed protocols) as per SDN application requirements or can dynamically update the 
control support function, thereby avoiding hardware replacement. 

Thus, rapid development, deployment, and replacement of resource layer functionalities and 
resource-control interfaces leads to timely and tailored service solutions aligned with requirements 
of applications and operator policies. 
I.8 Management 

The following management functionalities specific to one of the layers need to be further 
considered: 

– Management of the underlying physical and virtual network resources, providing support 
for programmatically extendable SDN data transport and processing functions, which is 
described in clause I.7; 

– Management of the software and hardware platform of an SDN controller which includes 
lifecycle management of dynamically upgradable functions of the SDN controller and 
FCAPS. 

The multi-layer management functions should interoperate with 3rd party management functions, 
for example, for billing, customer care, statistics collection or dynamic service provisioning. 
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Another issue to be considered is how the multi-layer management functions are deployed. Possible 
approaches include the use of a centralized management model or a hybrid model. In the hybrid 
model, some management functions are distributed, while others are implemented in centralized 
management systems. With such an approach, network resources support management functions 
that may improve network robustness and scalability as well as shorten the management system 
response time. In both models, there is an SDN management system that performs all centralized 
management operations.  
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