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Summary 

Recommendation ITU-T Y.3074 introduces a directory service function in the IMT-2020 architecture. 

It describes the components of the directory service function that can store a large volume of records 

associated with heterogeneous types of names of objects (i.e., devices and data), and that can provide 

a very low latency look-up service. It describes the general procedure of the directory service function 

to register, cache, look up, update and delete records. 
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FOREWORD 

The International Telecommunication Union (ITU) is the United Nations specialized agency in the field of 

telecommunications, information and communication technologies (ICTs). The ITU Telecommunication 

Standardization Sector (ITU-T) is a permanent organ of ITU. ITU-T is responsible for studying technical, 

operating and tariff questions and issuing Recommendations on them with a view to standardizing 

telecommunications on a worldwide basis. 

The World Telecommunication Standardization Assembly (WTSA), which meets every four years, establishes 

the topics for study by the ITU-T study groups which, in turn, produce Recommendations on these topics. 

The approval of ITU-T Recommendations is covered by the procedure laid down in WTSA Resolution 1. 

In some areas of information technology which fall within ITU-T's purview, the necessary standards are 

prepared on a collaborative basis with ISO and IEC. 
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Recommendation ITU-T Y.3074 

Framework for directory service management of large numbers of 

heterogeneously-named objects in IMT-2020 

1 Scope 

The scope of this Recommendation includes: 

• the introduction of a directory service function in the IMT-2020 framework architecture to 

store a large volume of records associated with heterogeneous types of names of objects, and 

provide a very low latency look-up service; 

• the description of the functional components and procedures to register, cache, look up, 

update and delete records. 

2 References 

The following ITU-T Recommendations and other references contain provisions which, through 

reference in this text, constitute provisions of this Recommendation. At the time of publication, the 

editions indicated were valid. All Recommendations and other references are subject to revision; 

users of this Recommendation are therefore encouraged to investigate the possibility of applying the 

most recent edition of the Recommendations and other references listed below. A list of the currently 

valid ITU-T Recommendations is regularly published. The reference to a document within this 

Recommendation does not give it, as a stand-alone document, the status of a Recommendation. 

[ITU-T X.500]  Recommendation ITU-T X.500 (2016), Information Technology – Open Systems 

Interconnection – The Directory: Overview of concepts, models and services. 

[ITU-T X.501]  Recommendation ITU-T X.501 (2016), Information technology – Open Systems 

Interconnection – The Directory: Models. 

[ITU-T Y.3001]  Recommendation ITU-T Y.3001 (2011), Future networks: Objectives and 

design goals. 

[ITU-T Y.3011]  Recommendation ITU-T Y.3011 (2012), Framework of network virtualization 

for future networks. 

[ITU-T Y.3031]  Recommendation ITU-T Y.3031 (2012), Identification framework in future 

networks. 

[ITU-T Y.3032]  Recommendation ITU-T Y.3032 (2014), Configurations of node identifiers and 

their mapping with locators in future networks. 

[ITU-T Y.3033]  Recommendation ITU-T Y.3033 (2014), Framework of data aware networking 

for future networks. 

[ITU-T Y.3071]  Recommendation ITU-T Y.3071 (2017), Data aware networking (information 

centric networking) – Requirements and capabilities. 

[ITU-T Y.3100]  Recommendation ITU-T Y.3100 (2017), Terms and definitions for IMT-2020 

network. 

[ITU-T Y.3101]  Recommendation ITU-T Y.3101 (2018), Requirements of the IMT-2020 

network. 

[ITU-T Y.3102]  Recommendation ITU-T Y.3102 (2018), Framework of the IMT-2020 network. 

[ITU-T Y.3104]  Recommendation ITU-T 3104 (2018), Architecture of the IMT-2020 network. 
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[ITU-R M.2083-0] Recommendation ITU-R M.2083-0 (2015), IMT Vision – Framework and 

overall objectives of the future development of IMT for 2020 and beyond.  

3 Definitions 

3.1 Terms defined elsewhere 

This Recommendation uses the following terms defined elsewhere: 

3.1.1 control plane [b-ITU-T Y.2011]: The set of functions that controls the operation of entities 

in the stratum or layer under consideration, plus the functions required to support this control. 

3.1.2 data plane [b-ITU-T Y.2011]: The set of functions used to transfer data in the stratum or 

layer under consideration. 

3.1.3 ICN [b-ITU-T Y Sup. 48]: A new approach to networking where named objects (not only 

devices) are the principal components for the network. Named data objects can be stored in network 

nodes (with caching capability) distributed throughout the network. Data objects are transmitted by 

using names to requesting consumers from any network node that can provide requested data. 

Locations of the nodes that store data objects in their caches are irrelevant to consumers because they 

send their requests for data objects by using names (not the data object locations).  

NOTE – ICN is an alias to data-aware networking (DAN), and content-centric networking (CCN) and named 

data networking (NDN) are the example implementations of ICN. 

3.1.4 identifier [b-ITU-T Y.2091]: An identifier is a series of digits, characters and symbols or 

any other form of data used to identify subscriber(s), user(s), network element(s), function(s), network 

entity(ies) providing services/applications, or other entities (e.g., physical or logical objects). 

Identifiers can be used for registration or authorization. They can be either public to all networks, 

shared between a limited number of networks or private to a specific network (private IDs are 

normally not disclosed to third parties). 

3.1.5 name [b-ITU-T Y.2091]: A name is the identifier of an entity (e.g., subscriber, network 

element) that may be resolved/translated into an address. 

3.1.6 network function [ITU-T Y.3100]: This is a processing function in a network. It includes 

but is not limited to network node functionalities, e.g., session management, mobility management, 

switching, routing functions, whose functional behaviour and interfaces are defined. Network 

functions can be implemented as a network node on a dedicated hardware or as a virtualized software 

functions. 

3.1.7 future network (FN) [ITU-T Y.3001]: A network able to provide services, capabilities, and 

facilities difficult to provide using existing network technologies. A future network is either: a) a new 

component network or an enhanced version of an existing one, or b) a heterogeneous collection of 

new component networks or of new and existing component networks that is operated as a single 

network. 

3.1.8 IMT-2020 [ITU-R M.2083-0]: Systems, system components, and related aspects that support 

to provide far more enhanced capabilities than those described in [b-ITU-R M.1645]. 

NOTE – [b-ITU-R M.1645] defines the framework and overall objectives of the future development of 

IMT-2000 and systems beyond IMT-2000 for the radio access network. 

3.1.9 named data object (NDO) [b-ITU-T Y Sup. 35]: This is a data object that is identifiable by 

a name. 

3.1.10 physical resource [ITU-T Y.3100]: A physical asset for computation, storage and/or 

networking.  

3.1.11 user plane [b-ITU-T Y.2011]: A synonym for data plane. 
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3.1.12 virtual resource [ITU-T Y.3011]: An abstraction of physical or logical resource, which may 

have different characteristics from the physical or logical resource and whose capability may be not 

bound to the capability of the physical or logical resource. 

3.2 Terms defined in this Recommendation 

This Recommendation defines the following terms: 

3.2.1 data object: This is data, content or information. 

3.2.2 device (ICN): This is an entity connected to the network that generates, holds, transmits or 

consumes data, content or information. 

3.2.3 directory service: This is a network entity that stores information about objects as records 

and provides records to other entities that send look-up queries containing a search key of the 

requested records. A directory service stores and provides records that can be useful for the control 

and management functions of the network. 

3.2.4 ICN data object: This is a data object transmitted in ICN. 

3.2.5 ICN device: This is an entity connected to the network that generates, holds, transmits or 

consumes ICN data objects. 

3.2.6 named device: This is a device that is assigned with or identified by a name.  

3.2.7 named object: This is an object that is assigned with or identified by a name.  

3.2.8 network slice (based on [ITU-T Y.3100]): This is a complete end-to-end logically partitioned 

network providing dedicated telecommunication services and network capabilities. The behaviour of 

the network slice is realized via network slice instance(s). 

3.2.9 object: This refers to data, content, information or devices.  

3.2.10 record: This is information about an object stored in and provided by a directory service 

function.  

4 Abbreviations and acronyms 

This Recommendation uses the following abbreviations and acronyms: 

AF  Application Function 

AN  Access Network 

ASF  Authentication Server Function 

CEF  Capability Exposure Function 

CM  Connection Management 

CN  Core Network 

DAN  Data-Aware Networking 

DIB  Directory Information Base 

DSF  Directory Service Function 

GPS  Global Positioning System 

ICN  Information-centric Networking 

ID  Identifier 

IoT  Internet of Things 

IMT  International Mobile Telecommunications 
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IP  Internet Protocol 

LDSCF  Local Directory Service and Cache Function 

MAC  Media Access Control 

NACF  Network Access Control Function 

NDN  Named Data Networking 

NDO  Named Data Object 

NFR  Network Function Registry 

NFV  Network Function Virtualization 

NO  Named Object 

NSSF  Network Slice Selection Function 

PCF  Policy Control Function 

PDU  Protocol Data Unit 

RM  Registration Management 

RP  Reference Point 

SDN  Software Defined Networking 

SMF  Session Management Function 

UE  User Equipment 

UPF  User Plane Function 

URLLC  Ultra-Reliable and Low Latency Communications 

USM  Unified Subscription Management function 

5 Conventions 

In this Recommendation: 

The keywords "is required to" indicate a requirement which must be strictly followed and from which 

no deviation is permitted, if conformance to this Recommendation is to be claimed. 

The keywords "is recommended" indicate a requirement which is recommended but which is not 

absolutely required. Thus, this requirement need not be present to claim conformance. 

The keywords "can optionally" indicate an optional requirement which is permissible, without 

implying any sense of being recommended. This term is not intended to imply that the vendor's 

implementation must provide the option, and the feature can be optionally enabled by the network 

operator/service provider. Rather, it means the vendor may optionally provide the feature and still 

claim conformance with this Recommendation. 

6 Introduction 

IMT-2020 networks are expected to incorporate information-centric networking (ICN) as one of the 

major component technologies for efficiently handling a large volume of data being transmitted 

through the network. Moreover, there would unprecedentedly be a considerable number of new 

devices (e.g., vehicles, sensors and actuators) getting connected to IMT-2020. Both data and devices 

(which are collectively called objects in this Recommendation) need to be named so that they can be 

accessed from anywhere in the network by their name and other attributes to obtain the services 

composed by data objects, or data generated by or stored in the devices. Note that IMT-2020 device 
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registration has been covered by the registration management (RM) procedure of the IMT-2020 

framework architecture. Therefore, this Recommendation does not describe the registration of devices 

for the subscription of network access services. Instead, this Recommendation describes the 

registration of other information (called records, each consisting of attributes such as host name, 

location, object type, group name, owner name, type of data it contains or generates, its public keys 

and certificates) related with named objects that would be made available publicly or with predefined 

access control for accessing the services or data provided by the named objects. Therefore, the 

registration of records in the directory service described in this Recommendation takes place after the 

registration of devices or UEs has been completed through the RM procedure and the device has 

already been successfully authorized for the network access or connectivity service.  

The objects would have heterogeneous types of names assigned by different entities. Here, the 

heterogeneous types of names mean that the format or length of names may be different for different 

objects. Some objects may be identified by human-readable alphanumeric names, while the other 

objects by random numbers. Besides its name, each object possesses several attributes such as 

location, object type, owner name, group name, type of data it contains or generates, its public keys 

and certificates. Therefore, to manage a large number of heterogeneously named objects and access 

data and services offered by them in IMT-2020, this Recommendation introduces the directory 

service function in the IMT-2020 architecture and describes the functional components and 

procedures to register, cache, look up and update a large volume of records. Each record consists of 

several attributes associated with an object. The directory service is expected to provide a very low 

latency look-up service so that the records retrieved from the directory service would be utilized by 

new application services such as automated driving and interactive healthcare services that are 

required to obtain information from the network and surrounding devices instantly through a very 

low latency communication procedure. These records are used for various purposes, such as, 

identification, authentication, localization and knowing about their data and service types and various 

related parameters. Appendix 1 further illustrates a use case scenario of the directory service in the 

autonomous driving of connected vehicles. 

 

Figure 1 – Structure of records stored in directory service 

Records belonging to a named object are stored in the directory service as a single entry or multiple 

entries (implementation dependent) as shown in Figure 1. We follow the definition of directory entry 

of [ITU-T X.501] as a named collection of information stored in the directory information base (DIB). 

This means that each entry contains a unique name to get uniquely identified in the DIB. As shown 

in Figure 1, each entry consists of a set of attributes such as object name (e.g., host name), ID (e.g., 

serial number), location (e.g., GPS coordinates, room number in a building), network address (e.g., 

IP address), owner's name, generated data types (e.g., blood-pressure reading, body temperature by 

health monitoring devices), security keys and certificates for authentication. The attributes are 

classified by their types, namely, each attribute contains information about its type and one or more 
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values. [ITU-T X.501] mentions that an attribute value may also contain additional information about 

the context of the value. However, this Recommendation assumes that the explicit description of the 

context and the content information, if any present, are also implicitly included in the attribute value. 

7 Positioning of directory service function in IMT-2020 architecture 

This clause first provides an overview of the IMT-2020 framework and reference architecture 

specified in [ITU-T Y.3102] and [ITU-T Y.3104], and then describes the position of the directory 

service function in the IMT-2020 architecture. It describes the procedure of interaction of the 

directory service function with the various functional components of IMT-2020. 

7.1 IMT-2020 framework and reference architecture overview 

[ITU-T Y.3102] specifies the IMT-2020 network framework, including the high-level description of 

network functions and basic network services. Similarly, [ITU-T Y.3104] specifies the reference 

architecture and the procedures of interactions between various network functions. 

Figure 2 shows the IMT-2020 reference architecture from a functional point of view. 

 

Figure 2 – Reference architecture of the IMT-2020 network [ITU-T Y.3102] [ITU-T Y.3104] 

The reference architecture contains the user equipment (UE), access network (AN), core network 

(CN) and data networks. It lists the core network common functions required to develop a basic 

IMT-2020 network service framework that would be applicable to most of the application services 

envisioned to be supported by the IMT-2020 network. This is the reference framework for designing 

a general purpose IMT-2020 network architecture that is not required to be dependent on a particular 

service or access technology. It categorises the core network functions into control plane and user plane 

functions. The following functions exist in the control plane (details provided in [ITU-T Y.3102]): 

1 network access control function (NACF) for registration management, connection 

management and session management function (SMF) selection; 

2 session management function (SMF) for the setup of IP or non-IP protocol data unit (PDU) 

connectivity (i.e., PDU session) for a UE and the control of the user plane for that 

connectivity; 

3 policy control function (PCF) for the control and management of policy rules, including rules 

for QoS enforcement, charging and traffic routing;  
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4 capability exposure function (CEF) of network functions and network slices to expose their 

capabilities as a service to third parties;  

5 network function registry (NFR) for the discovery and selection of required network 

functions;  

6 unified subscription management function (USM) for storing and managing UE context and 

subscription information; 

7 network slice selection function (NSSF) for the selection of appropriate network slice 

instances for a UE; 

8 authentication server function (ASF) for the authentication between the UE and the network; 

9 application function (AF) for providing session-related information to the policy control 

function so that the session management function can finally use this information for session 

management.  

The following function exists in the user plane: 

1 user plane function (UPF) for traffic routing and forwarding, PDU session tunnel 

management and QoS enforcement.  

The following reference points are also defined in the IMT-2020 network architecture reference 

model [ITU-T Y.3104]: 

1 RP-tn: reference point between the UE and NACF. 

2 RP-an: reference point between the AN and NACF. 

3 RP-au: reference point between the AN and UPF. 

4 RP-su: reference point between the SMF and UPF. 

5 RP-ud: reference point between the UPF and data network. 

These reference points are described in clause 7 of [ITU-T Y.3104]. 

7.2 Directory service function in IMT-2020 architecture 

This Recommendation adds the directory service function to the IMT-2020 architecture as shown in 

Figure 3. 

 

Figure 3 – Position of directory service function in the IMT-2020 architecture 
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The directory service function (DSF) exists in the control plane as one of the core network functions. 

Similarly, in the access network there exists the local directory service and cache function (LDSCF). 

The directory service function interacts with several other functions such as the capability exposure 

function, network function registry, policy control function, unified subscription management 

functions, network access control function and the authentication server function. The local directory 

service and cache function stores the records in the access network to guarantee a very low latency 

look-up service for URLLC service scenarios such as automated driving. 

7.3 Relationship of directory service function with other functions 

The relationship of the DSF with other network functions in the IMT-2020 architecture is described 

in the following subclauses. 

7.3.1 Network function registry function  

When a directory service function instance is activated, it is registered in the network function registry 

so that it would be discovered to be included in slices for new network services. The NFR registration 

and discovery request procedures are common as used to discover any other network functions, such 

as the SMF, ASF and PCF. 

7.3.2 Unified subscription management function  

Since the USM function stores and manages UE context and subscription information, the DSF 

interacts with the USM function to obtain the UE attributes (e.g., public identification, name, owner's 

name, location, device type, types of data generated, security parameters) and store them in directory 

service records. The USM function and DSF maintain the interaction to update DSF records wherever 

there are updates of USM information. 

7.3.3 Network access control function  

The DSF is activated after completion of the NACF's network access registration, connection 

management and SMF selection. The NACF initiates the UE authentication by invoking the 

authentication service function. SMF selection takes place only after the completion of authentication. 

7.3.4 Session management function  

While providing the functionalities to set up the IP and non-IP protocol data unit connectivity for a 

UE the SMF also provides access parameters of the DSF (e.g., IP addresses) and security context 

(e.g., shared access keys, public keys) so that the UE can access the DSF securely without requiring 

the exchange of additional signalling messages for discovering the DSF and establishing new security 

context. It would help in keeping the look-up latency for retrieving records from the directory service 

function very low. The SMF obtains policy information related with the DSF from the PCF. 

7.3.5 Policy control function  

The DSF is registered in the PCF as a high priority service that should be able to provide a very low 

latency look-up service to retrieve the records stored in it. 

7.3.6 Network slice selection function  

The network slice selection function is executed in the background as triggered by the slice selection 

request issued from the NACF when a UE requests the NACF for its registration and authorization 

for network access. The NSSF provides a list of network slice instances available or suitable for the 

UE to the NACF, which selects the appropriate slice instances that include the directory service 

function as a network function instance.  
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7.3.7 Capability exposure function  

The CEF stores DSF capability information and provides to the network on capability discovery 

requests to expose the availability of DSF capabilities to 3rd parties, so that they can utilize the 

directory service function for their application services. 

7.3.8 Application function  

The application function provides DSF-related capability requirements and policy information to the 

PCF so that the SMF can obtain this information and use it for guaranteeing the low latency 

requirements of record lookup from the DSF. 

8 General working procedure of directory service function  

This clause describes the procedures for record registration in the directory service function, record 

caching in the local directory service and cache function, record lookup from the local directory 

service and cache function, record update and record deletion. While describing the procedure this 

clause has considered only devices (or UEs) as the objects whose records are registered in and 

provided by the directory service function. The procedure for the registration of records for data 

objects would be described by a future Recommendation. It is assumed that the DSF exists in the 

common network slice instance, which is shared by various network slices configured for various 

UEs. 

8.1 Record registration in directory service function  

When a UE has been registered with the network and authorized to access the network service by the 

completion of the registration management (RM) procedure as described in [ITU-T Y.3104], its 

records are registered in the directory service function. As shown in Figure 4, the DSF performs 

signalling exchange with the USM, SMF, PCF, ASF, CEF and NACF to collect the UE profile 

information. For example, a subscription profile such as device ID, name, owner name, device type 

can be obtained from the USM; a connectivity profile such as IP address and MAC address can be 

obtained from the SMF; security context such as group shared key, access control rules, public key 

and certificate can be obtained from the ASF; a policy profile such as computation and network 

resource requirements for the DSF function can be obtained from the PCF; a capacity profile of the 

UE such as protocols and platform available for interaction with other client UE can be obtained from 

the CEF. Some of these parameters or new parameters can also be obtained from the NACF.  

 

Figure 4 – Interaction of directory service function with 

other functions in IMT-2020 architecture 
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8.2 Record caching in directory service cache function  

The caching of records in the local directory service and cache function (LDSCF) located in the access 

network takes place as soon as the UE connection management (CM) procedure completes and the 

UE goes into CM CONNECTED mode. Since the NACF knows about the time of completion of the 

CM, it provides a trigger through a signalling message to the LDSCF to start downloading the UE's 

record from the DSF and storing it in its cache. It is assumed that the LDSCF exists in the common 

network slice instance, which is shared by various network slices configured in the access network. 

The existence of the LDSCF in a common and sharable network slice instance would enable it to be 

accessible by all UEs that may belong to various network slices. Figure 4 shows the positions of the 

DSF and LDSCF, and the caching of records through signalling exchange between the DSF and 

LDSCF. The existence of records in the LDSCF is tracked by the DSF so that whenever there is an 

update in any attribute of a record stored in the DSF, the update can be propagated to the LDSCF as 

well by sending a signalling message from the DSF. If the UE is associated with more than one AN, 

its record is cached in all LDSCFs located in each of these ANs. 

8.3 Record lookup from directory service cache function  

When a client UE wants to communicate with other target UEs to obtain data or services offered by 

the latter, the client UE performs DSF record lookup by sending a look-up request to the LDSCF 

located in the AN. The client UE includes the target UE's name or ID as the look-up key in the look-

up request signalling message. Alternatively, it may include more abstract values such as location or 

group name, which may match with many records (e.g., UEs located in a certain location or UEs 

offering a certain type of service/data). In this case, all the matched records containing the requested 

attributes are provided in the response message. The LDSCF is provided with enough computing and 

networking resources so that the look-up latency would not exceed a specified limit.   

8.4 Record update in directory service function  

The record update procedure is initiated either by the UE itself or the network function, such as the 

NACF that detects changes in the UE's records stored in the DSF and LDSCF. For example, when a 

UE moves from one AN to another, its new location is detected by the NACF. The NACF initiates a 

signalling message containing the updated attribute (in this case IP address and other location-related 

parameters) and sends it to the DSF. The DSF updates the record and responds back with an 

acknowledgement message. The DSF also sends a signalling message containing the update to all 

LDSCFs that have stored the record in their cache. The LDSCF updates the cache records and 

responds back to the DSF with an acknowledgement. 

8.5 Record deletion from directory service function  

A record is deleted from both the DSF and LDSCF when the UE is de-registered from the network. 

The NACF initiates the signalling procedure for deletion of the record from the DSF and LDSCF as 

soon as it completes the signalling procedure of the de-registration as specified in [ITU-T Y.3104]. 

The record from the LDSCF is deleted when the UE turns into CM IDLE mode. In general, a record 

is deleted from the LDSCF whenever the record is considered not useful in the AN, that is, there are 

no client UEs that look up the record. 

9 Design approach of directory service function 

To meet the requirements of very low look-up latency and scalability to store dynamic records of a 

large number of heterogeneously named objects, the directory service function is recommended to be 

designed with the following approaches. 

1) Application-wise directory service instances: To meet the distinct performance 

requirements in diverse operating environments of various applications, it is assumed that 

each application service will have its own directory service instance. For example, automated 
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driving and grid-control application services will have two different directory service 

instances because they differ in the types of end devices or UEs, communication patterns and 

latency requirements. This design approach is related to the optimization of deployment and 

operation costs because the application services that can tolerate higher latency can utilize a 

directory service deployed with less networking and computing resources.  

2) Dynamic updating of records: Records stored in the directory service can change at any 

time. Therefore, the directory service is designed to be able to update records within a 

tolerable latency. 

3) On-demand caching of records: The directory service records stored in the DSF are 

distributed to different LDSCFs located closer to the application clients in access networks. 

These LDSCFs are able to serve records to the clients in very low look-up latency because 

of the short communication distance between the clients and the LDSCF. 

4) Trackable cache function servers: The locations of a record stored in various LDSCFs are 

always remembered by the DSF so that all cache records are updated as soon as the record is 

updated in the DSF. In this way, the system maintains the consistency of all copies of a record 

stored in the DSF and LDSCF. 

5) Flexible database with various search keys: Since objects can be identified by 

heterogeneous types of names (e.g., text, number and binary data), the DSF is designed to be 

able to efficiently store records containing various types and numbers of attributes in the 

database without requiring to define complex structures and database schemas in advance. It 

should be flexible enough to permit the use of any attribute as a search key to find target 

records in the LDSCF. For instance, records can be found using the target object's name, 

identifier, location or even the type of data it generates. 

6) Dynamic resource provisioning: The directory service is designed with the assumption of 

two layers of service providers: application service providers and infrastructure providers. 

The application service providers lease resources (e.g., server and network bandwidth) on-

demand from infrastructure providers to dynamically add/remove the cache servers in 

different locations of access networks. This assumption has been aligned with the recent trend 

in software defined networking (SDN), network function virtualization (NFV) and edge 

computing in which a network component equipped with the necessary resources can be 

instantiated instantly in the network edge by leasing required amounts of resources from 

infrastructure providers. To ensure that the performance requirements of the directory service 

function are met despite the fluctuation in workload, the required amount of computing, 

storage and network resources allocated to the cache replica servers are adjusted dynamically. 

10 Requirements of directory service function 

The framework of the directory service function is required to be designed to satisfy the following 

requirements: 

1 It is required to store a large volume of records. 

2 It is required to provide a very low latency look-up service (latency of only few milliseconds). 

3 It is recommended to perform the look-up service either by using a single attribute or a 

combination of many attributes. 

4 It is recommended to properly handle the record owner-centric privacy policy. 

5 It is recommended to be scalable so that the performance can be kept at the desired level by 

adjusting the amount of network and computing resources assigned to it despite fluctuation 

in the workload. 

6 It is recommended to store records in a distributed manner so that records are available in 

locations closer to the clients and the communication latency to obtain the record is very low.  
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7 It is recommended to track the existence of all copies of records in the distributed directory 

service system so that it can update the record immediately whenever an attribute of the 

record changes.  

11 Security considerations 

Proper security mechanisms need to be considered for both maintaining the records in the directory 

service function and transferring records from the directory service function to the local directory 

service and cache function. Only the records coming through secured communications method from 

authenticated sources have to be registered in the directory service function. Similarly, the procedures 

of record caching, retrieval, update and deletion should take place only through proper security 

considerations. 
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Appendix I 

 

Use case scenarios of directory service in autonomous driving 

of connected vehicles 

(This appendix does not form an integral part of the Recommendation.) 

Connected vehicles are considered to constitute a large portion of new UEs that would be getting 

connected to the IMT-2020/5G networks. According to a recent estimation, there would be 

220 million connected vehicles by 2020 [b-BII-report 2016]. These vehicles would constitute 15% of 

1.5 billion new devices expected to get connected to cellular networks [b-Ericsson-report 2016]. This 

appendix illustrates two use case scenarios of the directory service for realizing secure and real-time 

communication in connected vehicles. These use case scenarios are referenced from [b-IEEE-VTC 2018]. 

In both use case scenarios, the response time of the directory service must be very short because 

autonomous driving has communication requirements that vehicles exchange messages within a few 

milliseconds (usually 20-100 millisecond) [b-VSCP-report 2006]. To make the directory service 

applicable for connected vehicles to quickly obtain the necessary records of target vehicles, its 

response time should be kept less than 10 millisecond so that vehicles can send their messages to the 

target vehicles within the given time budget of 20 millisecond, as communication latency in 5G 

networks is expected to be 1-10 millisecond [ITU-R M.2083-0]. 

I.1 Obtaining necessary records for message authentication 

A vehicle has to be provided with the capability to obtain the necessary information required to verify 

that a message received from another vehicle is authentic. For example, in Figure I.1, when Car A is 

approaching the intersection, it formulates a message containing its current position, speed, direction 

and so on and transmits the message to Car B so that Car B can visualize the expected arrival time of 

Car A in the intersection and carry out necessary safety measures to avoid collisions. The message 

from Car A to Car B can be transmitted through any of the three different paths shown by broken 

arrows: (1) direct communication, also known as device to device (D2D) communication; (2) through 

a road side unit (RSU); and (3) through an IMT-2020/5G cellular base station. Since connected 

vehicles require highly dependable communication infrastructure, it is highly possible that the 

connected vehicles will be equipped with the aforementioned all three means of communication so 

that they would remain connected despite a momentary failure in one type of communication method. 
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Figure I.1 – Use case scenarios of directory service in connected vehicles  

Car B obtaining records of Car A from the directory service for the authentication of 

messages received from Car A 

The communication infrastructure must support Car B to obtain the necessary records to verify that 

the received message has been sent by authentic Car A. For this purpose, the directory service function 

is used, which stores the vehicle's records in the directory service cache function placed closer to the 

vehicle's current and potential future locations proactively. The cache functions are deployed closer 

to the intersections and connected to the RSU and the base station access networks so that the 

propagation delay between the querying vehicle and directory service's cache function servers is very 

low (usually ~1 millisecond). The cache server stores all records related to Car A. Car B extracts Car 

A's name or ID included in the received message, and configures a look-up query message containing 

the ID and types of attributes of Car A it wishes to obtain. The look-up query message, shown by 

arrow (4) in Figure I.1, is transmitted to the cache server through either the RSU or the base station 

network, or both. The directory service cache server searches its database for the record associated 

with Car A's ID and retrieves the requested attributes. The cache server then configures a look-up 

response message containing the attributes and transmits them to Car B. Car B uses the attributes 

contained in the response to verify if the message previously sent by Car A is authentic. If the message 

is authentic, it executes the necessary action, for instance, momentarily stopping before entering the 

interaction and verifying safety on the basis of subsequently received messages. 

I.2 Identifying or notifying all vehicles possessing common features 

In connected vehicle applications, a vehicle or any authorized entity (e.g., transportation management 

and control agency) should be able to communicate with all vehicles possessing a common feature, 

such as location, vehicle type, owner group and manufacturer. For example, in Figure I.2, when Car A 

is approaching the intersection, it may need to send a message containing information about its current 

position, speed and direction to all vehicles approaching the intersection (i.e., located within the circle 

shown in the figure) so that it can safely pass through the intersection.  
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Figure I.2 – Use case scenarios of directory service in connected vehicles: Car A finding the 

identity of all cars approaching an intersection 

The directory service function integrated in the communication infrastructure must support Car A to 

obtain the identity or network address of all relevant vehicles so that it can send the message to them. 

Car A configures a look-up query message containing the required record types that it wants to obtain 

from the directory service function satisfying the common feature. It sends the look-up query message 

to the cache server through the access network connected to the RSU and/or IMT-2020/5G cellular 

base station. Upon receiving the query message, the cache server searches its database and retrieves 

the relevant records satisfying the query condition. The cache server then configures a look-up 

response message containing the records and transmits it to Car A. Using the received records about 

the other vehicles, Car A can send them relevant notification or alert messages. 
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